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摘摘摘要要要

本論文提出高穩定性的超低功率靜態隨機存取記憶體及先進先出記憶體設計。超低電壓能夠有
效地減少功率消耗，但靜態隨機存取記憶體也會因著電壓的下降而變得不穩健。本論文首先提
出一個高穩定、全差分、單埠靜態隨機存取記憶體。利用自我補償及雜訊阻隔的機制，該記憶
體能夠穩定地工作於超低電壓，而支援寫入的機制更可以提高於超低工作電壓時的寫入能力。
利用UMC 90nm CMOS技術，模擬結果顯示，在0.2V工作電壓下，所提出的次臨界隨機存
取記憶體與傳統的靜態隨機存取記憶體相比，有1.22倍的資料維持穩定性提升，2.09倍的讀取
穩定性提升，及2.03倍的寫入能力提升。
除此之外，為了進一步減少漏電流，本論文利用自我電壓控制以及電源阻斷技術來降低先

進先出記憶體陣列的漏電流；同時提出了一個高穩定性的雙臨界電壓、雙埠記憶體來增加可靠
度並且減少功率消耗。模擬結果顯示，所提出的先進先出記憶體與傳統先進先出模組相比，具
有多達94%的功率削減。利用UMC 90nm CMOS技術，所提出的256行X16位元先進先出記
憶體，於0.5V，5MHz讀取頻率，200kHz寫入頻率，有2.21uW的功率消耗。
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Abstract

Subthreshold SRAM and ultra-low power FIFO memory are indispensable to energy-
constrained SoC. The stability of SRAM cell, however, has always been a major chal-
lenge to subthreshold SRAM design. This thesis proposes a robust, fully-differential sub-
threshold 10-transistor SRAM cell with auto-compensation. With the auto-compensation
mechanism, the proposed cell exhibits better hold static noise margin (SNM). The cell
structure also prevents storage nodes from bitline noise interference, thus improving read
SNM. Better write ability is achieved by applying the write-assist technique. Based on
UMC 90nm CMOS technology, simulation results show that, at 0.2V supply voltage, the
proposed cell has 1.22X hold SNM improvement, 2.09X read SNM improvement, and
2.03X write margin improvement when compared to the conventional 6T SRAM cell.

This thesis, in addition, also proposes a robust, ultra-low power asynchronous FIFO
memory. With the self-adaptive power control and the complementary power gating tech-
nique, leakage power of the FIFO memory array is minimized. Further, the stability of
the FIFO memory is improved under ultra-low supply voltage supply with the proposed
dual-VT 7T SRAM cell. Simulation results indicate that the proposed scheme has up
to 94% power reduction over conventional designs. In this thesis, the proposed FIFO is
implemented in UMC 90nm CMOS technology under 0.5V supply voltage, with 2.21uW
power consumption at 5MHz reading frequency and 200kHz writing frequency.
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Chapter 1

Introduction

1.1 Background

Device miniaturization and the rapidly growing demand for mobile or power-aware sys-
tems have resulted in the urgent need for ultra-low power circuit design [1]. In modern
CMOS technology, active power (dynamic power) and passive power (leakage power) are
equally significant. This trend is shown in Figure 1.1 [2]. Therefore, to achieve ultra-low
power operation, both active and passive power needs to be considered seriously.

In emerging system on chip (SoC) designs, an indispensable component is the on-chip
memory module. As device density increases, a larger fraction of chip area is devoted
to the memory block to enable more complex functionality and higher performance [3]
[4]. As a result, power of memory blocks often dominates the total power consumption.
Memory power consumption has thus been a major challenge and design consideration
in future SoC.

Figure 1.1: Power density versus gate length.
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1.2 Motivation

In certain emerging applications, such as wireless sensor nodes, energy efficiency con-
cerns supercede traditional emphasis on speed. These systems can be operated at much
reduced performance levels in order to prolong their battery lifetimes. Many such low
performance systems consume minimum energy in the subthreshold region, where the
power supply voltage is below the device threshold voltage. This motivates the study
of subthreshold circuits. In particular, the ever increasing demand for ultra-low power
SRAM has motivates the design of subthreshold SRAM.

One example of the energy-constrained application is the emerging wireless body area
network (WBAN), a generic concept of the short distance data transmission between
personal wearing devices or implanted devices, which has been a breakthrough personal
healthcare technology for body condition monitoring and diagnosis [5]. Due to limited
power source, ultra-low power circuit is a key to WBAN to lengthen battery lifetime and
enable energy harvesting. Meanwhile, first-in first-out (FIFO) memory used for data stor-
age and data buffer is utilized in the sensor nodes. The FIFO memory often dominates
the total die area and overall power consumption, thus motivates the design of robust,
ultra-low power FIFO memory.

1.3 Thesis Organization

The rest of this thesis is organized as following. Chapter 2 presents the basic characteris-
tics of ultra-low power systems, including system requirement and applications. Chapter
3 reviews CMOS circuit power sources and gives possible solutions to reduce power con-
sumption. Ultra-low voltage SRAM designs are given in Chapter 4, including existing
works, the proposed robust, fully-differential, single-port subthreshold SRAM with auto-
compensation, and the proposed dual-VT dual-port 7T SRAM cell with reduced bitline
overhead and improved stability. In Chapter 5, a robust, ultra-low power FIFO memory
design is proposed for WBAN application. Finally, Chapter 6 concludes this work.
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Chapter 2

Overview of Ultra-Low Power
Systems

2.1 Introduction

Emerging portable applications require low power operation due to limited energy source
[6]. One class of portable applications operates in low activity rate or low speed, but
is severely energy constrained. Therefore, for systems in this class, ultra-low power and
energy conservation are the primary considerations.

This chapter first discusses the requirements for ultra-low power systems, which will
be presented in Section 2.2. Examples of energy constrained applications, including radio
frequency identification (RFID), digital signal processor (DSP), wireless sensor network
are presented in Section 2.3. Summary of this chapter is presented in Section 2.4.

2.2 System Requirements

This section introduces requirements for ultra-low power and energy constrained systems,
including battery lifetimes and energy harvesting mechanisms.

2.2.1 Battery Lifetimes

Modern portable micro-systems continue to integrate more functions into smaller devices.
As a matter of fact, scaling down in size and cost of electronic circuits has far outpaced the
scaling of energy density in batteries, which are by far the most common power sources
currently used. Therefore, battery lifetimes is a key factor on the lifetime of portable
devices.

Table 2.1 shows the comparison of power sources with a fixed amount of energy storage
[7], indicating energy provided by batteries are limited, and ultra-low power operation is
demanded for extended battery lifetimes.

2.2.2 Energy Harvesting

For some applications, changing batteries is impractical or impossible, and renewable en-
ergy source is required. Energy harvesting involves converting ambient energy from the
environment into electrical energy to power circuits or to recharge batteries. Potential
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ambient energy sources includes photovoltaics (solar cells), temperature gradients, human
power, wind/air flow, and vibrations. Comparison of ambient energy sources are summa-
rized in Table 2.2 [8].

Due to unstable environment, the power available from theses sources is impossible
to maintain at a steady level. Thus, energy harvesting would be more effective to cou-
ple energy storage elements, which can theoretically extend system lifetimes indefinitely.
Nevertheless, it is reasonable to keep the system’s average power consumption in sub-mW
range to enable energy harvesting.

Table 2.1: Comparison of energy sources with fixed amount of energy storage.

Power density Power density
Power source (µW/cm3) (µW/cm3)

one year lifetime ten year lifetime
Batteries (non-rechargeable lithium) 45 3.5
Batteries (rechargeable lithium) 7 0
Hydrocarbon fuel (micro heat engine) 333 3
Fuel cells (methanol) 280 28

Table 2.2: Comparison of ambient energy sources.

Power source Power density
Solar (outside) 15000 µW/cm2

Solar (inside) 10 µW/cm2

Temperature 40 µW/cm2

(demonstrated from a 5oC differential)
Human power 330 µW/cm3

Air flow 380 µW/cm3

(assumes air velocity of 5m/s and 5% conversion efficiency)
Vibrations 200 µW/cm3

2.3 Ultra-Low Power Systems

In this section, three energy constrained ultra-low power applications are introduced,
including RFID, DSP, and wireless sensor network. The emerging wireless body area
network (WBAN), one specific application of wireless sensor network for personal health-
care, will be presented in Chapter 5 as a case study, as well as the target application of
the proposed robust ultra-low power asynchronous FIFO memory.

2.3.1 Radio Frequency Identification (RFID)

Radio Frequency identification (RFID) is an automatic identification method, relying on
storing and remotely retrieving data through RFID tags [9]. An RFID tag is an object
that can be applied to or incorporated into a product, animal, or person for the pur-
pose of identification using radiowaves. Current RFID applications include passports,
transportation payments, product tracking, lap scoring, animal identification, inventory
systems, supply chain management, human implants, libraries, schools and universities,
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museums, and social retailing. There are many other potential uses of RFID not listed
above.

Most of RFID tags contain at least two parts. One is an integrated circuit for storing
and processing information, modulating and demodulating a RF signal, and other spe-
cialized functions. The second is an antenna for receiving and transmitting the signal.
RFID tags are generally classified into two types: active and passive. An active tag
contains its own power source, usually an on-board battery. A passive tag obtains power
from the signal of an external reader.

Power reduction is a key for better RFID performance. If the digital processing power
is reduced, the distance from the reader to the tag will be increased since less transmit-
ted power has to reach the tag. Further, minimizing power consumption leads to longer
lifetimes of active type RFID tags.

2.3.2 Digital Signal Processor (DSP)

Digital signal processor (DSP) is a specialized microprocessor designed specifically for
digital signal processing, which in general, computes in real time. Most portable consumer
electronics, such as mobile phones or mp3 players, require a low power DSP. As technology
advances, mobile devices tend to have more and more functions, such as a modern mobile
phone is integrated with digital camera, audio player, video player, and video games.
This leads to an ever increasing loading for the battery, where battery lifetime is a major
concern for the convenience leaded by mobility.

Take mobile phone as an example. Most of the time, standby takes place, and ultra-
low power is required for extended usage time. In other circumstances, such as the user
makes a call, high performance is required for high quality function. In applications
with characteristics described above, DSP needs a wide dynamic range of power and
performance, and tradeoffs should be considered seriously [10]. An effective method is
the dynamic voltage and frequency scaling technique [11], where optimal balance between
power and performance can be achieved.

2.3.3 Wireless Sensor Network

A wireless sensor network is a wireless network consisting of spatially distributed au-
tonomous devices using sensors to cooperatively monitor physical or environmental con-
ditions, such as temperature, sound, vibration, pressure, motion or pollutants, at different
locations [12].

As shown in Figure 2.1, a sensor network normally constitutes a wireless ad-hoc net-
work, meaning that each sensor supports a multi-hop routing algorithm (several nodes
may forward data packets to the base station). In addition to one or more sensors, each
node in a sensor network is typically equipped with a radio transceiver or other wireless
communications device, a small microcontroller, and an energy source, usually a battery.
The base stations are one or more distinguished components of the wireless sensor net-
work with much more computational, energy and communication resources. They act as
a gateway between sensor nodes and the end user. Unique characteristics of a wireless
sensor network include:

• Limited power

• Ability to withstand harsh environmental conditions
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• Ability to cope with node failures

• Mobility of nodes

• Dynamic network topology

• Communication failures

• Heterogeneity of nodes

• Large scale of deployment

• Unattended operation

Possible applications include:

• Military applications: monitoring friendly forces, equipment and ammunition; bat-
tlefield surveillance; reconnaissance of opposing forces and terrain; targeting; battle
damage assessment; nuclear, biological and chemical attack detection and recon-
naissance.

• Environmental applications: forest fire detection; biocomplexity mapping of the
environment; flood detection; precision agriculture.

• Health applications: telemonitoring of human physiological data; tracking and mon-
itoring doctors and patients inside a hospital; drug administration in hospitals.

• Home applications: home automation; smart environment.

• Other commercial applications: environmental control in office buildings; interac-
tive museums; detecting and monitoring car thefts; managing inventory control;
vehicle tracking and detection.

Figure 2.1: Typical multi-hop wireless sensor network architecture.

The wireless sensor node, being a micro-electronic device, can only be equipped with
a limited power source. In some application scenarios, replacement of power resources
might be impossible. Sensor node lifetime, therefore, shows a strong dependence on bat-
tery lifetime. In a multi-hop ad hoc sensor network, each node plays the dual role of data
originator and data router. The disfunctioning of few nodes can cause significant topolog-
ical changes and might require re-routing of packets and re-organization of the network.
Hence, power conservation and power management take on additional importance, which
directly influence the network efficiency and lifetime [13].
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2.4 Summary

This chapter shows the motivation of ultra-low power operation by illustrating require-
ments for energy constrained applications. The effectiveness of ultra-low power operation
not only extends battery lifetime, but also increase the possibility of enabling energy har-
vesting. In addition, three examples of ultra-low power system are given, including RFID,
DSP, and wireless sensor network. Ultra-low power circuit design is no doubt a convincing
solution for future portable SoC.
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Chapter 3

Overview of Low Power CMOS
Circuit

3.1 Introduction

This chapter begins with a study of power dissipation of CMOS circuit and circuit tech-
nique for power reduction. Power dissipation, including dynamic dissipation, leakage
dissipation, and short circuit dissipation, is presented in Section 3.2. Low power circuit
techniques, including supply voltage scaling, transistor stacking, multiple threshold voltage
design, is presented in Section 3.3. Summary of this chapter is presented in Section 3.4.

3.2 Power Dissipation

3.2.1 Dynamic Dissipation

For a CMOS inverter, shown in Figure 3.1, the average dynamic power dissipation can
be obtained by summing the average dynamic power in the NMOS transistor and the
PMOS transistor. Assuming that the input Vin is a square wave having a period T and
that the rise and fall times of the input are much less than the repetition period, the
dynamic power is given by

PD =
1

T

∫ T/2

0

iN(t)Voutdt+
1

T

∫ T

T/2

iP (t)(VDD − Vout)dt (3.1)

Since iN(t) = CL
dVout

dt
and iP (t) = CL

d(VDD−Vout)
dt

,

PD =
CL

T

∫ VDD

0

VoutdVout +
CL

T

∫ 0

VDD

(VDD − Vout)d(VDD − Vout) =
CLV

2
DD

T
(3.2)

Where CL is the load capacitance, 1
T

= f , f is the operating frequency. Therefore

PD = fCLV
2
DD (3.3)

Moreover, power dissipation is data dependent, i.e. power dissipation depends on the
switching probability α, thus, dynamic power can be expressed as

PD = αfCLV
2
DD (3.4)
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By (3.4), dynamic power dissipation of CMOS logic gate is proportional to switching
frequency, load capacitance, square of the supply voltage, and operation frequency.

Figure 3.1: A CMOS inverter.

3.2.2 Leakage Dissipation

There are four main sources of leakage current in a CMOS transistor as illustrated in
Figure 3.2 [14]–[16]. They are reverse-biased junction leakage current (IREV ), gate in-
duced drain leakage (IGIDL), gate direct-tunneling leakage (IG), and subthreshold leakage
(ISUB). Each source of leakage current will be further described in the followings.

Figure 3.2: Leakage current components in an NMOS transistor.

Junction Leakage

The junction leakage occurs from the source/drain to the substrate through the reverse-
biased diodes when the transistor is off, indicated as IREV in Figure 3.2. A reverse-biased
pn junction leakage has two major components: one is minority carrier diffusion/drift
near the edge of the depletion region; the other is due to electron-hole pair generation in
the depletion region of the reverse-biased junction.
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Junction leakage current depends on the area of the drain diffusion and the leak-
age current density, which is in turn determined by the doping concentration. Junction
leakage components from both the source-drain diodes and the well diodes are generally
negligible with respect to the other three leakage components.

Gate-Induced Drain Leakage

Gate-induced drain leakage (GIDL), indicated as IGIDL in Figure 3.2, arises in the high
electric field under the gate/drain overlap region. GIDL occurs at large VDB and gener-
ates carriers into the substrate and drain from surface traps or band-to-band tunneling.
Thinner oxide, higher supply voltage, and lightly doped drain structures increase GIDL
current.

Gate Direct Tunneling Leakage

Gate direct tunneling current is due to the tunneling of an electron/hole from the bulk
silicon through the gate oxide potential barrier into the gate [17][18]. Reduction of gate
oxide thickness results in the increase in the field across the oxide. The high electric field
coupled with low oxide thickness results in tunneling of electrons from substrate to gate
and also from gate to substrate through the gate oxide, resulting in the gate leakage. In
nanometer-scale CMOS technologies, where ultra-thin gate oxide thickness takes place for
effective gate control, gate leakage becomes appreciable and dominates the total leakage
dissipation [19].

Figure 3.3 shows the components of tunneling current in a scaled NMOS transistor.
They are classified in to three categories:

1. Edge direct tunneling (EDT) components between the gate and the source-drain
extension (SDE) overlap region (Igso and Igdo).

2. Gate-to-channel current (Igc), part of which goes to the source (Igcs), and the rest
goes to the drain (Igcd).

3. Gate-to-substrate leakage current (Igb).

Therefore, the gate leakage (IG) can be divided into three major components:

1. Gate-to-source (Igs = Igso + Igcs).

2. Gate-to-drain (Igd = Igdo + Igcd).

3. Gate-to-substrate (Igb).

The magnitude of the gate leakage current increases exponentially with the gate oxide
thickness TOX and the gate-to-source voltage VGS, as shown in Figure 3.4 and Figure 3.5,
respectively [20].
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Figure 3.3: Components of tunneling current.

Figure 3.4: Gate leakage current versus gate oxide thickness.

Figure 3.5: Gate leakage current versus gate voltage.
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Subthreshold Leakage

Subthreshold or weak inversion conduction current between source and drain of an MOS
transistor occurs when gate voltage is below the threshold voltage level. Unlike the strong
inversion region in which the drift current dominates, the subthreshold conduction is due
to the diffusion current of the minority carriers in the channel for a MOS device. For
instance, in an inverter with a low input voltage and high output voltage, for the NMOS
transistor, even VGS is 0V, there is still a current flowing in the channel of the off NMOS
transistor due to the VDD potential of the VDS.

Subthreshold leakage current (ISUB) becomes apparent as CMOS technologies enter
the submicron era [21]. ISUB can be expressed based on the following:

ISUB =
W

L
µνth

2Csthe
VGS−VT+ηVDS

nνth (1− e
−VDS
νth ) (3.5)

where W and L denote the transistor width and length, µ denotes the carrier mobility,
νth = kT/q denotes the thermal voltage at temperature T , Csth = Cdep + Cit denotes
the summation of the depletion region capacitance and the interface trap capacitance
both per unit area of the MOS gate, and η is the drain-induced barrier lowering (DIBL)
coefficient. n is the slope shape factor and is calculated as:

n = 1 +
Csth

Cox

(3.6)

where Cox denotes the gate input capacitance per unit area of the MOS gate. Thus, the
magnitude of the subthreshold leakage current is a function of the temperature, supply
voltage, device size, and the process parameters out of which the threshold voltage plays
a dominant role.

3.2.3 Short Circuit Dissipation

The short circuit power dissipation results due to a direct path current flowing from the
power supply to the ground during the switching of a static CMOS gate. Short circuit
dissipation can be expressed as:

PSC = ImeanVDD (3.7)

where Imean is the mean value of the short circuit current. Assuming a symmetrical
inverter and using simple MOS formula, Imean is modeled as [22]:

Imean =
1

12

β

VDD

(VDD − 2VT )3 τ

T
(3.8)

where β is the gain factor of a MOS transistor, τ is the input rise/fall time.
From (3.7) and (3.8), short circuit dissipation of a CMOS inverter without load is

derived as:

PSC =
β

12
(VDD − 2VT )3 τ

T
(3.9)

Although this is a simplified model, it reveals the fact that short circuit dissipation is
affected by supply voltage, threshold voltage, rise/fall time, and operation frequency.
Therefore, it is effective to minimize short-circuit power by lowering supply voltage, in-
creasing threshold voltage, and minimizing input rise/fall time.
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3.2.4 Putting It All Together

The total power consumption of a digital CMOS circuit can be expressed as the sum of
its three components:

PTotal = PD + PLeak + PSC = αfCLV
2
DD + ILeakVDD + ISCVDD (3.10)

Clearly, supply voltage has a major dominance over power consumption. In the next
section, several circuit techniques for power control and reduction are presented, including
supply voltage scaling, transistor stacking, and multiple threshold voltage design. Both
Active and standby power reduction are considered.

3.3 Low Power Circuit Techniques

3.3.1 Supply Voltage Scaling

In a given technology, supply voltage reduction is the key to low power operation [23][24].
When lowering the supply voltage, there are two issues that must be considered:

1. Impact on delay: Since both capacitance and threshold voltage are constant, the
speed of the basic gates will also decrease with the voltage scaling, where the relation
between time delay Td and supply voltage VDD can be modeled by using a quadratic
model:

Td = k
CLVDD

(VDD − VT )2 (3.11)

2. Impact on stability: Low supply voltage circuits are very sensitive to both manu-
facturing variations and operating point changes, which leads to less stable and less
robust operation.

Following is an example of supply voltage scaling. Figure 3.6 shows an inverter chain
composed of four inverters. Figure 3.7 shows the relation between power and supply
voltage; Figure 3.8 shows the relation between time delay and supply voltage. It is
revealed that as supply voltage drops, power consumption is reduced, but the time delay
is increased. A common vector for finding the optimal supply voltage is the power delay
product (PDP), which is the product of power and time delay, as shown in Figure 3.9.
Another strategy is to find the worst case critical time delay and choose the minimum
supply voltage that is capable of performing the expected operation speed.

Figure 3.6: A CMOS inverter chain.
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Figure 3.7: Power versus supply voltage.

Figure 3.8: Time delay versus supply voltage.
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Figure 3.9: PDP versus supply voltage.

Figure 3.10: Noise margin versus supply voltage.
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Relation between noise margin [25] and supply voltage is shown in Figure 3.10. As
shown, noise margin decreases as supply voltage drops. Noise margin issue is especially
important in ultra-low voltage and subthreshold circuit designs [26].

3.3.2 Transistor Stacking

Transistor stacking is an effective technique to reduce subthreshold and gate leakage
current [27][28]. Leakage current flowing through a stack of series-connected transistors
reduces if more than one transistor in the stack is off, which is known as the stacking
effect. The staking effect can be understood by considering a two-input NAND gate, as
shown in Figure 3.11. When both MN1 and MN2 are off, the voltage at the intermediate
node (VM) raises to a positive value due to a small drain current. Positive potential at
the intermediate node leads to three effects:

1. Gate-to-source voltage of MN1 becomes negative.

2. Negative body-to-source potential of MN1 causes more body effect. The body effect
describes how the potential difference between source and body affects the threshold
voltage, which can be modeled as:

VT = VT0 + γ(
√
φs + VSB −

√
φs) (3.12)

where VT0 is the threshold voltage when the source is at the body potential; φs is
the surface potential at threshold, and γ is the body effect coefficient.

3. Drain-to-source potential of MN1 decreases, resulting in less drain-induced barrier
lowering.

As a result, negative gate-to-source voltage, higher threshold voltage due to the body
effect, and less drain-induced barrier lowering due to the reduction of drain-to-source
voltage, leakage current is reduced.

Figure 3.11: Two-input NAND gate stacking effect illustration.

Transistor stacking for low power can be referred to power gating. Power gating de-
vices can be classified into two main categories: footer and header devices. Footer is by
inserting NMOS sleep transistors between real GND and virtual GND, while header is by
inserting PMOS sleep transistors between read VDD and virtual VDD, as shown in Figure
3.12 and Figure 3.13, respectively.
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Figure 3.14 and Figure 3.15 are testing examples of footer and header. The effective-
ness of standby power saving by footer and header are shown in Figure 3.16 and Figure
3.17. Time delay comparisons are shown in Figure 3.18 and Figure 3.19. As shown, by
sacrificing operation speed, a circuit with power gating devices has significant standby
power (leakage power) reduction. Trade off between power and speed is also illustrated.
For a circuit with power gating, the less power gating are inserted, the more power is
saved, and the more power gating are inserted, the less time delay it performs. Adding
power gating devices usually contributes very slight active power overhead, which is re-
vealed in Figure 3.20 and Figure 3.21. Another interesting thing worth notice is the
comparison between footer and header, which is demonstrated in Figure 3.22 and Figure
3.23. NMOS has stronger driving ability than PMOS, resulting in smaller time delay
when applying footer power gating. On the other hand, as shown in Figure 3.5, PMOS
has smaller leakage current than NMOS, resulting in smaller power consumption when
applying header power gating.

Figure 3.12: NMOS footer array power gating devices.

Figure 3.13: PMOS header array power gating devices.

17



Figure 3.14: Inverter chain with footer power gating.

Figure 3.15: Inverter chain with header power gating.

Figure 3.16: Standby power comparisons when applying footer power gating.
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Figure 3.17: Standby power comparisons when applying header power gating.

Figure 3.18: Time delay comparisons when applying footer power gating.
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Figure 3.19: Time delay comparisons when applying header power gating.

Figure 3.20: Active power comparisons when applying footer power gating.
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Figure 3.21: Active power comparisons when applying header power gating.

Figure 3.22: Time delay comparisons between footer and header. One footer/header is
applied on four inverters.
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Figure 3.23: Standby power comparisons between footer and header. One footer/header
is applied on four inverters.

3.3.3 Multiple Threshold Designs

Multiple threshold CMOS (MTCMOS) circuit has transistors with different threshold
voltage. In general, there are regular threshold (regular-VT ) transistors, low threshold
(low-VT ) transistors, and high threshold (high-VT ) transistors. Low-VT transistors has
larger driving ability, and can be used to achieve high performance, but it has the largest
leakage current among the three types of transistors. High-VT transistors has the least
leakage current, but its performance is the slowest among the three types of transistors.
The performance of regular-VT transistors is in between low-VT and high-VT transistors.
Following are three multiple threshold technologies:

1. Dual threshold CMOS: In a logic circuit, if a logic gate is in the critical path, the
gate is implemented by low-VT transistors to maintain performance; if a logic gate
is in a non-critical path, the gate is implemented by high-VT transistors for leakage
power reduction [29]. This technique is demonstrated in Figure 3.24.

2. Mixed-VT (MVT) CMOS technique: Unlike dual threshold CMOS technique, MVT
CMOS design technique allows different thresholds within a logic gate, placing
high-VT transistors in non-critical paths to reduce leakage power, and placing low-
VT transistors in critical path(s) to maintain performance [30][31]. Figure 3.25 is an
example of MVT CMOS logic gate. Suppose that the transistors in squares are the
transistors in the critical paths, thus, assigning low-VT . For the other transistors,
high-VT are assigned for leakage power reduction without degrading performance.
Both dual threshold CMOS and MVT CMOS technique can achieve power reduction
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without delay and area overhead.

3. Multithreshold-voltage CMOS: Multithreshold-voltage CMOS (MTCMOS) tech-
nique is based on transistor stacking technique, but utilizes low-VT transistors for
logic gates and apply high-VT transistors to power gating [32]. Examples are shown
in Figure 3.26 and Figure 3.27. Assigning high-VT to power gating devices can
further improve leakage cut off efficiency, while the delay overhead can be compen-
sated by low-VT logic gates. Figure 3.28 and Figure 3.29 are testing examples of
MTCMOS circuit. Figure 3.30 and Figure 3.31 show the standby power compar-
ison between inverter chain with and without MTCMOS technique. It is obvious
MTCMOS technique significantly reduces standby power. Figure 3.32 and Fig-
ure 3.33 show the time delay comparison between inverter chain with and without
MTCMOS technique. High-VT has smaller driving current, thus resulting delay
overhead. Delay overhead can be reduced by replacing regular-VT transistors with
low-VT transistors. Figure 3.34 and Figure 3.35 show the active power compari-
son between inverter chain with and without MTCMOS technique. Active power
reduction by MTCMOS is not apparent in this case, since the gate count under
simulation is very limited.

Figure 3.24: Dual threshold CMOS circuit.

Figure 3.25: MVT CMOS scheme.
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Figure 3.26: Footer insertion MTCMOS circuit.

Figure 3.27: Header insertion MTCMOS circuit.

Figure 3.28: MTCMOS inverter chain with footer power gating.

Figure 3.29: MTCMOS inverter chain with header power gating.
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Figure 3.30: Standby power comparisons when applying footer insertion MTCMOS cir-
cuit.

Figure 3.31: Standby power comparisons when applying header insertion MTCMOS cir-
cuit.
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Figure 3.32: Time delay comparisons when applying footer insertion MTCMOS circuit.

Figure 3.33: Time delay comparisons when applying header insertion MTCMOS circuit.
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Figure 3.34: Active power comparisons when applying footer insertion MTCMOS circuit.

Figure 3.35: Active power comparisons when applying header insertion MTCMOS circuit.

27



3.4 Summary

In this chapter, power dissipation is first reviewed, including dynamic dissipation, leakage
dissipation, and short circuit dissipation. After analyzing power dissipation sources, some
useful low power techniques are presented, including supply voltage scaling, transistor
stacking, and multiple threshold design. Testing examples and simulation results are
demonstrated, which shows the effectiveness of applying these low power techniques. All
simulations done in this chapter is based on UMC 90nm CMOS technology.
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Chapter 4

Ultra-Low Voltage SRAM Design

4.1 Introduction

Embedded memory typically occupies the largest portion of SoC die area, and has the
largest influence on cost, power, performance, and reliability. It is predicted that over
90% of the future chip area is occupied by memory circuits [33]. Thus, robust ultra-low
power memory design is a key for ultra-low power systems.

The most widely used form of embedded memory is the static random access memory
(SRAM). This chapter begins with the overview of SRAM operation, which will be given
in Section 4.2. In Section 4.3, stability issues of SRAM cells, including hold stability, read
stability, and write ability will be stated. In Section 4.4, single-port subthreshold SRAM
will be presented, including prior arts and the proposed subthreshold 10T SRAM with
auto-compensation. Dual-port subthreshold SRAM will be further presented in Section
4.5, including existing works and the proposed 7T SRAM cell suitable for ultra-low voltage
operation and long term activation. The 7T SRAM cell will be the basic storage cell of
the FIFO memory proposed in Chapter 5. Finally, summary will be given in Section 4.6.

4.2 Overview of SRAM Operation

Figure 4.1 [34] is a typical SRAM organization. It includes storage cells, row and col-
umn decoder for appropriate word selection, sense amplifiers to amplify bitline swing,
read/write circuitry for proper read/write control and data buffer.

4.2.1 6T SRAM Cell

Figure 4.2 shows the schematic of the 6T SRAM cell commonly used in practice. The
cell uses a single wordline and both true and complementary bitlines. The cell contains a
pair of cross-coupled inverters for data storage and an access transistor for each bitline.

For read operation, bitlines are first precharged to high. The wordline is then acti-
vated, and one of the bitlines will be pulled down by the cell. For example, in Figure
4.3, Q = 0 and Qb = 1, BL will therefore be pulled down by transistors MAL-MNL,
while BLb stays high. A differential signal is generated on the bitline pair, and the sense
amplifier at the read output end will detect this small signal and transforms it into full
swing voltage.

Fore write operation, one bitline is driven high and the other low. The wordline is
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then turned on, and data on bitlines will overpower the cell content with the new value.
For example, in Figure 4.4, Q = 0, Qb = 1, BL = 1, and BLb = 0, Qb will be forced to
low, and Q will rises high.

Figure 4.1: SRAM organization.

Figure 4.2: Conventional 6T SRAM cell.

4.2.2 Dual-Port SRAM Cell

The difference between single port RAM and dual port RAM is that single port RAM can
be accessed at one address at one time, thus only one memory word can be read/write
during each clock cycle. Dual port RAM has the ability to simultaneously read and write
different memory cells at different addresses.

Figure 4.5 shows the conventional dual-port SRAM cell (DP cell). It is similar to the
6T SRAM cell just described, except it has two more access transistors for an additional
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Figure 4.3: Read example of 6T SRAM cell.

Figure 4.4: Write example of 6T SRAM cell.

port. Read and write operation of DP cell is the same as 6T cell, but extra peripheral
circuitry is needed to support the dual-port structure. Notice that data control, such
as when to write and when to read, is extremely important for dual-port SRAM since
improper data scheduling can result in data conflict or incorrect SRAM function.

Figure 4.5: Conventional dual-port SRAM cell.

4.2.3 Column Circuitry

Figure 4.6 shows a SRAM column configuration. The precharge circuit is used to precharge
the bitlines high and equalize bitline pair before operation. Each column must also contain
write drivers and read sensing circuits. Write drivers pull the bitline or its complement
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low during write operation. The sense amplifier shown is a commonly used latch type
sense amplifier. When the sense amplifier is activated, the cross-coupled inverter pair
pulls one output low and the other high through regenerative feedback.

Figure 4.6: An SRAM column.

4.3 SRAM Cell Stability

Reliability has always been a major consideration for SRAM memory cells. As technol-
ogy scales down, process, voltage, temperature (PVT) variations are becoming an ever
increasing concern [35]. Furthermore, in ultra-low supply voltage operation or subthresh-
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old operation, SRAM cells are much more sensitive to noise [36], thus the study of SRAM
cell stability must be taken seriously. The following of this section will state the most
widely adopted SRAM cell stability definition. Analysis of SRAM cell stability in later
sections will be based on definitions described here.

4.3.1 Hold Stability

Figure 4.2 is a conventional 6T SRAM bitcell. When the bitcell is holding data, the
wordline (WL) is low so that NMOS access transistors (MAL and MAR) are off. The
cross-coupled inverters must maintain bi-stable operating points in order to properly hold
data. The best measure of the ability of the cross-coupled inverters to maintain their state
is the static noise margin (SNM) [37]. The Hold SNM is defined as the maximum value
of DC voltage noise that can be tolerated by the SRAM cell without changing the stored
bit when the access transistors are off. Figure 4.7 shows the standard setup for modeling
Hold SNM. DC noise sources VN are introduced at each of the internal nodes in the bitcell.
Cell stability changes as VN increases. Figure 4.8 [36], known as the butterfly curve, is
the most common way of representing the SNM graphically. The butterfly curve plots
the voltage transfer characteristic (VTC) of Inverter R and the inverse VTC of Inverter
L. Inverter R and Inverter L are shown in Figure 4.7. The SNM is defined as the length
of the side of the largest square that can be embedded inside the lobes of the butterfly
curve. When the value of VN increases, the VTCs move horizontally and/or vertically.
When the value of VN is equal to the value of SNM, the VTCs meet at only two points.
Further noise flips the cell content.

Figure 4.7: Standard setup for finding the Hold SNM.

4.3.2 Read Stability

The most common method to measure read stability is the Read SNM. SNM is defined in
the previous subsection, but the setup for Read SNM is different from Hold SNM. Figure
4.9 shows the standard setup for modeling Read SNM. WL is on for read access; BL and
BLb are set to VDD to indicate the initial value of bitlines are precharged to high.

In a conventional 6T cell, Read SNM is worse than Hold SNM. During read, the cell
begins with the wordline being turned on, with the bitlines initially high. This causes
the low node within the cell to rise due to the voltage dividing effect across the access
transistors and the pull down transistors. If this node voltage becomes close to the
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Figure 4.8: Butterfly curve plots for representing SNM. The VTCs of the cross-coupled
inverters are represented by the solid curves. The length of the side of the largest embed-
ded square in the butterfly curve is the SNM. When the worst case static noise is applied
(e.g., VN=SNM), the bitcell is mono-stable, thus loosing its data.

threshold of the pull down devices, process variations combined with noise coupling may
flip the state of the cell. Figure 4.10 [36] shows example of butterfly curves during hold
and read, revealing the degradation in SNM during read.

Figure 4.9: Standard setup for finding the Read SNM.

4.3.3 Write Ability

A common way to characterize write ability is the write margin (WM) or write trip point
(WTP) [38][39]. WTP defines the maximum voltage on the bitline needed to flip the
cell content. Figure 4.11 shows the conceptual setup to measure WTP of 6T SRAM cell.
Figure 4.12 [35] shows a corresponding example of finding WTP. As the bitline voltage is
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Figure 4.10: Example butterfly curve plots for hold SNM and read SNM.

lowered to a certain level, the cell content is flipped, indicating a successful write. Larger
WTP means smaller voltage must be lowered below VDD for successful write, indicating
it is easier to write into the cell. If the WTP becomes negative, it means that it is not
possible to write into the cell. To sum up, a higher WTP represents better write ability.

Figure 4.11: Setup for finding WTP.

4.4 Single-Port Subthreshold SRAM Cell

The conventional 6T cell fails to operate in the subthreshold regime because of reduced
signal levels and increased variation. For instance, the read SNM requires that the pull
down devices be stronger than the access devices, and as shown in Figure 4.13 [40], at low
voltages it vanishes and becomes negative. Similarly, the write margin characterizes the
ability of the access devices to overpower the pull up devices, and once again, in Figure
4.13, it vanishes at low voltages, indicating write failure.

To overcome the stability degradation of conventional 6T SRAM under subthreshold
operation, several robust SRAM cells were presented. In particular, a Schmitt trigger
based subthreshold SRAM cell [41] and a 10T subthreshold SRAM cell [42] were proposed
to enhance cell stability and inherit differential read scheme for more reliable read function
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Figure 4.12: Write margin of a SRAM cell, determined by WTP.

at the sensing end. The Schmitt trigger based subthreshold SRAM cell and the 10T
subthreshold SRAM cell will be referred to ST cell and 10T cell here after.

Figure 4.13: Monte Carlo simulations indicating read/hold SNM failures and write margin
failures of conventional 6T cell.

4.4.1 Schmitt Trigger Based Subthreshold SRAM

Figure 4.14 shows the schematic of the ST cell. Transistors AXL and AXR are the access
transistors. Transistors PL, NL1, NL2, and NFL form one Schmitt trigger (ST) inverter,
while PR, NR1, NR2, and NFR form another ST inverter. A ST inverter increases or
decreases the switching threshold depending on the direction of the input transition,
and therefore, the ST cell is able to adaptively change the flipping point for better data
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preservation ability.
Meanwhile, due to the series connected NMOS transistors NL1-NL2 and NR1-NR2,

pull down strength is reduced. Reduced pull down strength along with the absence of
feedback during 1 to 0 input transition enables ST cell to achieve better write ability.

Although ST cell has better hold SNM and write ability, read SNM improvement is
rather limited. This is because the storage nodes VL, VR are not isolated from bitlines,
and data inside the cell can be affected by bitline noise during read. Read SNM limitation
could be eliminated by isolating storage nodes from bitlines.

Figure 4.14: Schmitt trigger based subthreshold SRAM cell (ST cell).

4.4.2 Single-Port 10T Subthreshold SRAM

Schematic of the single-port fully differential 10T cell is shown in Figure 4.15. During
read, WL1 is off, WL2 is on, and VGND is low to activate the read path formed by
transistors AL2-NL or AR2-NR. Differential signals on bitline pair are therefore gener-
ated, and a differential sense amplifier at the read output end amplifies the signal to
full swing voltage. This read scheme isolates storage nodes from bitlines, and read SNM
is improved. During hold, wordlines are turned off, and data retention solely depends
on the conventional inverter pair latch. The 10T cell thus has similar hold SNM value
compared to conventional 6T cell. During write, both WL1 and WL2 are on to form
a write path from bitlines to storage nodes. In order to compensate weak write ability,
VGND is high during write, and wordlines should be boosted higher than the original
logic-high. This mechanism improves write margin with the expense of additional charge
pump circuit or additional voltage source. Furthermore, the 10T SRAM structure can
be used for bit-interleaving to reduce the multiple-bit soft errors.

4.4.3 Proposed Subthreshold SRAM Cell with Auto-Compensation

The proposed robust subthreshold SRAM cell is shown in Figure 4.16. It is composed
of ten transistors, including a cross-coupled inverter pair (PL, PR, NL, and NR), access
transistors (AL1, AL2, AR1, and AR2), and read/auto-compensation transistors (RL
and RR).
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Figure 4.15: Single-port 10T subthreshold SRAM cell (10T cell).

Auto-Compensation

The auto-compensation mechanism is used for better data preservation in hold mode.
During hold, WL1 is on, WL2 is off, VGND is low, and a current path to GND is formed
by AL1-RL or AR1-RR to supply the node storing data-0. Figure 4.17 is a conceptual
illustration showing how auto-compensation works. Transistors with red forbidden signs
mean that they are turned off. The blue line with arrow represents the feedback path for
auto-compensation. If storage nodes are disturbed, the feedback system will automati-
cally compensate the imposed noise, and hold the storage nodes to their proper value.
As a result, better hold SNM is achieved.

Read Operation

During read, WL1 is off, WL2 is on, and VGND is low. With AL1 and AR1 turned off,
storage nodes are isolated from bitlines to prevent bitline interference, where AL2-RL and
AR2-RR act as read buffers. An example of read operation is demonstrated in Figure
4.18. If VR stores data-1 and VL stores data-0, AR2-RR will form a read path from BR
to GND, where BL stays at the precharged state. Differential sense amplifier will detect
the generated differential signal on bitline pair and amplify the signal into full swing
voltage. The proposed cell structure is able to inherit fully differential read scheme for
more reliable read operation, and enable better SRAM cell read SNM.

Write Operation

To improve write ability under subthreshold operation, write assist technique was pro-
posed [40]. The basic idea of write assist is to destroy the cell content during write, so
that data on bitlines are easier to write over the original cell content. A modified write
assist is applied by controlling VGND. During write, both WL1 and WL2 are on, and
VGND is high, as illustrated in Figure 4.19. With VGND at the level of VDD, the cell
looses data retention ability. Furthermore, due to imperfect data-1 transformation char-
acteristic of NMOS transistors, current through RL and RR will have weaker strength to
interfere the normal write operation. As a result, write operation can be easily achieved.
In the proposed scheme, charge pump or additional voltage source are not needed to gain
write ability improvement.
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Figure 4.16: Proposed subthreshold SRAM cell with auto-compensation (AC cell).

Figure 4.17: Example of auto-compensation. The feedback system generated by AR1-RR
holds node VL from being flipped.
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Figure 4.18: Example of the read operation. AL1 and AR1 isolate storage nodes from
bitlines. AR2-RR forms a read path from BR to GND.

Figure 4.19: Write operation of the AC cell.
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Cell Operation Summary

Table 4.1 shows the summary of the cell operation in hold, read, and write mode.

Table 4.1: Summary of the AC cell operation.
WL1 WL2 VGND

Hold High Low GND
Read Low High GND
Write High High VDD

4.4.4 Simulation Results

In this section, hold stability, read stability, write ability, and leakage power are compared
between the conventional 6T cell, the ST cell, the 10T cell, and the proposed AC cell.
All simulations results are based on UMC 90nm CMOS technology using HSPICE.

Hold Stability

Static noise margin (SNM) is the most common way to measure hold stability and read
stability. SNM defines the largest noise that can be imposed to the storage nodes before
the cell content is flipped. Figure 4.20 shows the hold SNM versus supply voltage of var-
ious cell structures. The hold SNM of 6T and 10T cell is almost the same due to similar
data preservation structure. ST cell has better hold SNM and has the best hold SNM
performance in super threshold regime. The AC cell also demonstrate better hold SNM
compared to 6T and 10T cell, and has the best hold SNM performance in subthreshold
regime.

Figure 4.21 shows the Monte Carlo simulations of hold SNM comparisons under
200mV supply voltage. It is observed that the AC cell gives higher mean hold SNM, with
1.22X, 1.09X, and 1.21X improvement compared to 6T, ST, and 10T cell, respectively.
The AC cell also gives better 3σ hold SNM, with 1.15X, 1.12X, and 1.15X improvement
compared to 6T, ST, and 10T cell, respectively. The above mentioned observations are
demonstrated in Figure 4.22, which confirms the effectiveness of auto-compensation.

Read Stability

Read stability is characterized by the read SNM. Figure 4.23 shows the read SNM com-
parisons under different supply voltage. As mentioned in the beginning of Section 4.4,
6T cell exhibits serious read SNM degradation. It is also mentioned in Section 4.4.1 that
the ST cell has limited read SNM improvement.

Figure 4.24 shows the Monte Carlo simulations of read SNM under 200mV supply
voltage. Figure 4.25 shows the mean read SNM and 3σ read SNM comparisons extracted
from Fig. 8. Due to storage nodes isolation and the assistance of read buffers (AL2-RL;
AR2-RR), the AC cell has 2.09X, 1.55X improved mean read SNM, and 2.54X, 1.65X
improved 3σ read SNM compared to 6T and ST cell, respectively. AC cell and 10T cell
have nearly equal mean read SNM and 3σ read SNM due to similar read structure.

41



Figure 4.20: Hold SNM comparisons under different supply voltage.

Figure 4.21: Distribution of hold SNM at 200mV.
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Figure 4.22: Hold SNM comparisons at 200mV.

Figure 4.23: Read SNM comparisons under different supply voltage.
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Figure 4.24: Distribution of read SNM at 200mV.

Figure 4.25: Read SNM comparisons at 200mV.
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Write Ability

Write ability indicates how easy or difficult it is to write to a cell, which can be deter-
mined by the write trip point. Write trip point is defined as the maximum voltage on the
bitline needed to flip the cell content. Higher bitline voltage means that the cell can be
easier written. If the write trip point is negative, successful write operation is unable to
achieve. Figure 4.26 shows the write trip point comparisons under different supply volt-
age, indicating the write assist technique improves write ability significantly. Figure 4.27
shows the Monte Carlo simulation of write trip point comparisons under 200mV supply
voltage. Mean write trip point and 3σ write trip point comparisons are further shown in
Figure 4.28. The proposed scheme achieves 2.03X, 1.82X improved mean write trip point,
and 2.91X, 2.31X improved 3σ write trip point compared to 6T and ST cell, respectively.
For the 10T cell, it is very difficult to write to the cell without leveling up the wordline
voltage. Monte Carlo simulation shows that about 33% write trip point occurrence are
negative, indicating a high write failure rate for 10T cell without boosting the wordline
voltage. The proposed scheme has 41.57X mean write trip point improvement compared
to the 10T cell.

Figure 4.26: Write trip point comparisons under different supply voltage.

Leakage Power

AC cell consumes slightly larger leakage power during standby, as shown in Figure 4.29.
This is due to the on transistors AL1 and AR1 for auto-compensation (Figure 4.17).
Nevertheless, the leakage power overhead imposed by auto-compensation is an acceptable
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Figure 4.27: Distribution of write trip point at 200mV.

Figure 4.28: Write trip point comparisons at 200mV.
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tradeoff, since better hold stability is ensured. As a result, the proposed AC cell has higher
potential for ultra-low voltage data retention in future nanoscaled technologies.

Figure 4.29: Leakage comparisons at 200mV. Leakage is normalized to the leakage of 6T
cell.

4.5 Dual-Port Subthreshold SRAM Cell

For some applications, such as FIFO memories, dual-port SRAM cell is essential. Conven-
tional DP SRAM cell described in Section 4.2.2, like conventional single-port 6T SRAM
cell, faces stability problem under subthreshold operation. Several subthreshold dual-
port SRAM designs were proposed for more robust operation. They will be presented in
the following subsections.

4.5.1 8T Subthreshold SRAM

The fundamental stability problem in conventional SRAM cell is that in read condition,
an access transistor pulls the data-0 storage node up to a non-zero value. As shown in
Figure 4.30, adding two transistors (MR1 and MR2) to a 6T cell that serves as read
buffer provides a read mechanism that does not disturb the internal nodes of the cell,
thereby eliminating the worst-case stability condition [43]. Without read disturbs, the
8T cell provides significantly larger SNM than 6T cell. Furthermore, this 8T topology
requires separate read and write wordlines and can accommodate dual-port operation
with separate read and write bitlines.

Figure 4.30: 8T Subthreshold SRAM cell.
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The 8T cell operation is described in the following. Write access of the 8T cell is
similar to conventional 6T cell write operation, which occurs through the write access
transistors AL and AR from the write bitlines (BLw and BLBw). Read access is single-
ended and occurs on a separate read bitline (BLr), which is precharged to VDD prior to
read access.

4.5.2 Dual-Port 10T Subthreshold SRAM

The key idea of eliminating the read SNM limitation is to isolate storage nodes during read
access. The 8T cell just described features the read SNM elimination, but leakage imposed
by the read buffer causes extra power consumption. Moreover, leakage imposed by the
read buffer will increase the read failure rate, because bitline leakage from the unaccessed
cells can rival the read current of the accessed cell making it hard to distinguish between
the bitline high and low levels. To reduce the read failure rate, one method is to limit
the number of cells on each bitline; another approach is by reducing the bitline leakage.
This can be done by modifying the cell structure. Therefore, dual-port 10T subthreshold
SRAM designs were proposed, as shown in Figure 4.31 [44] and Figure 4.32 [45]. The cell
shown in Figure 4.31 will be referred to 10T C (C represents Chandrakasan, the author
of [44]), and the cell shown in Figure 4.32 will be referred to 10T K (K represents Kim,
the author of [45]).

Figure 4.31: Dual-port subthreshold 10T SRAM cell (10T C).

Figure 4.32: Dual-port subthreshold 10T SRAM cell (10T K).

48



For the 10T C cell, write access operates like the 8T cell. Transistors MR1, MR2,
MR3, and MR4 implement a buffer used for reading. Read access is single-ended and
occurs on the read bitline (BLr), which is precharged prior to read access. Transistors
MR1, MR2, MR3, and MR4 remove the problem of read SNM by buffering the stored
data during read. Moreover, due to the stack effect, this buffer style reduces leakage
current and allows more cells on a bitline during read.

Write operation of the 10T K cell is also like the 8T cell. Transistors MR1, MR2,
MR3, and MR4 form a read buffer, which eliminates the read SNM. Read access is single
ended and occurs on a read bitline (BLr), which is precharged prior to read access. Unlike
the 10T C cell, when read is disabled, the leakage path of 10T K cell’s read buffer always
flow from VDD to BLr, regardless of the data stored in the SRAM cell. This characteristic
makes sense amplifier more easy to distinguish the whether data-0 or data-1 should be
read, and decrease the read failure probability. As a result, more cells can be placed on
a bitline, enabling high-density SRAM macro.

4.5.3 Proposed Dual-VT Subthreshold 7T SRAM cell

Voltage swing on bitlines is a crucial active power dissipation source in memory archi-
tectures. The proposed dual-VT 7T SRAM cell, shown in Figure 4.33 features separated
single-ended read/write port, which eliminates bitline overhead. However, in ultra-low
voltage SRAM design, write ability degrades, where in single-ended write port scheme,
the degradation becomes more severe. To compensate the degraded write ability, dual-VT

transistors are applied. Due to voltage divider created by M1 and M3, it is more difficult
to write data-1, thus, assigning low-VT M1 and high-VT M3 assuages the voltage divider
effect and improves write ability.

Write assist technique, as stated in [40], can be further applied for more write ability
improvement. This technique will be implemented in the ultra-low power FIFO design
proposed in the next chapter.

Hold stability and read stability are also important for SRAM that operates under
ultra-low voltage. Hold stability can be improved by assigning high-VT transistors to the
cross coupled inverters M2, M3, M4, and M5, since high threshold increases the flipping
voltage level, which makes storage nodes more immune to noise. Read stability can be
improved by isolating storage nodes from read bitlines during read operation, which is
done by inserting read buffer M6 and M7. Note that although applying high-VT M6 and
M7 results in smaller pull down current, thereby increasing read delay, smaller leakage is
achieved, which reduces power consumption and decreases read failure rate at the read
output end.

The read failure issue caused by the read bitline leakage can be solved by pulling
the feet of all the unaccessed read buffers (M6 and M7 in the 7T cell case) to high [40].
Because the read bitline is precharged to VDD, cross voltage of the read buffer will be
minimized when the feet of the read buffer is high, thus reducing leakage current. This
implementation will be shown in the next chapter.

4.5.4 Simulation Results

In this section, hold stability, read stability, write ability, and leakage power are compared
between the conventional scheme and the proposed scheme. All simulations results are
based on UMC 90nm CMOS technology using HSPICE.
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Figure 4.33: Dual-VT subthreshold 7T SRAM cell.

Hold Stability

Hold stability of the proposed dual-VT 7T SRAM cell is compared to conventional dual-
port SRAM cell implemented with regular-VT (Figure 4.5). Figure 4.34 shows the hold
SNM comparisons versus different supply voltage. Figure 4.35 shows the Monte Carlo
simulations of hold SNM comparisons under 300mV supply voltage. Mean hold SNM and
3σ hold SNM are further shown in Figure 4.36. It is obvious that the proposed scheme
exhibits better hold stability, with 1.07X mean hold SNM improvement and 1.13X 3σ
hold SNM improvement, confirming the effectiveness of utilizing high-VT inverter latch.
It is also observed that the proposed scheme has smaller deviation, therefore promising
better process variation immunity.

Read Stability

Read stability of the proposed dual-VT 7T SRAM cell is compared to conventional dual-
port SRAM cell implemented with regular-VT (Figure 4.5). Figure 4.37 shows the read
SNM comparisons versus different supply voltage. Figure 4.38 shows the Monte Carlo
simulations of read SNM comparisons under 300mV supply voltage. Mean read SNM and
3σ read SNM are further shown in Figure 4.39. It is obvious that the proposed scheme
exhibits better read stability, with 1.69X mean read SNM improvement and 2.22X 3σ
read SNM improvement, revealing the effectiveness of isolating storage nodes from read
bitline. It is also observed that the proposed scheme has much smaller deviation, therefore
promising better process variation immunity.

Write Ability

Write ability of the proposed dual-VT 7T SRAM cell is compared to conventional dual-
port SRAM cell implemented with regular-VT (Figure 4.5). Figure 4.40 shows the write
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Figure 4.34: Hold SNM comparisons under different supply voltage.

Figure 4.35: Distribution of hold SNM at 300mV.
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Figure 4.36: Hold SNM comparisons at 300mV.

Figure 4.37: Read SNM comparisons under different supply voltage.
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Figure 4.38: Distribution of read SNM at 300mV.

Figure 4.39: Read SNM comparisons at 300mV.
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margin comparisons versus different supply voltage. Figure 4.41 shows the Monte Carlo
simulations of write margin comparisons under 300mV supply voltage. Mean write mar-
gin and 3σ write margin are further shown in Figure 4.42. It is shown that the proposed
scheme exhibits better write ability, with 1.25X mean write margin improvement and
1.13X 3σ write margin improvement, revealing the effectiveness of dual-VT implementa-
tion.

Figure 4.40: Write margin comparisons under different supply voltage.

Leakage Power

Due to high-VT transistors, the proposed scheme consumes less leakage power, as shown
in Figure 4.43. Note that this reduced bitline structure is able to achieve more power
reduction in an SRAM array, making it suitable for ultra-low power design.

4.6 Summary

As SRAM continues to dominate the total area and power in modern SoC, subthreshold
SRAM provides an effective strategy for total power saving. Stability issue, being the key
concern in subthreshold designs, must be considered seriously. In this chapter, standard
stability metrics and existing subthreshold SRAM designs are introduced. Moreover, a
robust, fully differential, single-port subthreshold SRAM cell with auto-compensation is
proposed. With the auto-compensation mechanism, the proposed cell is able to achieve
better hold stability. Meanwhile, the cell structure eliminates conventional read SNM
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Figure 4.41: Distribution of write margin at 300mV.

Figure 4.42: Write margin comparisons at 200mV.
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Figure 4.43: Cell leakage power comparison.

limitation by isolating storage nodes during read operation. Write ability is also improved
by applying write assist technique. Compared to existing fully differential SRAM cell
structures, simulation results show that at 200mV supply voltage, the proposed scheme
achieves better hold stability, better read stability, and better write ability under process
variation. On the other hand, a dual-port dual-VT 7T subthreshold SRAM cell is proposed
to enable simultaneous read/write operation. The proposed scheme exhibits better hold,
read stability and write ability due to dual threshold transistor structure. Further, the
dual-VT 7T cell, along with the reduced bitline scheme, has significant power reduction
compared to conventional design. As a result, the proposed schemes promise stable
operation in subthreshold regime, enabling reliable and ultra-low power operation.
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Chapter 5

A Robust Ultra-Low Power
Asynchronous FIFO Memory

5.1 Introduction

First-in first-out (FIFO) memory is a key component of many SoC applications, which is
commonly used for data buffering and flow control. An example is the emerging wireless
body area network (WBAN), a breakthrough personal healthcare technology for body
condition monitoring and diagnosis. Due to limited energy source and long-term stability
requirement, robust ultra-low power designs are indispensable for a WBAN system [46].
As shown in Figure 5.1 [47], a major component of the system wireless sensor node (WSN)
is a FIFO memory, which dominates the total die area and power. Therefore, reducing
power consumption of the FIFO memory is an urgent design consideration for optimal
WBAN.

Figure 5.1: Block diagram of the wireless body network (WBAN) system wireless sensor
node (WSN).

Due to loose timing constraint of the WSN, ultra-low supply voltage is suggested
to be an effective method to gain ultra-low power operation. However, in nanometer
CMOS technologies, where leakage power contributes a great portion of the total power
consumption, the effectiveness of cutting off leakage power by supply voltage scaling
is limited. Therefore, further leakage power reduction techniques must be applied to
minimize power consumption. Moreover, as supply voltage scales down, CMOS circuit
becomes sensitive to noise. Stability issue is especially important for storage elements
that operate under ultra-low voltage. Therefore, when designing FIFO memory under
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ultra-low supply voltage, stability improvement techniques must be applied to ensure
functionality. In this chapter, three techniques are proposed to gain a robust ultra-low
power FIFO memory, including the self-adaptive power control and the complementary
power gating for FIFO memory array leakage power minimization, and the dual-VT 7T
SRAM cell (Section 4.5.3) for bitline overhead reduction and data stability improvement.

This chapter is organized as follows. A robust ultra-low power FIFO memory is
proposed in Section 5.2. WBAN, the target application of the proposed FIFO, is described
in Section 5.3. Design implementation and simulation results are shown in Section 5.4
and Section 5.5. Finally, Section 5.6 sums up this chapter.

5.2 Proposed Ultra-Low Power FIFO Memory

A FIFO primarily consists of a set of read and write pointers, storage and control logic.
Storage may be SRAM, flip-flops, latches or any other suitable form of storage. A dual-
port SRAM is usually used where one port is used for writing and the other is used for
reading [48]. A synchronous FIFO is a FIFO where the same clock is used for both reading
and writing. An asynchronous FIFO uses different clocks for reading and writing.

The overall proposed FIFO architecture is shown in Figure 5.2. It is composed of
SRAM cell array, read circuit and read control, write circuit and write control, logic
pointers (read/write pointers), and adaptive power control. The equivalent FIFO symbol
of size 256-word by 16-bit is shown in Figure 5.3. The signal description is shown in
Table 5.1, and the command truth table is further shown in Table 5.2.

Figure 5.2: Block diagram of the proposed FIFO memory.
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Figure 5.3: 256x16 FIFO symbol.

Table 5.1: Signal descriptions.

Input CEN Chip enable
CLK R Read clock
REN Read enable
CLK W Write clock
WEN Write enable
D[15:0] 16-bit input data

Output Q[15:0] 16-bit output data

Table 5.2: Command truth table.
CLK R CLK W CEN REN WEN Operation
X X High X X Chip disabled
X X Low High High Hold
Positive edge X Low Low High Read
X Positive edge Low High Low Write
Positive edge Positive edge Low Low Low Simultaneous read/write
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5.2.1 Logic Pointer

Logic pointers (read pointer and write pointer) are used as the address pointers of the
FIFO memory. An effective way to construct a logic pointer is the utilization of shift
registers. The use of shift registers eliminates the use of counters and decoders, which
reduces power consumption and increase operation speed significantly. Figure 5.4 shows
a common logic pointer representation. When the FIFO is activated, the address will
form a shift-register-like function to select the proper wordline to read or write data.
Only one register will output data-1 to indicate the selected wordline, while the rest of
the registers will output data-0, indicating the corresponding wordlines are not selected.

Figure 5.4: Logic pointer composed by shift registers.

Ultra-Low Voltage Flip-Flops

Logic pointers account for a relatively large portion of the total power consumption.
The major part of the logic pointer is flip-flop, therefore, ultra-low power flip-flops is an
important design consideration. Figure 5.5–Figure 5.8 shows four widely used flip-flop
designs: PowerPC master-slaver latch [49], modified C2MOS (mC2MOS) master-slaver
latch [50], hybrid-latch flip flop (HLFF) [51] and sense-amplifier-based flip-flop (SAFF)
[52]. PowerPC and mC2MOS are composed of two identical cascaded latches, which are
active at different phases of clock signal. HLFF belongs to the class of pulse triggered
flip-flops. The input data is latched during a short pulse at the rising edge of the clock.
SAFF with two coupled NAND gates as the output latch is a true single clock phase
operation.

Figure 5.5: PowerPC master-slaver latch (PowerPC).
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Figure 5.6: Modified C2MOS master-slaver latch (mC2MOS).

Figure 5.7: Hybrid-latch flip flop (HLFF).

Figure 5.8: Sense-amplifier-based flip-flop (SAFF).
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Figure 5.9 [53] compares the Tsetup, TC−>Q and TD−>Q of various flip-flops as the
supply voltage is scaled. It is shown that delay time increases as the supply voltage
decreases, where delay time increases significantly when supply voltage is in the sub-
threshold regime. It is also shown that HLFF achieves the least delay time. This fact is
apparent when supply voltage is in the subthreshold regime. Figure 5.10 [53] shows

Figure 5.9: Timing parameters of the flip-flop as a function of the supply voltage.

the energy dissipation of selected flip-flop designs, where PowerPC consumes the least
energy. Simulations of energy-delay-product (EDP), an examination vector of the bal-
ance between speed and energy consumption, is shown in Figure 5.11 [53]. The PowerPC
flip-flop achieves the smallest EDP at high voltages for all switching activities due to
its minimal energy consumption and relatively small delay. As supply voltage decreases,
the most energy efficient flip-flop architecture depends on switching probabilities, where
PowerPC achieves better EDP at low activities, and HLFF achieves better EDP at high
activities. Therefore, from the analysis shown above, due to ultra-low voltage operation
and low activity of the logic pointer, the PowerPC flip-flop is chosen to be the basic
element.
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Figure 5.10: Energy dissipation as a function of the supply voltage for different switching
activities.

Figure 5.11: EDP as a function of supply voltage and switching activities.

63



Read Pointer

The read pointer is shown in Figure 5.12. Each block in the figure represents a register
(flip-flop). READ and RD signal are generated by the read control circuit, which will be
described afterwards. CLK R represents the clock for read operation. When CLK R is
at the positive edge and READ=1, the shift register will shift its data. In the 256 bit
shift register, only one register stores data-1, along with the AND gates for signal RD to
control timing properly, the selected read wordline will be turned on at the desired time.

Figure 5.12: Read pointer.

Write Pointer

The write pointer is shown in Figure 5.13. It functions similar to the read pointer.
WRITE and WR signal are generated by the write control circuit, which will be described
afterwards. CLK W represents the clock for write operation. When CLK W is at the
positive edge and WRITE=1, the shift register will shift its data. In the 256 bit shift
register, only one register stores data-1, along with the AND gates for signal WR to
control timing properly, the selected write wordline will be turned on at the desired time.

Figure 5.13: Write pointer.

5.2.2 Read Operation

Read Control Circuit

For read control signal generation, at the positive CLK R edge, if CEN=0 and REN=0,
DFF (D flip-flop) will generate a READ signal with pulse width equal to one CLK R
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cycle. RD and R2 signal are generated by logic combination of CLK R and READ,
which is a pulse with pulse width equal to half CLK R cycle. RD is high at the first
half of READ, and R2 is high at the second half of READ. READ, RD, R2 can properly
control FIFO read behavior and the adaptive power control circuitry. The read control
circuit is shown in Figure 5.14.

Figure 5.14: Read control circuit.

Precharge Circuit and Sense Amplifier

For the 7T cell (Section 4.5.3) to perform read, precharge circuit and sense amplifier are
needed. Figure 5.15 shows a FIFO column. Read bitline is precharged to VDD. During
read access, RD turns on the selected read wordline, voltage swing on the read bitlines
will be generated according to the word content. Sense amplifiers at the read output end
will amplify the signals on the read bitlines, and hold the output data by a latch. The
designed sense amplifier utilizes dual-VT transistors to reduce power consumption and
reduce read delay at the same time.

Note that the read failure probability issue discussed in Chapter 4 will be solved by
applying the complementary power gating technique, which will be presented afterwards.
Number of Cells per read bitline is also limited (256 cells per bitline) to control the read
failure rate.

5.2.3 Write Operation

Write Control Circuit

For write control signal generation, at the positive CLK W edge, if CEN=0 and WEN=0,
DFF will generate a WRITE signal with pulse width equal to one CLK W cycle. WR
signal is generated by logic combination of CLK W and WRITE, which is a pulse with
pulse width equal to half CLK W cycle, and is high at the second half of WRITE.
WRITE and WR can properly control FIFO write behavior and the adaptive power
control circuitry. The write control circuit is shown in Figure 5.16.

Write Driver

Figure 5.15 shows a FIFO column with single-ended write. The write bitline does not
need to be precharged for successful write. However, for non-precharged write bitline,
the driving ability of the write driver must be strong enough to drive both data-0 and
data-1. Therefore, buffers with proper size are placed. During write access, WR turns
on the selected write wordline, and the write driver inputs data to the selected word,
enabling successful write.
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Figure 5.15: A FIFO memory Column.

Figure 5.16: Write control circuit.

66



5.2.4 Self-Adaptive Power Control

The key idea of leakage power minimization is to reduce voltage swing on un-functioning
hardware. To demonstrate this idea, Figure 5.17 is a FIFO operation example. Grey
blocks represent words that contain data, while white blocks represent words that are
empty. Empty words does not need data retention ability, thus, the cross voltage of the
word can be reduced to zero for leakage power minimization. Moreover, due to first-in
first-out data behavior, status for each word is completely predicable, i.e. a word changes
state only when read or write occurs, where read/write pointer follows circular shifting
characteristic, thus allowing self-adaptive power control with acceptable power overhead.

Figure 5.17: FIFO operation example.

The basic function of the adaptive control signal generation for each word is described
as follows

if(CEN) CTRL CELL=1; //chip disable
else if(write) CTRL CELL=0; //write occurs
else if(read) CTRL CELL=1; //read occurs
else CTRL CELL=CTRL CELL; //else

where CTRL CELL=1 means that the cross voltage of the word is zero, representing
a turned off state, and CTRL CELL=0 means that the word has normal voltage supply
for data retention.

The corresponding schematic of the adaptive power control circuit is shown in Figure
5.18. As shown, CTRL CELL and CTRL READ are generated by read pointer, WLr,
WLw, CEN, and R2. The read pointer signal is the output signal of each flip-flop (Figure
5.12); WLr is the read wordline signal (Figure 5.13); WLw is the write wordline signal
(Figure 5.14); CEN is the chip enable signal; R2 is generated by the read control circuit
(Figure 5.14). CTRL READ=1 means that the foot of the 7T cell’s read buffer is high
to minimize the cross voltage of the read buffer and reduce read bitline leakage, and
CTRL READ=0 means that read access is functioning.
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Figure 5.18: Adaptive power control circuit.

Figure 5.19 and Figure 5.20 is an example to illustrate the control scheme. ” 0”
represents signals related to the first memory word, and ” 255” represents signals related
to the 256th (the last) memory word. In this example, the write frequency is 200kHz,
while the read frequency is 5MHz, a read clock rate much faster than the write clock
rate. In Figure 5.19, ctrl 0 (CTRL CELL 0) is initially high due to the chip disable
signal, and the corresponding word is therefore turned off. When write occurs, that is,
wl w 0 (WLw0) is on, the ctrl 0 (CTRL CELL 0) is triggered and drops to low, and the
corresponding word is therefore turned on for data retention. ctrl 0 (CTRL CELL 0)
stays at low to hold the data until read occurs. After read operation is complete, the
signal r2 0 is pulsed to high to indicate the corresponding word contains don’t care data,
and ctrl 0 (CTRL CELL 0) is high again to turn off the word. Figure 5.20 shows the
256th word operation, which is similar to Figure 5.19 just described. All the words not
shown also share the same operating characteristic.

Figure 5.19: Waveform of the adaptive power control related signal (1st word).

Figure 5.20: Waveform of the adaptive power control related signal (256th word).

5.2.5 Complementary Power Gating

To support the self-adaptive power control, complementary power gating is inserted
into each FIFO memory word, as shown in Figure 5.21. If the word has data storage,
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CTRL CELL is off to turn on the PMOS transistor so that V VDD has a direct path
to VDD for data preservation. On the other hand, if the word is empty, CTRL CELL
is on to turn on the NMOS transistor, so that V VDD drops to GND, which minimizes
the voltage swing across SRAM cells. Complementary power gating is also applied on
V GND, which is the ground of the read buffer of each SRAM cell. When the word is not
in read operation, CTRL READ is off to turn on the PMOS transistor, so that V GND
is boosted to VDD, which minimizes voltage swing between read bitlines and V GND. If
the word is functioning read, CTRL READ is on to turn on the NMOS transistor so that
a read path can be created. Table 5.3 summarizes relations between each FIFO memory
word status and its corresponding control signals. The generations of CTRL CELL and
CTRL READ signals are described in the self-adaptive power control section. Comple-
mentary power gating utilizes high-VT devices and ensures no floating node occurs, which
promise robust and low leakage operation.

Figure 5.21: A FIFO memory word with complementary power gating.

Table 5.3: Summary of FIFO word states and corresponding control signals.
CTRL CELL/CTRL READ V VDD/V GND

Write 1st half cycle High/Low GND/VDD
2nd half cycle Low/Low VDD/VDD

Read 1st half cycle Low/High VDD/GND
2nd half cycle High/Low GND/VDD

With data storage Low/Low VDD/VDD
Without data storage High/Low GND/VDD

5.2.6 Storage Element

The basic storage element of the ultra-low power FIFO memory utilizes the dual-VT 7T
SRAM cell proposed in Chapter 4. As stated previously, the 7T SRAM cell has the
following characteristics which are suitable for robust, ultra-low power FIFO operation.

• Reduced bitline: A major power consumption source of a memory array is caused
by the voltage swing on bitlines. This is because bitlines usually contribute large
loading capacitance [54]. Therefore, reducing bitline loading results in significant
active power reduction.
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• Dual-VT structure: In the 7T cell, the dual-VT structure improves hold stability
and write ability, enabling more reliable operation under ultra-low supply voltage.
Moreover, only one transistor is a low-VT device, the other six transistors are high-
VT devices. High-VT device results in smaller leakage current, thereby reducing
leakage power.

• Read buffer: With the read buffer structure, the 7T cell isolates storage nodes from
being directly interfered by the read bitline noise, allowing better read stability for
more robust operation under ultra-low supply voltage.

5.3 Case Study: Ultra-Low Power Wireless Sensor

Node for WBAN Application

Wireless body area network (WBAN) is one of the most suitable technology for building
unobtrusive, scalable, and robust wearable health monitoring systems [55]. It consists of
a set of mobile and compact intercommunicating sensors, either wearable or implanted
into human body, which monitor vital body parameters and movements. These devices,
communicating through wireless technologies, transmit data from the body to a home
base station, from where the data can be forwarded to a hospital, clinic or elsewhere, real
time. Figure 5.22 shows the generic concept of wireless body area network of intelligent
sensors for patient monitoring [56].

To be unobtrusive, the sensors must be lightweight with small form factor. The size
and weight of sensors is predominantly determined by the size and weight of batteries.
Requirements for extended battery life directly oppose the requirement for small form
factor and low weight. This implies that sensors have to be extremely power efficient,
as frequent battery changes for multiple WBAN sensors would likely hamper users’ ac-
ceptance and increase the cost. In addition, low power consumption is very important
toward future generations of implantable sensors that would ideally be self-powered, using
energy extracted from the environment. As a result, the ultra-low power wireless sensor
node (WSN) is the most crucial design target to achieve.

Intelligent on-sensor signal processing has the potential to save power by transmitting
the processed data rather than raw signals, and consequently to extend battery life. A
careful trade-off between communication and computation is crucial for an optimal de-
sign. A dual mode transceiver supporting OFDMA and Multi-Tone CDMA modulation
is proposed for different communication benefits. OFDMA is able to achieve high data
rate while Multi-Tone CDMA has higher interference-immune ability. Thus, the modu-
lation mode can be chosen as ”Normal Mode” (Multi-Tone CDMA) or ”Turbo Mode”
(OFDMA). The block diagram of WSN baseband design is shown in Figure 5.23. The
operation scenario composes of four modes. First, the ”Down Link Mode”, WSN re-
ceives commands from the central processing node for the upper layer protocol and the
calibration information. The OFDMA DL receiver is busy in this phase. When the
”Data Gathering Mode” is entered, the FIFO memory stores signals from a sensor until
the amount of the data is nearly full. After that, the control unit asks the baseband
modulator to do signal modulation either in ”Normal Transmission Mode” or ”Turbo
Transmission Mode”. After all the data are transmitted, the WSN returns to ”Down
Link Mode”.
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Figure 5.22: Wireless body area network of intelligent sensors for patient monitoring.

Figure 5.23: Block diagram of the proposed WSN.
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5.4 Design Implementation

An optimize operation behavior is calculated for WSN power efficiency. The calculation
result indicates a 512-word by 16-bit FIFO memory block with 200kHz write frequency
and 5MHz read frequency best suits the system. Therefore, the proposed FIFO is de-
signed to meet this speculation. Moreover, the proposed WSN provides three voltage
levels: 1V, 0.8V, and 0.5V. Conventional SRAM block fails to operate below 0.7V [57]
due to stability issue, while the proposed FIFO with stability improvement works well
under ultra-low supply voltage. 0.5V is also sufficient for the proposed FIFO to meet the
timing constraint; therefore 0.5V is set for the FIFO’s supply voltage.

A 256-word by 16-bit robust ultra-low power asynchronous FIFO memory is imple-
mented in UMC 90nm CMOS technology with 0.5V supply voltage. This sizing con-
figuration is suitable for being a basic FIFO block. The target application is the new
generation WSN for WBAN, where chip design is required to be highly integrated in a
tiny area, and power consumption is limited to µW scale. The proposed design is fully
functional within +/-10% voltage variation, 0◦C to 100◦C temperature variation, and all
process corners. The layout view of the FIFO block and the test chip are shown in Figure
5.24 and Figure 5.25, respectively. The design profile is summarized in Table 5.4.

Figure 5.24: Layout view of the FIFO memory.

Table 5.4: Summary of the FIFO memory features.

Technology UMC 90nm CMOS
FIFO memory Size 256-word by 16-bit (4kb)
Supply voltage 0.5V
Read frequency 5MHz
Write frequency 200kHz
Power consumption 2.21uW
Area 348um X 147um

72



Figure 5.25: Layout view of the test chip.

5.5 Simulation Results

As shown in Table 5.4, memory size, supply voltage, read and write frequency are given
by the system speculation. The output loading of the test chip is 0.5pF, which is the
capacitance of the output pad. Therefore, output buffers are inserted to drive this large
loading. Note that the simulated power consumption excludes the power of the output
buffers.

Due to the system data behavior, power consumption of the FIFO block can be
approximately described as

Power = 1% standby power
+ 93% write power
+ 5% simultaneous read/write power
+ 1% read power

(5.1)

meaning that 98% of the total time the FIFO is collecting data in a slower rate
(200kHz), and 6% of the total time the FIFO outputs data to the WSN signal processor
in a faster rate (5MHz). This characteristic is revealed in Figure 5.26.

Process, voltage, and temperature variations are simulated. The proposed design is
fully functional within +/-10% voltage variation, 0◦C to 100◦C temperature variation,
and all process corners. Simulation results are summarized in Table 5.5, Table 5.6, and
Table 5.7.
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Figure 5.26: Waveform of a complete data collection and data output.

Table 5.5: Process corner simulation (@500mV; 25◦C).
Power (uW)

SS 1.46
SF 1.99
TT 2.21
FS 1.75
FF 4.54

Table 5.6: Voltage variation simulation (@TT corner; 25◦C).
Power (uW)

450mV 1.46
500mV 2.21
550mV 7.42

Table 5.7: Temperature variation simulation (@TT corner; 500mV).
Power (uW)

0◦C 1.46
25◦C 1.99

100◦C 2.21
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Power consumption is compared between various kinds of FIFO architecture, includ-
ing the conventional register based FIFO, existing dual-port SRAM based FIFO memories
shown in Figure 5.27 [43]–[45], and the proposed FIFO memory. All of them are imple-
mented in UMC 90nm CMOS technology with 0.5V supply voltage, but it is worth notice
that DP SRAM cell shown in Fig. 5.27 (a) has weak data preservation ability. Cells
of existing designs use high-VT alone for fair power comparison. If existing designs use
regular-VT instead, the power consumption improvement of the proposed scheme will be
more significant.

Figure 5.28 shows the power consumption comparisons between conventional schemes
mentioned above and the proposed scheme. For conventional register based FIFO, al-
though long bitlines don’t exist, a register consumes larger power than an SRAM cell,
and the register array size should be two times of a dual-port SRAM array size in order
to perform simultaneous read/write, therefore results in much larger power consumption.
For conventional dual-port SRAM cell based FIFO memories, bitline overhead and the
lack of self-adaptive power control, complementary power gating techniques, result in
larger power consumption compared to the proposed scheme.

To sum up, the proposed design has 94%, 79%, 21%, 16%, 16% power reduction com-
pared to conventional register based FIFO, DP SRAM based FIFO, 8T SRAM based
FIFO, 10T C SRAM based FIFO, and 10T K SRAM based FIFO, respectively.

Figure 5.27: Dual-port SRAM cells. (a) DP SRAM cell. (b) 8T SRAM cell. (c) 10T C
SRAM cell. (d) 10T K SRAM cell.

5.6 Summary

First-in first-out (FIFO) memories are widely used in SoC for data buffering and flow
control. In this chapter, a robust ultra-low power asynchronous FIFO memory is pro-
posed. With the self-adaptive power control and complementary power gating technique,
leakage power in the FIFO memory array is minimized. Furthermore, to guarantee func-
tionality under low voltage operation, a dual-port dual-VT 7T SRAM cell with reduced
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Figure 5.28: Power consumption comparisons between conventional schemes and the
proposed scheme. (a) Register based FIFO. (b) DP SRAM based FIFO. (c) 8T SRAM
based FIFO; 10T C SRAM based FIFO; 10T K SRAM based FIFO.

bitline overhead is utilized to gain stability improvement and power reduction.
The design is implemented in UMC 90nm CMOS technology, with 2.21µW power con-

sumption at 5MHz reading frequency and 200kHz writing frequency. Simulation confirms
that the proposed design functions successfully under PVT variations with ultra-low sup-
ply voltage. It is also shown that the proposed scheme has up to 94% power reduction
over conventional designs. As a result, the proposed FIFO memory enables robust and
ultra-low power operation for future SoC applications.
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Chapter 6

Conclusions

As SRAM continues to dominate the total area and power in modern SoC, subthreshold
SRAM provides an effective strategy for total power saving. Stability issue, being the key
concern in subthreshold designs, must be considered seriously. In this thesis, a robust,
fully differential subthreshold SRAM cell with auto-compensation is proposed. With the
auto-compensation mechanism, the proposed cell is able to achieve better hold stability.
Meanwhile, the cell structure eliminates conventional read SNM limitation by isolating
storage nodes during read operation. Write ability is also improved by applying write as-
sist technique. Compared to existing fully differential SRAM cell structures, simulation
results show that at 200mV supply voltage, the proposed scheme achieves better hold
stability, better read stability, and better write ability under process variation.

On the other hand, a robust ultra-low power asynchronous FIFO memory is proposed
for energy constrained applications. With the self-adaptive power control and comple-
mentary power gating technique, leakage power in the FIFO memory array is minimized.
Furthermore, to guarantee functionality under low voltage operation, a dual-port dual-VT

7T SRAM cell with reduced bitline overhead is proposed to gain stability improvement.
Simulation confirms that the proposed design functions successfully under PVT varia-
tions with ultra-low supply voltage. The proposed FIFO memory enables robust and
ultra-low power operation for future SoC designs.
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