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ABSTRACT

As the technology scales down to nanometer, the yield degradation caused by
inter-die variations is getting worse, Using adéaptive body bias is an effective method
to eliminate the yield degradation; however we heed to know a die having high
threshold voltage or low threshold voltage (also called process corner) in order to
use this technique. Unfortunately, it7isthard to detect the process corner when
PMOS and NMOS variations are uncorrelated. In this thesis, we propose some
improved circuits of delay monitor and leakage monitor for both PMOS and NMOS
having inter-die variations, and are uncorrelated. The experimental results show
that our circuits can clearly distinguish each process corner of PMOS and NMOS,

thus improve the yield obviously by adopting correct body bias.
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Chapter 1

Introduction

With reduction in technology feature sizes, the MOS size becomes very small. The
threshold voltage variations caused by random dopant fluctuation (RDF) is inversely
proportional to gate area [2] [3]| [4]ystheéreby the probability of device mismatch
increases greatly. This is especially. obviousto SRAM. Because SRAM cell always
uses the smallest manufacture devices size {5] to ensure having high density, SRAM

faces with more challenges about. processivariations than normal digital circuits.

In recent years, process variation heeomes a very important issue. As the tech-
nique scales down to nanometer, the device parameters, such as gate length and
oxide thickness, suffer from significant variations. Typically process variations are
classified as systematic and random. Systematic variations are predictable and usu-
ally depend on layout structure [6] [7]. On the other hand, random variations are
unpredictable and usually caused by fabrication process such as the number and lo-
cation of dopant atoms in channel region [8]. In each kind of process variations, the
threshold voltage mismatch is one of the most important issues. The authors in [1]
concern the case which NMOS and PMOS variations are correlated. The situation
happens when PMOS and NMOS variations are uncorrelated, it is hard to detect
the process corner. The reason is that when detecting the process corner of PMOS,

the results will be interfered from NMOS variations, which makes the detection fail.



Hence we need an improved circuit to be able to detect PMOS and NMOS variations
individually. If we do not consider the process variations in design stage, the real

yield of the design will be far away from our expectation.

Memory is commonly used in various kinds of 1Cs. When designers design a
digital circuit, memory compiler is a popular tool to provide the designers SRAM
so as to integrate memory circuit with their digital circuits. In order to guarantee
good yield, a memory compiler should be able to provide the components with the
tolerance to high process variations. In this thesis, our purpose is to make the circuits

generated from memory compiler better and immune from process variations.

1.1 Owur Contribution

In this thesis, we use the SRAM=¢ireuits from memory compiler as our test circuits.

Our main contributions are as-follows:

e We propose some improved-eircuits for delay monitor and leakage monitor to
detect both PMOS and NMOS variations. Based on the detection results, we
apply global body bias to both PMOS and NMOS. The goal is to mitigate the

read-write fail caused by the inter-die variations.

e In order to have more complete analysis, we not only use single port SRAM
but also use dual port SRAM as test circuits. In some cases PMOS variations
have more influence on the predictive yield than NMOS variations, hence both

NMOS and PMOS detect circuits are more effective to improve yield.

e The experimental results show that our yield improvement is much better than
the improvement using only NMOS body bias in some variations situations,

and our circuits can guarantee that we always apply correct PMOS body bias.



1.2 Thesis Organization

This thesis is organized as follows. In Chapter 2, we discuss how process variations
decrease the yield and review some previous works about how to decrease the effect
of inter-die variations. In Chapter 3, we discuss our improved circuits, and Chapter

4 shows the experimental results. Finally, we conclude our work in Chapter 5.



Chapter 2

Preliminary

In this chapter, we discuss how process variations decrease the yield and introduce
previous works in using adaptive body bias to decrease the effect of process varia-

tions.

2.1 Process Variations and Yield

As the technique scales down to"nanometer, inter-die variations and intra-die vari-
ations cause parametric failures and yield degradation. The intra-die variations
mean that the devices existing on a same die but having different location may
have different device features. The inter-die variations mean that the devices exist-
ing on different dies may have different device features [9]. Generally speaking, the
intra-die variations are the primary reasons for parametric failures, and the inter-die
variations make the problem more serious. To explain this phenomenon, we can see
Figure 2.1. Figure 2.1a shows that a chip suffers from intra-die variations. Some
dies locate out of the spec (the shadow regions) and cause functional failure. Figure
2.1b shows that a chip suffers from intra-die variations and has inter-die variations
at the same time. The inter-die variations make the curve shift right. Obviously,
we can see the failure number is much more than the number of intra-die variations.

To improve the yield, eliminating intra-die variations should be the most effective



way. Unfortunately, to solve the intra-die variations is very difficult, so a feasible

method is to decrease the inter-die variations.
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Figure 2.1: Effect of intra-die and inter-die variations. (a) A chip only suffers from
intra-die variations. (b) A chip suffers'from both intra-die and inter-die variations.

2.2 Previous Works

In order to decrease the effect of process variations in SRAM architectures, many
methods have been proposed. Some new SRAM cell architectures are presented
[10] [11] [12]. Moreover, typical 6-T SRAM cell architecture use additional circuits
to enhance the yield, such as using adaptive body bias [13] [1] [14]. Because the
memory compiler use typical 6-T SRAM cell, hence we focus on adaptive body bias.
By the results of [13] we can see that adaptive body bias is an effective method
to improve SRAM yield. In order to use the technique we need some circuits to
detect the process corner. In [13] [1] [14], the authors use leakage monitor and delay
monitor to detect the dies having high threshold voltage or low threshold voltage.
In [15] the authors propose a method using delay and slew-rate monitor to detect

the process corner.



2.2.1 Adaptive Body Bias

In Section 2.1, we have known that different devices in different die may have dif-
ferent parametric features due to inter-die variations. This different device feature
may cause that one die has good yield but another die has poor yield, hence it is
necessary to eliminate the inter-die variations. Some works use adaptive body bias
to make different die having smaller threshold voltage difference [16]. The principle
is that when we know that a die belongs to high threshold voltage, we can provide
this die forward body bias to decrease the threshold voltage. Similarly, when we
know that a die belongs to low threshold voltage, we can provide this die reverse
body bias to increase the threshold voltage. Using this technique we can make every
die tend to have normal threshold voltage,.and improve the yield. This method is
used to improve the yield of logi¢ designy [16}: The authors of [13] use this method

to improve SRAM yield for thé first time.

2.2.2 Leakage Monitor

Here we describe the principle of leakage monitor. In Figure 2.2 we can see the
authors use a current sensor circuit to monitor the leakage of SRAM array and
generate a voltage to comparator. This generated output voltage is proportional to
the SRAM leakage value. When the SRAM array has high threshold voltage, the
leakage will be very small and the generated output signal will have high voltage.
On the other hand, when the SRAM array has low threshold voltage, the leakage
of SRAM array will be large and the generated output signal will have low voltage.
Next, the comparator circuits compare the monitor output voltage with two refer-
ence voltages. These two reference voltages represent a die at high threshold corner
and low threshold corner respectively. According to this result, we can make sure
that this die belongs to high or low threshold, and the body bias selection circuit

will apply correct body bias to the SRAM array. Besides, to avoid performance loss

6



due to the voltage drop across the leakage monitor, a large PMOS switch bypasses

the leakage monitor at normal mode operates.

vdd
Bypass
Switch VREF2
Leakage
calibrate \EI: monitor v
comparator

Body bias

SRAM array e—— .
selection

|

Figure 2.2: The leakage moniter approeach to detecting inter-die variations [1].

2.2.3 Delay Monitor

Another way to know a die with high or low threshold voltage is using delay
monitor[1] [14]. Figure 2.3 shows the delay monitor circuits. It is composed of
a 600 stages long inverter chain, a counter circuit, and the comparator circuits. We
introduce the principles of delay monitor as follows. First, a calibrate signal passes
through the long inverter chain and enables the counter at the same time. If one die
has high threshold voltage, the delay time of the calibrate signal passing through
the long inverter chain will be very large. On the other hand, if one die has low
threshold voltage, the delay time will be very short. Second, the counter is disabled
at the rising edge of the signal from the output of inverter chain. The counter cir-
cuit is used to count the total delay time of the long inverter chain. Finally, the
comparator circuits are used to compare with two references which are represented

as low threshold corner and high threshold corner. The body bias selection circuits



will apply the right body bias to SRAM array according to the result of comparator.

Long inverter chain
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Figure 2.3: The delay monitor approach to detecting inter-die variations [1].
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2.3 Problem Description

Based on the previous discussion we know that the adaptive body bias is a powerful
way to decrease the yield degradation generated’ by inter-die variations. In real
manufacturing flow, the lithography parameters cause the PMOS and NMOS having
correlated inter-die shift. It means that both PMOS and NMOS move to high or
low threshold voltage. Other sources, such as global variations in p-type and n-type
doping density, can result in non-correlated threshold voltage shift for PMOS and
NMOS [14]. So it is necessary to detect the process corner of PMOS and NMOS
variations individually. Since previous works ([13] [1] [14]) assumed that PMOS and
NMOS variations are correlated, which is not complete correct, we try to develop

different circuits to detect the variations of PMOS and NMOS individually.



Chapter 3

Improved Circuits for PMOS and
NMOS Variations

In this chapter we first present the results of using the circuits in [14] to detect
the process corner when PMOS and'NMOS fariations are uncorrelated. And then
discuss our proposed circuits of deakage monitor. and delay monitor to further distin-
guish those variations individually.“We apply NMOS body bias, hence our circuits

must use triple-well process.

3.1 Delay Monitor for PMOS and NMOS Varia-
tions

Table 3.1 shows the variations results of the circuits discussed in [1], but the PMOS
and NMOS variations are not always correlated. We assume that the die suffers
from both inter-die and intra-die variations: the intra-die variations have 7bmv at
3-sigma and the distribution is random (based on [17]), the inter-die variations are

given from 125mv to 200mv, which are referred to [1] and [14]. !

In Table 3.1, the first column shows the inter-die variations of PMOS and

NMOS. For instance, the first row 125-125 means PMOS suffer from 125mv inter-

Tn these two papers, the authors use 70nm process and set the variations corner at 100mv, and
their maximal value are 150mv. We suppose that while scale down from 90nm to 70nm the value
will shift from 125mv to 100mv, and 200mv to 150mv.



Table 3.1: The delay time and required clock cycles at different inter-die variations
using the circuit in [1]. The numerical values in columns 3 to 5 express the real
delay time of a signal passing through the long inverter chain, and the numerical
values in the last 3 columns express the real delay time transferred to required clock
numbers.

125-125 PMOS | HVT | NVT | LVT PMOS | HVT | NVT | LVT
NMOS NMOS

HVT | 13.1 | 10.73 [ 9.309 HVT 15 | 13 | %11

NVT [ 11.12 | 904477813, NVT a3 | 11 | 09

LVT | 9.597 | @891 164795,/ =, LVT *11 | 9 8

150-150 PMOS | HVT fNVIT FIMT . "= PMOS | HVT | NVT | LVT
NMOS | ~I'NMOS

HVT | 14.28 $11.18°9457.| “HVT 17 | 13 | %11

NVT | 11.71 [9.04% 7626 || . NVT 4 | 11 | 99

LVT 10 | 7.714,|.6.462 LVT *12 | 9 8

175-175 PMOS | HVT | NVT [ LVT PMOS | HVT | NVT | LVT
NMOS NMOS

HVT | 15.69 | 11.71 | 9.665 HVT 18 | 14 | %11

NVT | 12.35 | 9.044 | 7.461 NVT a5 | 11 | 09

LVT | 10.36 | 7.542 | 6.186 LVT *12 | 9 8

200-200 PMOS | HVT [ NVT | LVT PMOS | HVT | NVT | LVT
NMOS NMOS

HVT | 17.28 | 12.3 [ 9.923 HVT 20 | 14 | %12

NVT | 13.1 |9.044 | 7.298 NVT a5 | 11 | 09

LVT | 10.54 | 7.405 | 5.933 LVT *12 [ 9 7

10




die and NMOS suffer from 125mv inter-die. This 125mv inter-die voltage is added
to normal threshold voltage hence the values of PMOS threshold voltage are from
(NVT-125) mv in LVT to (NVT+125) mv in HVT. Other columns with HVT,
NVT, LVT represent high threshold voltage, normal threshold voltage, and low
threshold voltage respectively. The numerical values in columns 3 to 5 express the
real delay time of a signal passing through the long inverter chain, and the numerical
values in the last 3 columns express the real delay time transferred to needed clock
numbers. For example, the value 10.54 in the last row and column 3 means PMOS
has high threshold voltage (200mv higher than normal threshold) and NMOS has
low threshold voltage (200mv lower than normal value). The calibrate signal passes
through the long inverter chain needs 10.54ns. This value of delay needs 12 clock
cycles. (Here the clock period is 0:88ns; which is the minimal clock period of our
SRAM array.) In order to showsthe data:more clearly, we just list the required cycle

values for the following tables.

Based on [1], we may set the high threshold corner at 13 cycles and the low
threshold corner at 10 cycles. We observe that when PMOS has high threshold
voltage and NMOS has low threshold voltage (or PMOS has low threshold voltage
and NMOS has high threshold voltage), the traditional delay monitor will be under
the impression that this die has normal threshold voltage and suggest the NMOS
zero body bias. The traditional circuits do not revise the body bias of PMOS, and
this will cause the problem. We indicate this situation with symbol % in Table 3.1.
Another error will happen when PMOS has high threshold voltage and NMOS has
normal threshold voltage. In this case, the circuits will be under the impression
that the NMOS has high threshold voltage and suggest NMOS forward body bias,
in result we get the wrong body bias. This situation is indicated with symbol &.
The last kind of error happens when PMOS has low threshold voltage and NMOS

has normal threshold voltage. In this case the circuits will be under the impression

11



that the NMOS has low threshold voltage and suggest the reverse body bias. We

indicate this situation with symbol <.

Based on the previous discussion, we know that if we do not concern the PMOS
variations, using delay monitor may make a mistake and the probability of making
this mistake is nearly 50%. Moreover, it may cause the yield worse than without
using body bias in some cases. Therefore, it is necessary to concern the effect of

both PMOS and NMOS variations.

3.1.1 PMOS Variations Detector Using Delay Monitor

By observing Table 3.1, we can see that if we know the process corner of PMOS, then
we can detect the process corner of NMOS successfully. For example, if we know
that PMOS has high threshold voltage, the delayat 125mv assumption for inter-die
variations will be 11 or 13 or 15-cycles. These threekinds of values are divided away
hence we can distinguish each other and know the:XNMOS variations. If we do not
know the process corner of PMOS variations, we ‘can not know NMOS variations if
the delay is 11 cycles. This is because that delay of 11 cycles may happen at PMOS
having high threshold voltage and NMOS having low threshold voltage; or PMOS
having low threshold voltage and NMOS having high threshold voltage. Due to those
two cases, we do not know which one contributes 11 cycles delay time. Similarly, if
we know the process corner of NMOS first, we can distinguish the PMOS variations
as well. Therefore the problem becomes to know the process corner of the first type

MOS variations. Our approach is presented in the following subsections.

According to the previous discussion we know that if we want to detect the
process corner of PMOS, we must remove the effect of NMOS variations. In order
to achieve this, we let the PMOS and NMOS mismatch, that is, the size of PMOS
are 100nm/90nm and NMOS are 110nm/90nm. Here we let PMOS have less driver
ability. The delay will be dominated by PMOS thus degrading the effect of NMOS.

12



We do not use 1V supply voltage, but use 0.7V in order to increase the difference
between PMOS and NMOS driver ability. Furthermore, we do not use the normal
body bias, but apply forward body bias to NMOS, and apply reverse body bias to

PMOS of detect circuit at detecting stage.

In Table 3.2, column 2 to column 5 represent the situation that we use zero body
bias and column 6 to column 9 represent the situation that we use adaptive body bias
on detecting circuits. We can see that using correct body bias on detecting circuits
can separate each kind of PMOS variations (HVT, NVT or LVT), which means we
can detect PMOS variations successfully. For example, the minimal required cycles
of PMOS having high threshold voltage is 17 cycles, and the maximal require cycles
of PMOS having normal threshold voltage is 13 cycles. Therefore, we can distinguish
high threshold voltage from normal threshold veltage. The same situation applies
for the normal threshold voltage and low-threshold voltage. Here “OK” in Table 3.2

and following tables means the-required’ecycle number is larger than 24.

Table 3.2: Our improved circuits using zero and adaptive body bias at detecting
stage.

PMOS-NMOS PMOS | HVT | NVT | LVT PMOS | HVT | NVT | LVT
NMOS NMOS
125-125 HVT 17 14 9 HVT OK 13
NVT 13 11 7 NVT 17 10 6
LVT 11 9 6 LVT OK 9

Table 3.3 shows the results when we use our circuits to detect PMOS inter-
die variations. We set the PMOS high threshold corner at 17 and low threshold
corner at 8. The results show that we can separate each kind of PMOS variations.
There is a worse case when PMOS variations are small and NMOS variations are
large. If PMOS variations are small, it will make the circuits difficult to detect the

process corner of PMOS, similarly when NMOS variations are large, the effect of

13



NMOS variations will hard to be removed. We can separate each kind of PMOS
variations by using proposed circuits when PMOS having 125mv assumption for

inter-die variations and NMOS having 175mv assumption for inter-die variations.

It is worth mentioning that we only use 300 stages inverter in the long inverter
chain, while the circuits in [1] use 600 stages inverter. The reason shows as follows.
The purpose of using long inverter chain is that we want to eliminate the effect of
intra-die variations. According to our experimental results we can see that using
only 300 stages can achieve this. We run 1000 times Monte-Carlo to test our 300
stages inverter chain. Figure 3.1 shows the result of test. In this test we set each
MOS having 7bmv assumption for intra-die variations. The result shows that the
delay time is almost located between 6.4ns and 6.6ns. It is much smaller than our

clock period hence the result is acceptable.

120

&0 /\

. VAR

) [
. / A\

63 635 64 645 65 655 66 665 67

# of occurance

delay time

Figure 3.1: The result of 1000 iteration of Monte-Carlo analysis of 300 stages inverter
chain. The delay time is almost located between 6.4ns and 6.6ns.
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Table 3.3: The results of detect PMOS inter-die variations. In this table we can see
that each kind of PMOS variations(HVT NVT and LVT) are separated.

125-125 PMOS [ HVT | NVT | LVT
NMOS
HVT OK | 13 8
NVT 17 10 6
VT OK | 9 5
150-150 PMOS | HVT | NVT | LVT
NMOS
HVT OK | 14 8
NVT 21 10 6
VT, g4, OK | 9 5
175-175 < PMOS [HVT | NVT | LVT
NM@S HIAITSA &
IR AROKE 15 8
NV OK:| 10 6
200-200 “..PMOS | HVT | NVT | LVT
NMOS
HVT OK | 16 8
NVT OK | 10 5
VT OK | 9 4
125-175 PMOS | HVT | NVT | LVT
NMOS
HVT OK | 15 8
NVT 17 10 6
VT OK | 9 5
175-125 PMOS | HVT | NVT | LVT
NMOS
HVT OK | 13 7
NVT 17 10 6
VT OK | 9 5
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3.1.2 NMOS Variations Detector Using Delay Monitor

Now we have already detected PMOS variations, the next stage is to detect the
process corner of NMOS. In this stage, we can not change the size of inverters since
the inverter size has been determined in previous stage. In Section 3.1.2, we know
that our MOS sizes are chosen for easily detecting PMOS variations. Here we want
only NMOS variations to change delay time, we must correct the body bias of both
PMOS and NMOS. We apply reverse body bias to NMOS and apply forward body
bias to PMOS. The reverse body bias to NMOS makes NMOS delay time become
larger and make the NMOS variations have more effect. The forward body bias
to PMOS makes the signal pass through PMOS quickly and does not dominate
the delay time. The result shows in Table,3.4. The result shows that our method
has some effects but still not eneugh. Fhe;mainproblem is that the delay time is
too short when PMOS has low threshold. <In othér words, PMOS variations still
affect the delay time hence the deteetion-of NMOS variations will fail. We need the

following improved circuits to have better detections.

3.1.3 Modified Circuits for NMOS Variations

In Table 3.4 we can see that PMOS variations still affect the delay time. We do not
separate each variation of NMOS, but we observe that if we change the initial value
of counter (Figure 2.3) the results will be different. In order to accomplish this, we

delay the enable signal of the counter circuit and show the block diagram in Figure

3.2.

If we have normal threshold PMOS, we let the enable signal delay 1 cycle to
reach the counter circuit. If we have low threshold PMOS, we will delay 5 cycles.
The modified results are shown in Table 3.5. Now we can know the process corner of

NMOS by detecting the delay time. If the delay is more than 15 cycles, the NMOS
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Table 3.4: The results of detecting NMOS variations. In this table we can see that
the delay time are affected by PMOS variations hence we can not separate each kind
of NMOS variations.

125-125 PMOS | HVT | NVT | LVT
NMOS
HVT 15 | 15 | 11
NVT 12 | 11 8
LVT 10 9 6
150-150 PMOS | HVT | NVT | LVT
NMOS
HVT 18 | 16 | 11
NVT | 13 | 11 7
LVE 410 9 6
175-175 & PMOS{HHVT [ NVT | LVT
NMOS ESpr%
HVT 72005 16 | 10
ANVIEAZAR 148 11 7
PNTETTET A |8 5
200-200 “JPMOS{HVT | NVT | LVT
NMOS
HVT OK | 19 | 13
NVT 16 | 11 7
LVT 12 8 5
125-175 PMOS | HVT | NVT | LVT
NMOS
HVT 17 | 16 | 11
NVT 12 | 11 7
LVT 9 8 6
175-125 PMOS | HVT | NVT | LVT
NMOS
HVT 17 | 14 9
NVT 14 | 11 7
LVT 12 9 6
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Table 3.5: The results of modified circuits to detect NMOS variations. In this table
we can see that the effect of PMOS variations have been removed.

125-125 PMOS | HVT | NVT | LVT
NMOS
HVT 15 | 16 | 16
NVT 12 | 12 | 13
LVT 10 | 10 | 11
150-150 PMOS | HVT | NVT | LVT
NMOS
HVT 18 | 17 | 16
NVT 13 | 12 | 12
LVT, quiiand,, 10 | 10 | 11
175-175 < PMOS [ HVT | NVT | LVT
NMQF ERITtA &
S A 17 | 15
NV 145 12 | 12
A I 1) 9 11
200-200 “..PMOS | HVT | NVT | LVT
NMOS !
HVT OK | 20 | 18
NVT 16 | 12 | 12
LVT 12 9 10
125-175 PMOS | HVT | NVT | LVT
NMOS
HVT 17 | 17 | 16
NVT 12 | 12 | 12
LVT 9 9 11
175-125 PMOS | HVT | NVT | LVT
NMOS
HVT 17 | 15 | 14
NVT 14 | 12 | 12
LVT 12 | 10 | 11
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4| delay 5 cycles |
N '7PMOS have low vt

4| delay 1 cycle | counter
£ y oy | PMOS have normal vt

PMOS have high vt

Figure 3.2: Modified circuit block diagram for detecting NMOS variations. This
circuit can eliminate the effect of PMOS variations when detecting the process corner
of NMOS.

belongs to high threshold NMOS. Similarly if the delay time is less than 11 cycles,
the NMOS belongs to low threshold NMOS and others belong to normal threshold
NMOS. In the worse case when PMOS has larger variations than NMOS, our circuits
will have errors when PMOS with® 175mv assumption for inter-die variations and
NMOS with 125mv assumptions for inter-die variations. In the other situations, our

circuits predict correctly.

In summary, our circuits have some difference with the traditional delay mon-
itor. First, we make the inverter MOS mismatch to let the PMOS dominate the
delay time. Second, we use different body bias at different stage and different sup-
ply voltage to make the detection successfully. Third, we add a delay switch circuits

to remove PMOS variations when NMOS variations are detected.

3.2 Leakage Monitor for PMOS and NMOS Vari-

ations

Similar to delay monitor, if we use traditional circuits to detect the variations with-
out thinking PMOS variations, the errors will occur. The following subsections will

present our modified leakage monitor circuits.
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3.2.1 Inverter Array

Here we do some modification to the architecture Figure 2.2 for our usage. We
replace leakage source from the SRAM array to an inverter array. The reasons are
as follows. First, we use inverter array to be the test circuit, then bypass PMOS
is no longer needed. Second, we can give a value we need but not limit on 0V or
1V to the input signal of inverter. We also change the loading circuits of current
mirror since we want our modified circuits be able to detect NMOS and PMOS
individually. Finally, we will add body bias on current mirror circuits when we
detect NMOS variations. We set the inverter input at 0.7V. The reason is that
we want the NMOS almost on and let PMOS almost off but having some leakage.

According to experience we find that 0,7V, is a better input signal value.

3.2.2 PMOS Variations Detector.Using Leakage Monitor

Similar to delay monitor, we detect the PMOS variations first. Traditional current
mirror results are shown in Table 3.6:We.can see that NMOS variations influence
the output, and the reason is the active NMOS loading. Hence the detection of
PMOS variations fails. We modify the loading of the current mirror. The circuits
are shown in Figure 3.3. We cascade three NMOS devices and connect their gate
with a metal line to make them have the same gate voltage. The output is taken
out by netl, and the result is shown in Table 3.7. We can see that cascade three

NMOS removes the effect of active load NMOS variations.

In Table 3.7 the meaning of every element is the same as previous tables except
the numerical values represent the output voltage. We set the high threshold corner
at netl having 0.3V and the low threshold corner at netl having 0.45V. Here we
only use the worse case to test our circuits. We can see that when we detect PMOS

variations in the worst case (PMOS with 125mv assumption for inter-die variations
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Table 3.6: The results of using traditional active load to detect the process corner
of PMOS. The numerical values in the last 3 columns express the output voltage of
current mirror.

PMOS-NMOS PMOS | HVT | NVT | LVT
NMOS

125-125 HVT 0.5456 | 0.7190 | 0.8411

NVT 0.4399 | 0.5991 | 0.7126

LVT 0.3219 | 0.4793 | 0.5944

MP1 :||o——c1|: MP2

MNI | b—

Inverter [ netl
array MN2 :“__

L

i MN3E|——

Figure 3.3: We replace the active NMOS loading with cascade three NMOS devices
when detecting PMOS variations.
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Table 3.7: The results of modified circuits detect PMOS variations. The high thresh-
old process corner of PMOS can set at 0.3v and the low corner can set at 0.45v.
Each kind of PMOS variations are separated.

125-125 PMOS [ HVT | NVT | LVT
NMOS
OvT 0.2107 | 0.426 | 0.532
NVT | 0.2258 | 0.4196 | 0.5261
VT4 012177 | 0.4022 | 0.5126
125-200 PMOSiHVT, | NVT | LVT
NMOS: EL p g =l
AVT 102215 § 0.4281 | 0.5352
NVT = 102258 0.4196 | 0.5261
LVAE "2 0214 | 0.3933 | 0.5040
200-125 PMOS.|.HVT | NVT | VT
NMOS R
HVT 0.1367 | 0.4265 | 0.5631
NVT 0.1458 | 0.4196 | 0.5586
VT 0.1367 | 0.4022 | 0.5457
200-200 PMOS | HVT | NVT | LVT
NMOS
OvT 0.1427 | 0.4381 | 0.5638
NVT 0.1458 | 0.4196 | 0.5586
IVT 0.1418 | 0.3933 | 0.5369
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and NMOS with 200mv assumption for inter-die variations) we can still separate

each kind of PMOS variations.

3.2.3 NMOS Variations Detector Using Leakage Monitor

In previous stage we have already known the process corner of PMOS, and we need
to detect the NMOS variations. The circuits are similar to Figure 3.2. The difference
is that we only use normal current mirror. In order to remove the influence of PMOS
(two PMOS current mirror driver, MP1 and MP2), we give adaptive body bias to
PMOS driver based on the results of first stage(Section 3.2.2). The circuits show in
Figure 3.3, and the result is shown in Table 3.8. In Table 3.8, the meaning of every
element is the same as Table 3.7. Here we also use the worse case to test our circuits.
The result shows that even in the’worst case (PMOS with 200mv assumption for
inter-die variations and NMOS=with 125myv assumption for inter-die variations) we

can still separate each kind of NMOS variations.
B - A

VBP VBP

- &

MNT |

Inverter
array

I

Figure 3.4: We apply body bias to the two PMOS driver when detecting the process
corner of NMOS.
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Table 3.8: The results of our circuits to detect NMOS variations.

NMOS variations are separated.

125-125 PMOS | HVT | NVT | LVT
NMOS
HVT 0.5336 | 0.4530 | 0.4820
NVT 0.4160 | 0.3316 | 0.36
LVT _,420020.2892 | 0.2154 | 0.2440
125-200 SPMOS | HVE | NVT | LVT
NMOSY' EEHAITSA &
HVE 1.0:6142 1§, 0.5314 | 0.5608
NVT | = [0.4160 § 0.3316 | 0.36
VT 0 02303;] 0.1465 | 0.1752
200-125 “BPMOS | HVT | NVT | LVT
NMOS
HVT 0.4916 | 0.4530 | 0.5271
NVT 0.3742 | 0.3316 | 0.4032
LVT 0.2576 | 0.2154 | 0.2865
200-200 PMOS | HVT | NVT | LVT
NMOS
HVT 0.571 | 0.531 | 0.607
NVT 0.3742 | 0.3316 | 0.4032
LVT 0.1886 | 0.1465 | 0.2176

24

Each kind of



3.3 Discussion

When using our delay monitor circuits, the reason of detecting PMOS variations first
is that its size is smaller than the circuit of detecting NMOS variations coming first.
If we detect NMOS variations first, the NMOS variations must dominate the delay,
in other words, the PMOS size must be much larger than NMOS. The required size
may be PMOS with 400nm/90 and NMOS with 100nm/90nm to make PMOS have
twice driving force to NMOS. The area is almost 2.5 times larger than the circuit

which detecting PMOS variations first.

As for delay monitor issue, we know that our delay monitor circuits can separate
each kind of variations clearly either PMOS or NMOS, but the drawback is the worse
case. In worse case our circuits will’confuse’and may apply the wrong body bias
to NMOS. However, detecting PMQOS will not have this problem. So we can always
aplly the correct PMOS body bias.“On the other hand, our leakage monitor circuits

can tolerate large variations but-the-drawbaek is'we need a precise comparator.
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Chapter 4

Experimental Results

We implement our circuits in HSPICE, and use memory compiler from FARADAY
to build single port SRAM and dual port SRAM as our test circuits. We use the

UMC 90nm CMOS library to implementiour circuits.

4.1 Single Port SRAM

We use memory compiler to conipile a 64-word (€ach word has 32 bits) single port
SRAM. We use Monte-Carlo method to test the failure probability. We choose 640
cells per circuit as our test samples, and the result is shown in Table 4.1 to Table

4.4.

In Table 4.1, each test circuit suffers from both inter-die and intra-die variations.
The value of inter-die variations is 125mv and the value of intra-die variations is
75mv. ! The meaning of each element is as follows. The first column represents
the process corner of PMOS and NMOS respectively. For example, the first column

and the bottom row represents PMOS has low threshold voltage and NMOS has

I'We add the inter-die and intra-die variations to the MOS parameter ‘delvto’. We use the
following two statements to declare these two parameters in HSPICE:

.param vthnmosrandom=agauss(nmos-interdie-value, 0.075, 3)

.param vthpmosrandom=agauss(pmos-interdie-value, 0.075, 3)

We also add the statement: ‘delvto=vthnmosrandom’ to all NMOS, and add the statement
‘delvto=vthpmosrandom’ to all PMOS
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low threshold voltage. The second column represents the original circuits without
using body bias. The sub-columns 0 and 1 represent the action of ‘write 0 then
read the data out’ and ‘write 1 then read it out’ respectively. Other numerical
values represent the failure numbers in 640 times test. The third column represents
that we only use NMOS body bias and we assume that all predictions are correct.
The fourth column presents the result of using the circuits in [1]. The fifth column
represents that we use both PMOS and NMOS body bias and we assume that all
predictions are correct. And the final column represents the results of using our
circuits.

Table 4.1: Total failure number of the single port SRAM with 125mv assumption for
inter-die variations and 75mv assumption for intra-die variations. In this table we
can see that our circuits can always improve the yield. The ‘0" and ‘1’ in second row
represent the action of ‘write 0 then read therdata out’ and ‘write 1 then read it out’
respectively. The numerical valuesiin row 3 to row10 express the failure numbers in
640times test. ‘

Without [LOnly NvOS Both PMOS

125mv body bias body bias <[] and NMOS Ours
body bias

PMOS-NMOS | 0 1 0 | 1 0 1 0 1 0 1
high — high 25 108 2 1 2 1 2 0 2 0
high — zero 3 0 3 0 4 0 0 0 0 0
high — low 14 9 9 0 14 9 6 0 6 0
zero — high 0 0 0 0 0 0 0 0 0 0
zero — low 4 0 0 0 0 0 0 0 0 0
low — high 0 0 0 0 0 0 0 0 0 0
low — zero 0 0 0 0 0 0 0 0 0 0
low — low 0 0 0 0 0 0 0 0 0 0

According to our argument in Section 3.3.2, we know that if we do not consider
the effect of PMOS variations, we may get the wrong process corner. Here we
show the results while we get the wrong process corner. We can see that using
traditional circuits will get worse results than without body bias when PMOS with

high threshold voltage and NMOS with normal threshold voltage. When PMOS has
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high threshold and NMOS has low threshold, NMOS will be predicted as having
normal threshold. Therefore, zero body bias will be used and the yield will be the
same as without body bias circuits. We can see two things in the last two columns:
first, when the inter-die variations are 125mv, our improved circuits will always get

the right prediction; second, our yield improvement will be better than the technique

using only NMOS body bias.

Table 4.2: Total failure number of the single port SRAM with 150mv assumption for
inter-die variations and 75mv assumption for intra-die variations. In this table we
can see that when PMOS and NMOS both have high threshold the yield degrades
very much, and using only NMOS body bias can not satisfy the requirement of yield
improvement.

Without | Only NMOS Both PMOS
150mv body bias body bias 1] and NMOS Ours
‘ body bias
PMOS-NMOS 0 1 0 1 0 1 0 1 0 1
high — high 45 | 508 { 38 43274 88 =| 432 | 31 97 31 97
high — zero 7 0 7 0 13 0 1 0 1 0
high — low 24 28 19 10 24 28 14 ) 14 )
zero — high 0 0 0 0 0 0 0 0 0 0
zero — low 6 1 2 0 2 0 2 0 2 0
low — high 0 0 0 0 0 0 0 0 0 0
low — zero 0 0 0 0 0 0 0 0 0 0
low — low 4 0 2 0 2 0 4 0 4 0

In Table 4.2, all experimental setups are the same as in Table 4.1 except for the
150mv assumption for inter-die variations. We can see that when PMOS and NMOS
both have high threshold the yield degrades very much, and using only NMOS body
bias can not satisfy the requirement of yield improvement. The yield improvement

of using both PMOS and NMOS body bias is obviously.

In Table 4.3, all experimental setups are the same as in Table 4.1 except for
the 175mv assumption for inter-die variations. Here we notice that our circuits will

no longer always get the right predictions. When PMOS have high threshold and
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Table 4.3: Total failure number of the single port SRAM with 175mv assumption
for inter-die variations and 75mv assumption for intra-die variations. In this table
we can see that even we get the wrong predictions, our yield are still very close to
the right prediction of only use NMOS body bias.

Without | Only NMOS Both PMOS
175mv body bias body bias 1] and NMOS Ours
body bias
PMOS-NMOS 0 1 0 1 0 1 0 1 0 1
high — high 74 | 522 70 501 70 | 501 49 162 | 49 | 162
high — zero 17 0 17 0 34 0 9 0 15 0
high — low 34 35 27 30 34 35 24 27 28 32
zero — high 0 0 0 0 0 0 0 0 0 0
zero — low 16 ) 8 1 8 1 8 1 8 1
low — high 0 0 0 0 0 0 0 0 0 0
low — zero 0 0 0 0 0 0 0 0 0 0
low — low 31 0 19 0 19 0 15 0 15 0

NMOS have normal or low threshold, our eircuits will get the right process corner of
PMOS but get the wrong prediction of NMOS. Even we get the wrong predictions,

our yield are still very close to the right prediction of only use NMOS body bias.

In Table 4.4 all experimental setups are the same as in Table 4.1 except for the
200mv assumption for inter-die variations. In this table we can see that using body
bias can not improve much on the yield. This is because the inter-die variations are

too large, and this will limit the effect of body bias.

4.2 Dual Port SRAM

Similar to single port SRAM, we use memory compiler to build a 64-words (each
word has 32 bits) dual port SRAM in our test circuits. The dual port SRAM has
two ports: port A and port B. We use port A to write the data to SRAM cell and
use port B to read out the stored data. We use Monte-Carlo method to test the

failure probability. We choose 640 cells per circuit as our test samples, and the
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Table 4.4: Total failure number of the single port SRAM with 200mv assumption
for inter-die variations and 75mv assumption for intra-die variations. In this table
we can see that using body bias can not improve much on the yield.

Without | Only NMOS Both PMOS
200mv body bias body bias 1] and NMOS Ours
body bias
PMOS-NMOS 0 1 0 1 0 1 0 1 0 1

high — high 100 | 622 95 286 95 | 586 87 323 87 | 323

high — zero 15 2 15 2 29 2 6 0 12

high — low 47 45 45 42 47 45 41 34 45 43

zero — high 0 2 0 0 0 0 0 0 0 0
zero — low 30 16 25 ) 25 > 25 ) 25 )
low — high 0 0 0 0 0 0 0 0 0 0
low — zero 0 0 0 0 0 0 0 0 0 0
low — low 194 3 139 0 139 0 108 0 108 0

result shows in Table 4.5 to Table 4.8., The iecans of cach element are the same as

Table 4.1 to Table 4.4.

In Table 4.5 we can see a“huge difference to éingle port SRAM. When both
PMOS and NMOS have high threshold voltage, we get the results of 640 failures in
read 1. This means that the failure probability is 100%, and the failure is caused
by the unsuccessful writing 1 to SRAM cell, hence we always get the 0 at output
signal. This problem almost can not be solved by using only NMOS body bias. On
the other hand, using both PMOS and NMOS body bias can solve the problem very

well.

In Table 4.6, we see that our circuits can not solve the all failure problem
happened at both PMOS and NMOS having high threshold voltage. We find that
the corner point of all failure happened is when both PMOS and NMOS having
115mv inter-die voltage higher than normal threshold, and we use 500mv body bias
still can not fix so much inter-die variations. Finally, the yield at 150mv inter-die

variations can not improve at high-high case.
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Table 4.5: Total failure number of the dual port SRAM with 125mv assumption for
inter-die variations and 75mv assumption for intra-die variations. In this table we
can see that when both PMOS and NMOS have high threshold voltage, we get the
results of 640 failures in read 1. This means that the failure probability is 100%

Without | Only NMOS Both PMOS
125mv body bias body bias 1] and NMOS Ours
body bias
PMOS-NMOS 0 1 0 1 0 1 0 1 0 1
high — high 0 640 16 598 16 598 3 12 3 12
high — zero 0 1 0 0 0 0 0 0 0 0
high — low 2 0 2 0 2 0 2 0 2 0
zero — high 0 0 0 0 0 0 0 0 0 0
zero — low 0 0 0 0 0 0 0 0 0 0
low — high 1 5} 0 0 1 5) 0 0 0 0
low — zero 0 0 0 O,.1 O 0 0 0 0 0
low — low 0 0 R 0 0 0 0 0 0 0

Table 4.6: Total failure number of the;dual p‘ort‘ SRAM with 150mv assumption for
inter-die variations and 75mv assumption for intra-die variations. In this table we

can see that our circuits can not solve the all failure happened when both PMOS
and NMOS having high threshold voltage.

Without | Only NMOS Both PMOS
150mv body bias body bias [1] and NMOS Ours
body bias
PMOS-NMOS 0 1 0 1 0 1 0 1 0 1
high — high 0 640 0 640 0 640 0 640 0 640
high — zero 3 35 3 35 5 62 0 0 0 0
high — low 7 8 6 6 7 8 2 0 2 0
zero — high 13 0 5 0 5 0 5 0 5 0
zero — low 6 0 4 0 4 0 4 0 4 0
low — high 6 19 2 7 6 19 1 3 1 3
low — zero 0 8 0 8 0 10 0 0 0 0
low — low 8 8 4 ) 4 5t 3 0 3 0
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Table 4.7: Total failure number of the dual port SRAM with 175mv assumption for
inter-die variations and 75bmv assumption for intra-die variations. In this table we
can see that our circuits can improve the yield much better than using only NMOS

body bias, especially for PMOS having high threshold voltage and NMOS having

normal threshold voltage.

Without | Only NMOS Both PMOS
175mv body bias body bias 1] and NMOS Ours
body bias
PMOS-NMOS | 0 1 0 1 0 1 0 1 0 1
high — high 0 640 0 640 0 640 0 640 2 640
high — zero 15 | 307 15 307 24 | 455 3 32 8 45
high — low 30 41 14 30 30 41 8 9 17 15
zero — high 15 3 3 0 3 0 3 0 3 0
zero — low 9 0 ) 0 5t 0 5) 0 ) 0
low — high 10 35 5 12 10 35 0 7 0 7
low — zero 0 19 0 19 0 25 0 0 0 0
low — low 15 17 7 8 7 8 3 5 3 5

In Table 4.8, we can see that there is another éxll failure happened at the case

of PMOS having high threshold-and-NMOS' having normal threshold. In this case,

using only NMOS body bias can not'improve the yield, but using both PMOS and

NMOS body bias can have obviously improvement.
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Table 4.8: Total failure number of the dual port SRAM with 200mv assumption for
inter-die variations and 75mv assumption for intra-die variations. In this table we
can see that there is another all failure happened at the case of PMOS having high
threshold and NMOS having normal threshold. In this case, using only NMOS body
bias can not improve the yield, but using both PMOS and NMOS body bias can
have obviously improvement.

Only NMOS

Without Both PMOS
200mv body bias £ body bias~ 11] and NMOS Ours

- A j‘ body bias
PMOS-NMOS 0 1 0 1 0 1 0 1 0 1
high — high 0 640 | <0 640 0 640 0 640 0 640
high — zero 0 640 0 640" 0 640 15 141 19 192
high — low 71 152 53 99 71 152 25 55 61 89
zero — high 61 191 13 14 13 14 13 14 13 14
zero — low 21 17 8 0 8 0 8 0 8 0
low — high 35 73 15 39 35 73 13 28 13 28
low — zero 8 28 8 28 11 34 0 6 0 6
low — low 27 34 23 30 23 30 16 17 16 17
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Chapter 5

Conclusions

In this thesis, we have proposed some improved circuits of delay monitor and leakage
monitor. These circuits can correctly detect both PMOS and NMOS variations, and
improve the yield by decreasing the_influence,of inter-die variations. All of our test
circuits are built by a widely used meméty ¢ompiler. The experimental results show
that some situations can not imiprove yield by using only NMOS body bias, but
using both PMOS and NMOS:-body biastean improve significantly. Besides, the
results also show that our proposed ¢ircuits-can almost get the right predictions of
variations. Even we get wrong prediction of NMOS, our yield can still improve by
adapting correct PMOS body bias. We conclude that our yield is always better than

only using NMOS body bias circuits.
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