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Abstract

This thesis introduces the bandwidth detection, cyclic prefix (CP) detection, and
information element (IE) handling problems-and algorithms, and implementation the
issues of IEEE 802.16e OFDMA system.

In DL, the (mobile station) MS receiver may need to detect the bandwidth upon
its initial entrance to the network. There are multi types of bandwidth we received
from several systems. In this thesis, we consider detecting the bandwidth and the
center frequencies of all S-OFDMA systems in the 20 MHz bandwidth that we
received. Because there are some rules specify the bandwidth and the permutation of
center frequency in IEEE 802.16e [2], we can list all possible bandwidth distributions
(bandwidth and center frequency of each system) that fall in 20 MHz. Since the power
spectrums of all types of bandwidth distribution are known, we can find the type
which has the least distance to the received signal as the decision bandwidth
distribution. In this thesis, we propose two types of dimensions to calculate distance
separately and analyze the performances and the computational complexities of the
two types of dimensions.

After detecting bandwidth, the MS have to detect the CP used in the system.

There are four types of CP. Considering the computational complexity, we use the CP



complex conjugate correlation method to test which CP result in the largest
correlation and that is the determined CP length.

As MS complete the network entry procedure and succeed entrance, it must to
read IE every downlink frame, so we proposed an information element handling
method that has low computational complexity and implemented and optimized it on
DSP.
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Chapter 1

Introduction

The IEEE 802.16e, of which a subset is commonly known as Mobile WiMAX (Worldwide
Interoperability of Microwave Access), is a broadband wireless access (BWA) system that
has drawn much attention these daysy IEEE 802.16e was originally suggested as an en-
hancement version of IEEE Std.802.16-2004 to provide mobile station (MS) with mobility
at vehicular speed. Therefore, it specifies BWA systems for both fixed and mobile MS
simultaneously [1], [2].

One of the most promising modes in. the IEEE 802.16e standard is the orthogonal
frequency division multiple access (OFDMA) mode, which is generally accepted as a
performance efficient multiple access scheme. The Mobile WiMAX system also utilizes
the bandwidth scalability, where the FFT size typically increases with the bandwidth. In
this thesis, we consider the IEEE 802.16e WirelessMAN OFDMA system with a time-
division duplex (TDD) mode, where downlink (DL) and uplink (UL) transmissions are
time multiplexed in each TDD frame.

Our study can be divided into two parts. The first part is the bandwidth and cyclic
prefix (CP) detection techniques for IEEE 802.16e OFDMA. In a general OFDMA sys-
tem, when performing initial network entry, the MS may not know the FFT size and the
channel bandwidth employed by the BS, so it may need to detect them. After detecting
the bandwidth and FFT size, MS should search all possible values of CP until it finds
the CP being used by the BS. The literatures about bandwidth detection almost use the

transmission time to determine a measured bandwidth (ex. [3], [4]), it is not suitable for



the initial network entry. In the present study we consider recognizing the bandwidth
structure, that is, appropriate for cognitive radio. We assume the FFT size is proportional
to the channel bandwidth, so we just pay attention to bandwidth and CP detection.

The second part is the information element (IE) handling in the digital signal processor
(DSP) implementation of an overall system. The principal IE we need to handle is FCH
and burst profile in the DL-MAP, that contains the information we have to interpret in
order to read the received data. We implement an IE interpreter on Texas Instrument (TI)’s
DSP. Moreover, we employ various optimization techniques to accelerate the execution
speed of the implemented DSP programs.

This thesis is organized as follows.
1. First introduce the IEEE 802.16e WirelessMAN OFDMA standard in chapter 2.
2. Introduce the DSP implementation'platform in chapter 3.

3. Analyze the bandwidth and CP|detection problems and present some solutions in

chapter 4.

4. Expound IE handling problem and discusses‘the DSP optimization methods and

presents the optimization results in chapter 5.

5. Finally, the conclusion is given in chapter 6, where we also point out some potential

future work.



Chapter 2

Overview of the IEEE 802.16e OFDMA
Standard

In this chapter, we first introduce some basic concepts regarding orthogonal frequency-
division multiplexing (OFDM) and OFDMA. Then we give an overview of the IEEE
802.16e OFDMA standard. For the sake of simplicity, we only introduce the specifi-
cations that are useful in our study. Other specifications like channel coding, channel
estimation, transmit diversity, etc., are hot-our-concern and are ignored in this introduc-
tion. For more details we refer the reader to [1] and [2], from which we take much of the

material in this chapter.

2.1 Introduction to OFDM [5]

OFDM is a special case of the multicarrier transmission technique, where a single datas-
tream is transmitted over a number of lower rate subcarriers. It divides the available
spectrum into narrower subcarrier bands, and each subcarrier only transmits a portion of
the total information.

The orthogonality of OFDM constitutes one major difference from the classical par-
allel data system, making its use of the available spectrum more efficient. Figure 2.1
shows the difference. As we can see, the subcarriers in an OFDM symbol can be arranged

so that the sideband of each subcarrier overlaps but the received symbols still live with-
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Figure 2.1: Bandwidth efficiency comparison of traditional FDM and OFDM systems
(from [5]).

out adjacent-carrier interference. This can be accomplished by using the discrete Fourier
transform (DFT) as proposed by.Weinstein ‘and Ebert in 1971 [6]. The complexity of
DFT, however, was too expensive in the.early days. Fortunately, modern advances in
very-large-scale integration (VLSI) make it possible to use the fast Fourier transform
(FFT) for a more efficient implementation of the DFT. The complexity is reduced from
N?in DFT to N log, N in FFT.

One of the main reasons to use OFDM is to increase the robustness against frequency
selective fading or narrowband interference. An OFDM system may encode data using
forward error correction (FEC) coding and distribute them across several subcarriers. If
frequency-selective fading causes errors in the reception of few subcarriers, the data bits
in those subcarriers are recovered through FEC.

Another reason for choosing OFDM is its ability to handle multipath interference with
a small amount of overhead. For a given overall data rate, the increasing number of carri-
ers can reduce the data rate that each individual carriers must convey, and hence lengthen
the symbol period. This means that the inter symbol interference (ISI) affects a smaller
percentage of each symbol. In order to eliminate the ISI, a guard time (or guard interval)

is inserted. The guard time is chosen larger than the expected delay spread, such that



multipath components from one symbol cannot interfere with the next symbol. However,
if we insert zeros within the guard interval, the orthogonality among subcarriers will no
longer exist, which causes serious intercarrier interference (ICI). To preserve the orthog-
onality among the subcarriers and eliminate ICI, the OFDM symbol should be cyclically
extended in the guard time rather than just extended with zero. Figure 2.2 shows how to
add cyclic prefix in front of an OFDM symbol. Hence if the maximum multipath delay is
smaller than the guard time, there will not be ISI or ICI.

Finally, the advantages and disadvantages are summarized in Table 2.1. The advan-
tages are already discussed above. The disadvantages can be addressed in various ways,

but are not the focus of the present study.

2.2 Introduction to OFDMA [7]

OFDMA is a multiple access method based on OFDM signaling that allows simultaneous
transmissions to and from multiple‘users along with the other advantages of OFDM. In
OFDM, a channel is divided into carfri€rs-which is used by one user at any time. In
OFDMA, the carriers are divided into subchannels: Each subchannel has multiple carriers
that form one unit in frequency allocation. In this way, the bandwidth can be allocated
dynamically to the users according to their needs.

An additional advantage of OFDMA is the following. Due to the large variance in a
mobile system’s path loss, inter-cell interference is a common issue in mobile wireless

systems. An OFDMA system can be designed such that subchannels can be composed

copy
Cyclic
Prefix
|
Onginal symbol fime

Figure 2.2: The use of cyclic prefix (from [8]).



Table 2.1: OFDM Advantages and Disadvantages [7]

Advantages Disadvantages
Bandwidth efficiency Sensitive to frequency offset
Immunity to multipath effect Sensitive to timing offset

Robust against narrowband interference | Sensitive to phase noise

Large peak-to-average power ratio

from several distinct permutations of subcarriers. This enables significant reduction in
inter-cell interference when the system is not fully loaded, because even on occasions
where the same subchannel is used at the same time in two different cells, there is only a
partial collision on the active subcarriers. A simple comparison of the subcarrier alloca-
tion of OFDM and OFDMA is shown in Fig. 2.3.

In order to support multiple usersj-the contrél mechanism becomes more complex.
Besides, the OFDMA system has some implementation issues which are more compli-
cated to handle. For example, power control is needed for the uplink to make signals
from different users have equal power at the receiver; and all users have to adjust their

transmitting time to be aligned.

2.3 Introduction to IEEE 802.16e [2]

The IEEE 802.16 family of standards is officially called WirelessMAN. Part of it is known
as WiMAX (Worldwide Interoperability for Microwave Access) by an industry group
called the WiMAX Forum. The abjectlies of the Forum are to promote and certify com-
patibility and interoperability of broadband wireless products.

The first 802.16 standard approved in December 2001 is a standard for point to multi-
point broadband wireless transmission in the 10-66 GHz band, with only a line-of-sight
(LOS) capability. It uses a single carrier (SC) physical layer (PHY) technique.

To overcome the disadvantage of the line-of-sight (LOS) requirement between trans-
mitters and receivers in the 802.16 standard, the 802.16a standard was approved in 2003

to support nonline-of-sight (NLOS) links, operational in both licensed and unlicensed fre-



OFDM vs OFDMA

OFDM
_I.LLLI,.___ ﬁﬁiﬁ;tmm___mm Overall
iiiil . . -““. | User 1

T T =T T T | I T T User 2

ITLT\LfLﬂ et User 3

. | l Itm. | | Im.t,_. User 4

OFDMA

__ L IRE1E A% 2 BERE DRE0E AT 2 A1 overan
1 I 11 | 1 1

1

1 I | I 1 ! | I | User 1

T T T =T T T T =T T User 2

ﬂ_lil‘ Iﬁ | f | f Iﬁ Iﬂ i User 3
1| ' : ' - 'I 'I ' : " : tl_‘ User 4

Figure 2.3: Comparison of subcartier allocatins inOFDM and OFDMA (from [9]).

quency bands from 2 to 11 GHz, and subsequently revised to create the 802.16d standard
(now code-named 802.16-2004). With such enhancements, the 802.16-2004 standard has
been viewed as a promising alternative for providing the last-mile connectivity by radio
link. However, the 802.16-2004 specifications were devised primarily for fixed wireless
users. The 802.16e task group was subsequently formed with the goal of extending the
802.16-2004 standard to support mobile terminals.

The IEEE 802.16e has been published in Febuary 2006. It specifies four air inter-
faces: WirelessMAN-SC PHY, WirelessMAN-SCa PHY, WirelessMAN-OFDM PHY,
and WirelessMAN-OFDMA PHY. This study is concerned with WirelessMAN-OFDMA
PHY in a mobile communication environment.

Some glossary used in the following is as follows. The direction of transmission
from the base station (BS) to the subscriber station (SS) is called downlink (DL), and the

opposite direction is uplink (UL). The SS is considered synonymous as the mobile station



(MS). It is sometimes termed the user. The BS is a generalized equipment set providing

connectivity, management, and control of the SS.

2.3.1 Concept of OFDMA and Definition of Basic Terms

We present some basic concepts and terminology of OFDMA signaling in this subsection.
The contents of this subsection have been taken to a large extent from [1] and [2].

The OFDMA PHY mode is based on at least one of the fast fourier transform (FFT)
sizes 2048 (backward compatible to IEEE Std 802.16-2004), 1024, 512, and 128 shall be
supported. This facilitates support of the various channel bandwidths.

The MS may implement a scanning and search mechanism to detect the DL signal
when performing initial network entry, and this may include dynamic detection of the

FFT size and the channel bandwidth employed by the BS.

Frequency Domain and Time Domain Descriptions

An OFDMA symbol is made up of subcarriers, the number of which determines the FFT

size used. There are several subcatrier types:
e Data subcarriers: For data transmission.
e Pilot subcarriers: For various estimation purposes.

e Null subcarriers: No transmission at all, for guard bands and including the DC

subcarrier.

The active subcarriers are divided into subsets of subcarriers, where each subset is termed
a subchannel. The subcarriers forming one subchannel may, but need not be, adjacent.
The concept is shown in Fig. 2.4.

Three basic types of subchannel organization are defined: partial usage of subchannels
(PUSC), full usage of subchannels (FUSC), and adaptive modulation and coding (AMC);
among which the PUSC is mandatory and the other two are optional. In PUSC DL,

the entire channel bandwidth is divided into three segments to be used separately. The
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Figure 2.4: OFDMA frequency description (3-channel schematic example, from [1]).

FUSC is employed only in the DL and it uses the full set of available subcarriers so as to
maximize the throughput.

Inverse-Fourier-transformation creates the OFDMA waveform; its time duration is
referred to as the useful symbol time 7;,. A copy of the last 7, of the useful symbol
period, termed cyclic prefix (CP), is used to collect multipaths while maintaining the
orthogonality of the tones. Figure 2.5 illustrates the structure.

The transmitter energy increases with the:length of the guard time while the receiver
energy remains the same (the cyclic extension is discarded), so there is a 10log(1 —
T,/(Ty+T,))/ log(10) dB loss in-k, /Ny. Using a cyelic extension, the samples required
for performing the FFT at the receiver can-be taken anywhere over the length of the
extended symbol. This provides multipath immunity as well as a tolerance for symbol
time synchronization errors.

On initialization, an SS should search all possible values of CP until it finds the CP
being used by the BS. The SS shall use the same CP on the UL. Once a specific CP
duration has been selected by the BS for operation on the DL, it should not be changed.

Changing the CP would force all the SSs to resynchronize to the BS.

Figure 2.5: OFDMA time description (from [1], Figure 213).



Important Parameters

Four primitive parameters characterize the OFDMA symbols:
e BWW: The nominal channel bandwidth.
® N,..q: Number of used subcarriers (which includes the DC subcarrier).

e n: Sampling factor. Its value is set as follows: For channel bandwidths that are a
multiple of 1.75 MHz, n = 8/7; else for channel bandwidths that are a multiple
of any of 1.25, 1.5, 2 or 2.75 MHz, n = 28/25; else for channel bandwidths not

otherwise specified, n = 8/7.
e (3: This is the ratio of CP time to “useful” time, i.e., Tcp/TS.
The following parameters are defined in,terms of the primitive parameters.

o Nppr: Smallest power of two greater than IV, seq.

Sampling frequency: Fy =-{n - BW/8000] x 8000.

Subcarrier spacing: A f = F,/Nggr.

Useful symbol time: T, = 1/Af.

CPtime: T, = G x T;.

OFDMA symbol time: T = Tj, + T}

Sampling time: T, /Nppr.

Slot and Data Region

The definition of an OFDMA slot depends on the OFDMA symbol structure, which varies
for UL and DL, for FUSC and PUSC, and for the distributed subcarrier permutations and

the adjacent subcarrier permutation.

e For downlink PUSC using the distributed subcarrier permutation, one slot is one

subchannel by two OFDMA symbols.

10



e For uplink PUSC using either of the distributed subcarrier permutations, one slot is

one subchannel by three OFDMA symbols.

e For downlink FUSC and downlink optional FUSC using the distributed subcarrier

permutation, one slot is one subchannel by one OFDMA symbol.

In OFDMA, a data region is a two-dimensional allocation of a group of contiguous sub-
channels, in a group of contiguous OFDMA symbols. All the allocations refer to logical
subchannels. This two-dimensional allocation may be visualized as a rectangle, such as

the 4 x3 rectangle shown in Fig. 2.6.

Segment

A segment is a subdivision of the set of available OFDMA subchannels (that may include
all available subchannels). One segment 1s used for deploying a single instance of the

MAC.

Permutation Zone

A permutation zone is a number of contigueus' OFDMA symbols, in the DL or the UL,
that use the same permutation formula. The DL subframe or the UL subframe may contain

more than one permutation zone.

Slot (Symbol Offset)

Subchannel ¢'" T
offset Y___. ‘

No subchannels

B S —
No OFDM symbols

Figure 2.6: Example of the data region which defines the OFDMA allocation (from [1]).
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Table 2.2: S-OFDMA Parameters Proposed by WiMAX Forum

Parameters Values

System Channel Bandwidth (MHz) 125 5 10 20
Sampling Frequency (MHz) 14 | 56| 11.2 | 224
FFT Size 128 | 512 | 1024 | 2048
Subcarrier Spacing (A f) 10.94 kHz

Useful Symbol Time (T,=1/Af) 91.4 usec

Guard Time (1,=1,/8) 11.4 usec
OFDMA Symbol Duration (7,=1},+1}) 102.9 usec

2.3.2 Scalable OFDMA [10]

One feature of the IEEE 802.16e OFDMA is the selectable FFT size, from 128 to 2048 in
multiples of 2, excluding 256 to be used with wirelessMAN-OFDM. This has been termed
scalable OFDMA (S-OFDMA). One use 'of S-OFDMA is that if the channel bandwidths
are allocated based on integer power of 2 times a base bandwidth, then one may consider
making the FFT size proportional to theallocated bandwidth so that all systems are based
on the same subcarrier spacing and the ‘same OFDMA symbol duration, which may sim-
plify system design. For example, Table 2.2 lists some S-OFDMA parameters proposed
by the WiIMAX Forum [11]. S-OFDMA supports a wide range of bandwidth to flexibly
address the need for various spectrum allocation and usage model requirements.

When designing OFDMA wireless systems the optimal choice of the number of sub-
carriers per channel bandwidth is a tradeoff between protection against multipath, Doppler
shift, and design cost/coplexity. Increasing the number of subcarriers leads to better im-
munity to the ISI caused by multipath; on the other hand it increases the cost and com-
plexity of the system (it leads to higher requirements for signal processing power and
power amplifiers with the capability of handling higher peak-to-average power ratios).
Having more subcarriers also results in narrower subcarrier spacing and therefore the sys-
tem becomes more sensitive to Doppler shift and phase noise. Calculations show that the

optimum tradeoff for mobile systems is achieved when subcarrier spacing is about 11 kHz

12



[12].

2.4 OFDMA Frame Structure [2]

Duplexing Modes

In licensed bands, the duplexing method shall be either frequency-division duplex (FDD)
or time-division duplex (TDD). FDD SSs may be half-duplex FDD (H-FDD). In license-

exempt bands, the duplexing method shall be TDD.

Point-to-Multipoint (PMP) Frame Structure

When implementing a TDD system, the frame is composed of BS and SS transmissions.
Figure 2.7 shows an example. Each frame_in the downlink transmission begins with a
preamble followed by a DL transmisston period and an UL transmission period. In each
frame, time gaps, denoted transmit/receive transition gap (TTG) and receive/transmit gap
(RTG), are between the downlink and uplink subframes and at the end of each frame,
respectively, to allow the BS to turn around.

Subchannel allocation in the downlink may be performed in several ways: PUSC
where some of the subchannels are allocated to the transmitter, and FUSC where all sub-
channels are allocated to the transmitter. The downlink frame shall start in PUSC mode
with no transmit diversity. The FCH shall be transmitted using QPSK rate 1/2 with four
repetitions using the mandatory coding scheme (i.e., the FCH information will be sent on
four subchannels with successive logical subchannel numbers) in a PUSC zone. The FCH
contains the DL_Frame_Prefix (see Figure 2.8) which specifies the length of the DL-MAP
message that immediately follows the DL_Frame_Prefix and the repetition coding used
for the DL-MAP message.

The transitions between modulations and coding take place on slot boundaries in time
domain (except in AAS zone, where AAS stands for adaptive antenna system) and on sub-
channels within an OFDMA symbol in frequency domain. The OFDMA frame may in-
clude multiple zones (such as PUSC, FUSC, PUSC with all subchannels, optional FUSC,
AMC, TUSCI1, and TUSC2, where AMC stands for adaptive modulation and coding and
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Figure 2.7: Example of an OFDMA, frame (with only mandatory zone) in TDD mode
(from [2]). o | :
TUSC stands for tile usage of subéhanﬁclé), the transifion between zones is indicated in
the DL-MAP. Figure 2.9 depicts aﬁ OFDMA frame with multiple zones. The PHY para-
meters (such as channel state and interference‘ levels) may change from one zone to the
next.

The maximum number of downlink zones is 8 in one downlink subframe. For each SS,
the maximum number of bursts to decode in one downlink subframe is 64. This includes

all bursts without connection identifier (CID) or with CIDs matching the SS’s CIDs.

FCH, DL-MAP, and Logical Subchannel Numbering

In PUSC, any segment used shall be allocated at least the same number of subchannels as
in subchannel group #0. For FFT sizes other than 128, the first 4 slots in the downlink part
of the segment contain the FCH as defined before. These slots contain 48 bits modulated
by QPSK with coding rate 1/2 and repetition coding of 4. For FFT-128, the first slot in the
downlink part of the segment is dedicated to FCH and repetition is not applied. The basic

allocated subchannel sets for segments 0, 1, and 2 are subchannel groups #0, #2, and #4,
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Size

N
(bit) otes

Syntax

DL _Frame Prefix Format() { — —

Used subchannel bitmap ] Bit #0: Subchannel group 0
Bit #1: Subchannel group 1
Bit #2: Subchannel group 2
Bit #3: Subchannel group 3
Bit #4: Subchannel group 4
Bit #5: Subchannel group 5

Reserved 1 Shall be set to zero

Repetition_Coding_Indication 2 0b00: No repetition coding on DL-MAP

0b01: Repetition coding of 2 used on DL-MAP
0b10: Repetition coding of 4 used on DL-MAP
0b11: Repetition coding of 6 used on DL-MAP

Coding Indication 3 0b000: CC encoding used on DL-MAP
0b001: BTC encoding used on DL-MAP
0b010: CTC encoding used on DL-MAP
0b011: ZT CC encoding used on DL-MAP
0b100: CC encoding with optional mterleaver
0b101: LDPC encoding used on DL-MAP
0b110 to Ob111: Reserved

DL-Map_Length 8 —

Reserved 4 Shall be set to zero

} — —

Figure 2.8: OFDMA DL Frame Prefix format for all FFT sizes except 128 (from [2]).

respectively. Figure 2.10 depicts this structure.

After decoding the DL._Frame_Prefix message within the FCH, the SS has the knowl-
edge of how many and which subchannels are allocated to the PUSC segment. In order
to observe the allocation of the subchannels in the downlink as a contiguous allocation
block, the subchannels shall be renumbered. The renumbering, for the first PUSC zone,
shall start from the FCH subchannels (renumbered to values 0—11), then continue num-
bering the subchannels in a cyclic manner to the last allocated subchannel and from the
first allocated subchannel to the FCH subchannels. Figure 2.11 gives an example of such
renumbering for segment 1.

For uplink, in order to observe the allocation of the subchannels as a contiguous allo-

cation block, the subchannels shall be renumbered, and the renumbering shall start from
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Figure 2.9: Illustration of OFDMA with multiple zones (from [2]).

the lowest numbered allocated subchannel (renumbered to value 0), up to the highest
numbered allocated subchannel, skippinginonallocated subchannels.

The DL-MAP of each segment shall be mapped to“the slots allocated to the segment
in a frequency first order, starting from: the-slot-after the FCH (subchannel 4 in the first
symbol, after renumbering), and continuing to thenext symbols if necessary. The FCH of
segments that have no subchannels allocated (unused segments) will not be transmitted,

and the respective slots may be used for transmission of MAP and data of other segments.

2.5 OFDMA Subcarrier Allocation [2]

As mentioned, the OFDMA PHY defines four scalable FFT sizes: 2048, 1024, 512, and
128. For convenience, here we only take the 1024-FFT case for introduction. The subcar-
riers are divided into three types: null (guard band and DC), pilot, and data. Subtracting
the guard tones from Nppp, one obtains the set of “used” subcarriers N, s.4. For both
uplink and downlink, these used subcarriers are allocated to pilot subcarriers and data
subcarriers. However, there is a difference between the different possible zones. For
FUSC and PUSC, in the downlink, the pilot tones are allocated first; what remains are

data subcarriers, which are divided into subchannels that are used exclusively for data.
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Segment 2
FCH

- Downlink -
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Figure 2.10: FCH subchannel allbéatigh for all 3 segments (from [1]).

Thus, in FUSC, there is one set of co‘ni‘m(‘)h‘p‘i'lot“sﬂubcarriers, and in PUSC downlink,
there is one set of common pilot subcarriers in each major group, but in PUSC uplink,

each subchannel contains its own pilot subcarriers.

2.5.1 Downlink

Preamble

Preamble is the first symbol of the downlink transmission. There are three types of pream-
ble carrier-sets, which are defined by allocation of different subcarriers for each one of
them. The subcarriers are modulated using a boosted BPSK modulation with a specific

pseudo-noise (PN) code. The preamble carrier-sets are defined using

PreambleCarrierSet, =n+3-k (2.1)
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Figure 2.11: Example of DL renumbering the allocated subchannels for segment 1 in

PUSC (from [1]).

where:
PreambleCarrierSet,  specifies all subcarriers allocated to the specific preamble,
n is the number of the preamble carrier-set indexed 0-2,

is a running index 0-283.

For the preamble symbol there are 86 guard-band subcarriers on the left side and the
right side of the spectrum. Each segment uses a preamble composed of a carrier-set out
of the three available carrier-sets in the manner that segment ¢ uses preamble carrier-set
1, where ¢ = 0, 1, 2. Therefore, each segment eventually modulates each third subcarrier.
In the case of segment 0, the DC carrier is zeroed and the corresponding PN number is
discarded.

The 114 different PN series modulating the preamble carrier-set are defined in Table

309 of [1] for the 1024-FFT mode. The series modulated depends on the segment used
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and the IDcell parameter.

Symbol Structure for PUSC

The symbol is first divided into basic clusters and zero carriers are allocated. Pilots and
data carriers are allocated within each cluster. Table 310 of [2] summarizes the parameters
of the symbol structure of different FFT sizes for PUSC mode. Here we only take the
1024-FFT OFDMA downlink carrier allocation for example, which is summarized in

Table 2.3. Fig. 2.12 depicts the DL cluster structure.

Downlink Subchannels Subcarrier Allocation in PUSC

The subcarrier allocation to subchannels is performed using the following procedure:

1. Dividing the subcarriers into the number of clusters (/N ysiers), Where the physical
clusters contain 14 adjacent subcarriers each (starting from carrier 0). The number

of clusters varies with the FET size.

2. Renumbering the physical clustersinto-logical clusters using the following formula:

LogicalCluster =

RenumberingSequence( PhysicalCluster),  first DL zone, or Use All SC indicator
=01n STC_DL_Zone_IE,
RenumberingSequence((PhysicalCluster)+ otherwise.

13- DL_PermBase)modN qusters,

(2.2)
frequency
@ o Even symbols
time @ @ Odd symbols
Legend: Data subcarrier @ Pilot subcarrier

Figure 2.12: DL cluster structure (from [13]).
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Table 2.3: 1024-FFT OFDMA DL Carrier Allocation for PUSC (from [2])

Parameter Value Comments

Number of DC subcarriers 1 Index 512

Number of guard subcarriers, left 92

Number of guard subcarriers, right | 91

Number of used subcarriers, N .q | 841

Renumbering sequence 6,48, 37, 21, 31, 40, 42, | Used to renumber
56, 32, 47, 30, 33, 54, 18, | clusters before
10, 15, 50, 51, 58, 46, 23, | allocation to

45, 16, 57, 39, 35,7, 55, | subchannels.
25,59, 53, 11, 22, 38, 28,
19, 17, 3, 27, 12, 29, 26,
5,41,49,44,9,8, 1,

13, 36, 14, 43, 2, 20, 24,

52,4,34,0
Number of subcarriers per cluster 14
Number of clusters 60

Number of data subcarriers in each | 24
symbol per subchannel

Number of subchannels 30

Basic permutation sequence 6 3,2,.0,4, 551
(for 6 subchannels)

Basic permutation sequence 4 20 |

(for 4 subchannels)

In the first PUSC zone of the downlink (first downlink zone) and in a PUSC zone
defined by STC_DL_ZONE_IE() with “use all SC indicator = 07, the default re-
numbering sequence is used for logical cluster definition. For all other cases DL_PermBase

parameter in the STC_DL _Zone _1E() or AAS_DL_IE() shall be used.

3. Allocating logical clusters to groups. The allocation algorithm varies with FFT
size. For FFT size = 1024, dividing the clusters into six major groups. Group 0
includes clusters 0—11, group 1 clusters 12-19, group 2 clusters 20-31, group 3
clusters 32-39, group 4 clusters 40-51, and group 5 clusters 52—-59. These groups
may be allocated to segments; if a segment is used, then at least one group shall be
allocated to it. By default group 0 is allocated to sector 0, group 2 to sector 1, and

group 4 to sector 2.

4. Allocating subcarriers to subchannels in each major group, which is performed sep-

20



arately for each OFDMA symbol by first allocating the pilot carriers within each
cluster, and then partitioning all remaining data carriers into groups of contiguous
subcarriers. Each subchannel consists of one subcarrier from each of these groups.
The number of groups is therefore equal to the number of subcarriers per subchan-
nel, and it is denoted Nypearriers- The number of the subcarriers in a group is equal
to the number of subchannels, and it is denoted Ng,pchanneis- 1he number of data
subcarriers is thus equal to Ngypearriers * Nsubchannels- The parameters vary with FFT
sizes. For FFT size = 1024, use the parameters from Table 2.3, with basic permuta-
tion sequence 6 for even numbered major groups and basic permutation sequence 4
for odd numbered major groups, to partition the subcarriers into subchannels con-
taining 24 data subcarriers in each symbol. The exact partitioning into subchannels

is according to

subcarr’ier(k‘, S) - Nsubchannels TNk

+{ps[nr mod Nyuchanners) + PLLPermBase} mod Noupeahnnels (2.3)
where:
subcarrier(k, s) is the subcarrier index of subcarrier & in subchannel s,
s is the index mumber of a subchannel, from the set {0....,
Ngubcarriers — 1},
i = (k + 13 - s) mod Ngypearriers» Where k is the subcarrier-in-

subchannel index from the set {0,..., Nsybcarriers — 1}s

Neubchanmels is the number of subchannels (for PUSC use number of sub-
channels in the currently partitioned major group),

pslj] is the series obtained by rotating basic permutation sequence
cyclically to the left s times,

DL_PermBase is an integer ranging from 0 to 31, which is set to the preamble
IDCell in the first zone and determined by the DL-MAP for

other zones.

On initialization, an SS must search for the downlink preamble. After finding the pream-

ble, the user shall know the IDcell used for the data subchannels.
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2.5.2 Uplink

The UL follows the DL model, therefore it also supports up to three segments. The
UL supports 35 subchannels where each transmission uses 48 data subcarriers as the
minimal block of processing. Each new transmission for the uplink commences with the

parameters as given in Table 2.4.

Symbol Structure for Subchannel (PUSC)

A slot in the uplink is composed of three OFDMA symbols and one subchannel. Within
each slot, there are 48 data subcarriers and 24 fixed-location pilots. The subchannel is
constructed from six uplink tiles, each tile has four successive active subcarriers and its

configuration is illustrated in Fig. 2.13.
Partitioning of Subcarriers into Subchannels in the Uplink

The usable subcarriers in the allocated frequency bandsshall be divided into Ny, physical
tiles as defined in Fig. 2.13 with-parameters from Table 2.4. The allocation of physical

tiles to logical tiles in subchannels is performed-as

Tiles(s, n) - qutbchannels'n+{Pt[(S+n) mod Nsubchannels]+UL7P€TmBase} mod Nsubcahnnels

2.4)
Table 2.4: 1024-FFT OFDMA UL Carrier Allocation for PUSC (from [2])
Parameter Value Comments
Number of DC subcarriers 1 Index 512
Nused 841
Guard subcarriers: left, right | 92,91
TilePermutation 11,19, 12, 32, 33,9, 30, 7, | used to allocate
4,2,13,8, 17,23, 27,5, tiles to subchannels
15, 34,22, 14,21, 1, 0, 24,
3,26, 29, 31, 20, 25, 16, 10,
6, 28, 18
Nsubchannels 35
Ntiles 210
Tile per subchannel 6
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Figure 2.13: Description of an UL tile (from [13]).

where:

Tiles(s,n) is the physical tile index in the FFT with tiles being ordered
consecutively from the most negative to the most positive used
subcarrier (0 is the starting tile index),

n is the tile index 0,...,5 in a subchannel,

P, is the tile permutation,

Naubchannels 1s the number of subchannels,

s is the subchannel'number in the range {0,.... Nsupchanners — 1}s

UL_PermBase is an integer:value-in the range*0...69, which is assigned by a

management entity.

After mapping the physical tiles in the FFI"to logical tiles for each subchannel, the

data subcarriers per slot are enumerated by the following process:

1. After allocating the pilot carriers within each tile, indexing of the data subcarriers
within each slot is performed starting from the first symbol at the lowest indexed
subcarrier of the lowest indexed tile and continuing in an ascending manner through
the subcarriers in the same symbol, then going to the next symbol at the lowest

indexed data subcarrier, and so on. Data subcarriers are indexed from O to 47.

2. The mapping of data onto the subcarriers will follow (2.5), which calculates the
subcarrier index (as assigned in item 1) to which the data constellation point is to

be mapped:
Subcarriers(n,s) = (n+ 13 - s) mod Ngupearriers (2.5)

where:
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Subcarriers(n,s) is the permutated subcarrier index corresponding to data sub-

carrier n 1s subchannel s,

n is the running index 0,...,47, indicating the data constellation
point,

s is the subchannel number,

Noubearriers is the number of subcarriers per slot.

2.6 Modulation [2]

Subcarrier Randomization

The pseudo random binary sequence (PRBS) generator, as shown in Fig. 2.14, shall be

used to produce a sequence wy,. The polynomial for the PRBS generator is X' + X + 1.

The value of the pilot modulation on subcarrier & shall be derived from wy.

The initialization vector of the PRBS generator for both uplink and downlink, desig-

nated b10..b0, is defined as follows:

b0..b4 = five least significant bits of IDecell as.indicated by the frame preamble in the

first downlink zone and in the downlink AAS zone with Diversity_Map support,
DL _PermBase following STC DL Zone IE() and 5 LSB of DL_PermBase follow-

ing AAS_DL_IE without Diversity_Map support in the downlink. Five least signifi-

cant bits of IDcell (as determined by the preamble) in the uplink. For downlink and

uplink, b0 is MSB and b4 is LSB, respectively.

LSB

MSB

11

—

L |

‘\ 1

\ IL
S—

'H'}..

Figure 2.14: PRBS generator for pilot modulation (from [2]).
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b5..b6 = set to the segment number + 1 as indicated by the frame preamble in the
first downlink zone and in the downlink AAS zone with Diversity_Map support,
PRBS_ID as indicated by the STC_DL _Zone_IE or AAS_DL_IE without Diver-
sity_Map support in other downlink zone. Obl1 in the uplink. For downlink and
uplink, b5 is MSB and b6 is LSB, respectively.

b7..b10 = 0b1111 (all ones) in the downlink and four LSB of the Frame Number in the
uplink. For downlink and uplink, b7 is MSB and b10 is LSB, respectively.

Data Modulation

After the repetition block, the data bits are entered serially to the constellation mapper.
Gray-mapped QPSK and 16-QAM shall be supported, whereas the support of 64-QAM

is optional.
Pilot Modulation

In all permutations except uplink PUSC and downlink"TUSC, each pilot shall be trans-
mitted with a boosting of 2.5 dB"over themayverage non-boosted power of each data tone.

The pilot subcarriers shall be modulated.according:to

where py, is the pilot’s polarity for SDMA (spatial division multiple access) allocations in

AMC AAS zone, and p = 1 otherwise.
Preamble Pilot Modulation

The pilots in the downlink preamble shall be modulated according to
1
R{ PreamblePilot Modulation} = 4 - /2 - (5 — wy), (2.7)

S{ PreamblePilot M odulation} = 0. (2.8)
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Figure 2.15: Transmit spectral mask for license-exempt operation (from [1]).

Table 2.5: Transmit Spectral Mask for License-Exempt Bands

Bandwidth (MHz) | A B C D
10 9511109 [-19.5 | 295
20 4.75°1'545 |9.75 | 14.75

2.7 Transmit Spectral Mask: [2]

IEEE 802.16e do not specify the power mask for the licensed bands. Due to requirement
of bandwidth-limited transmission, the transmitted spectral density of the transmitted sig-
nal shall fall within the spectral mask as shown in Fig. 2.15 and Table 2.5 in license-
exempt bands. The measurements shall be made using 100 kHz resolution bandwidth
and a 30 kHz video bandwidth. The 0 dBr level is the maximum power allowed by the

relevant regulatory body.
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Chapter 3

The DSP Implementation Platform

In this chapter, we introduce the DSP platform used in our implementation. We employ
the SMT395 DSP module made by Sundance housed on a Sundance PCI-plugin board.
The DSP chip on the module is the TMS320C6416T made by Texas Instrument (TI). It
also has a Xilinx Virtex II Pro FPGA. We,will.introduce the DSP card and the DSP chip.
In addition, we will also introduce’the software development tool, the Code Composer

Studio (CCS), and the code development technique.

3.1 The DSP Card [14]

The DSP card used in our implementation is Sundance’s SMT395 shown in Fig. 3.1. It
houses a 1 GHz 64-bit TMS320C6416T DSP of TI, manufactured on 90 nm technology.
The SMT395 is supported by TI’s Code Composer Studio and the 3L Diamond real-time
operating system (RTOS) to enable multi-DSP systems with minimum programmer effort.
It provides a flexible platform for various applications.

Some important features of the SMT395 module are as follows.

e 1 GHz TMS320C6416T fixed-point DSP with 8000 MIPS peak DSP performance.
e Xilinx Virtex II Pro FPGA XC2VP30-6 in FF896 package.

e 256 Mbytes of SDRAM at 133MHz.

e Two Sundance High-speed Bus (50 MHz, 100 MHz or 200 MHz) ports at 32 bits

width.
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Figure 3.1: Sundance’s SMT395 mod:ule (from [14])

Eight 2 Gbit/sec Rocket Serial Links (RSL) for inter-Module communications.

e Six common ports up to 20 MB per second for inter-DSP communication.

8 Mbytes flash ROM for configuration and booting.

JTAG diagnostics port.

3.2 The DSP Chip [15]

The TMS320C6416T DSP is a fixed-point DSP in the TMS320C64x series of the TMS320C6000
DSP platform family. It is based on the advanced VelociTI very-long-instruction-word
(VLIW) architecture developed by TI. The functional block and DSP core diagram of the
TMS320C64x series is shown in Fig. 3.2.

The C6000 core CPU consists of 64 general-purpose 32-bits registers and eight func-

tion units. Features of C6000 device include the following.

28



e VLIW CPU with eight functional units, including two multipliers and six arith-

metic:

— Executes up to eight instructions per cycle.

— Allows designers to develop highly effective RISC-like code for fast develop-

ment time.
e Instruction packing:

— Gives code size equivalence for eight instructions executed serially or in par-

allel.

— Reduces code size, program fetches, and power consumption.
e Conditional execution of all instructions:

— Reduces costly branching.

— Increases parallelism:for higher sustained performance.
e Efficient code execution on independent functional units:

— Efficient C complier on DSP benchmark suite.

— Assembly optimizer for fast development and improved parallelization.

e 8/16/32-bit data support, providing efficient memory support for a variety of appli-

cations.
e 40-bit arithmetic options add extra precision for vocoders.
e 32x32-bit integer multiply with 32- or 64-bit result.

In the following subsections, three major parts of the TMS320C64x DSP are intro-

duced respectively. They are the central processing unit, memory, and peripherals.
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Figure 3.2: Functional block and CPU (DSP core) diagram [16].

3.2.1 Central Processing Unit [15]

The C64x DSP core contains 64 32-bit general purpose registers, program fetch unit,
instruction decode unit, two data paths each with four function units, control register,
control logic, advanced instruction packing, test unit, emulation logic and interrupt logic.
The program fetch, instruction fetch, and instruction decode units can arrange eight 32-
bit instructions to the eight function units every CPU clock cycle. The processing of
instructions occurs in each of the two data paths (A and B) shown in Fig. 3.2, each of
which contains four functional units and one register file. The four functional units are:
one unit for multiplier operations (.M), one for arithmetic and logic operations (.L), one
for branch, byte shifts, and arithmetic operations (.S), and one for linear and circular
address calculation to load and store with external memory operations (.D). The details of

the functional units are described in Table 3.1.
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Table 3.1:

Functional Units and Operations Performed [15]

Parameter

Value

.L unit(.L1, .L2)

32/40-bit arithmetic and compare operations
32-bit logical operations

Leftmost 1 or 0 counting for 32 bits
Normalization count for 32 and 40 bits

Byte shifts

Data packing/unpacking

5-bit constant generation

Dual 16-bit and Quad 8-bit arithmetic operations
Dual 16-bit and Quad 8-bit min/max operations

Sunit (.51, .S2)

32-bit arithmetic operations

32/40-bit shifts and 32-bit bit-field operations

32-bit logical operations

Branches

Constant generation

Register transfers to/from.control register file (.S2 only)
Byte shifts

Data packing/unpacking

Dual 16-bit and Quad 8-bit compare operations

Dual 16-bit and Quad 8-bit saturated arithmetic operations

M unit (M1, .M2)

16 x 16 multiply operations

16 x 32 multiply operations

Dual 16 x 16 and Quad 8 x 8 multiply operations
Dual 16 x 16 multiply with add/subtract operations
Quad 8 x 8 multiply with add operations

Bit expansion

Bit interleaving/de-interleaving

Variable shift operations

Rotation

Galois Field Multiply

D unit (.DI, .D2)

32-bit add, subtract, linear and circular address calculation
Loads and stores with 5-bit constant offset

Loads and stores with 15-bit constant offset(.D2 only)
Loads and stores doubles words with 5-bit constant

Loads and store non-aligned words and double words
5-bit constant generation

32-bit logical operations
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Each register file consists of 32 32-bit registers. Each function unit in the two sets of
four functional units reads and writes directly within its own data path. That is, functional
units .1, .S1, .M1, .D1 can only write to register file A. The same holds for register file
B. However, two cross-paths (1X and 2X) allow functional units from one data path to
access a 32-operand from the opposite side register file. The cross path 1X allows data
path A to read their source from register file B. The cross path 2X allows data path B to
read their source from register file A. In the C64x, CPU pipelines data-cross-path accesses
over multiple clock cycles. This allows the same register to be used as a data-cross-path

operand by multiply functional units in the same execute packet.

3.2.2 Memory Architecture and Peripherals [15]

The C64x is a two-level cache-based architecture. The level 1 cache is separated into
program and data spaces. The level 1 .program’cache (L1P) is a 128-Kbit direct mapped
cache and the level 1 data cache (L:1D) is-a 128-Kbit 2-way set-associative mapped cache.
The level 2 (L2) memory consists-of 8-Mbytes memory space for cache (up to 256 Kbytes)
and unified mapped memory.

The external memory interface (EMIF) provides interfaces for the DSP core and
external memory, such as synchronous-burst SRAM (SBSRAM), synchronous DRAM
(SRAM), SDRAM, FIFO and asynchronous memories (SRAM and EPROM). The EMIF
also provides 64-bit-wide (EMIFA) and 16-bit-wide (EMIFB) memory read capability.

The C64x contains some peripherals such as enhanced direct-memory-access (EDMA),
host-port interface (HPI), PCI, three multichannel buffered serial ports (McBSPs), three
32-bit general-purpose timers and sixteen general-purpose I/O pins. The EDMA con-
troller handles all data transfers between the level-two (L2) cache/memory and the device
peripheral. The C64x has 64 independent channels. The HPI is a 32-/16-bit wide parallel
port through which a host processor can directly access the CPUs memory space. The
PCI port supports connection of the DSP to a PCI host via the integrated PCI master/slave

bus interface.
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3.3 TI’s Code Development Environment [17]

The Code Composer Studio (CCS) is a key element of the DSP software and development
tools from Texas Instruments. The tutorial [18] introduces the key features of CCS and
the programmer’s guide [19] gives a reference for programming TMS320C6000 DSP

devices. A programmer needs to be familiar with coding development flow and CCS for

building a new project on the DSP platform efficiently.

3.3.1 Code Composer Studio

The CCS combines the basic code generation tools with a set of debugging and real-time

analysis capabilities which supports all phases of the development cycle shown in Fig. 3.3.

Some main features of the CCS are

e Real-time analysis.

e Source code debugger common finterface for both simulator and emulator targets.

Advanced watch

Symbol browser.

e DSP/BIOS support.

Simple breakpoints.

window.

— Pre-emptive multi-threading.

C/C++ assembly langtiage support:

Design
Conceptual
planning

Code & build
Create project,
Write source code,
Configuration file

Debug

o Syntax checking,

Probe point,
Logging, etc.

Analyze
Real-time
debugging,
Statistics,
Tracing

h

[y

Figure 3.3: Code development cycle [18].
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— Interthread communication.

— Interupt handing.

e Chip Support Libraries (CSL) to simplify device configuration. CSL provides C-

program functions to configure and control on-chip peripherals.

e DSP libraries for optimum DSP functionality. The DSP library includes many C-
callable, assembly-optimized, general-purpose signal-processing and image/video
processing routines. These routines are typically used in computationally intensive
real-time applications where optimal execution speed is critical. The TMS320C64x

digital signal processor library (DSPLIB) provides some routines for:

Adaptive filtering.

Correlation.

- FFT.

Filtering and convolution.

Math.

Matrix functions.

Miscellaneous.

3.3.2 Code Development Flow [19]

The recommended code development flow involves utilizing the C6000 code generation
tools to aid in optimization rather than forcing the programmer to code by hand in assem-
bly. Hence the programmer may let the compiler do all the laborious work of instruction
selection, parallelizing, pipelining, and register allocation. This simplifies the mainte-
nance of the code, as everything resides in a C framework that is simple to maintain,
support, and upgrade. Fig. 3.4 illustrates the three phases in the code development flow.
Because phase 3 is usually too detailed and time consuming, most of the time we will not
go into phase 3 to write linear assembly code unless the software pipelining efficiency is

too bad or the resource allocation is too unbalanced.
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Compile
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Profile
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Compile
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Profile
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Phase 3:
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Assembly

Write linear assembly

¥
Assembly optimize
y
Profile
No
Yes

( Complete )

Figure 3.4: Code development flow for C6000 (from [19]).
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3.4 Code Optimization on TI DSP Platform

In this section, we describe several methods that can accelerate our code and reduce the
execution time on the C64x DSP. First, we introduce two techniques that can be used to

analyze the performance of specific code regions:

e Use the clock( ) and printf( ) functions in C/C++ to time and display the perfor-
mance of specific code regions. Use the stand-alone simulator (load6x) to run the

code for this purpose.

e Use the profile mode of the stand-alone simulator. This can be done by compiling
the code with the -mg option and executing load6x with the -g option. Then enable
the clock and use profile points and the RUN command in the Code Composer
debugger to track the number of CPU clock cycles consumed by a particular section

of code. Use “View Statistics? to view the number of cycles consumed.

Usually, we use the second technique above to analyze the C code performance. The
feedback of the optimization result cah-be.obtained with the -mw option. It shows some
important results of the assembly optimizer for each code section. We take these results

into consideration in improving the computational speed of certain loops in our program.

3.4.1 Compiler Optimization Options [19]

In this subsection, we introduce the compiler options that control the operation of the
compiler. The CCS compiler offers high-level language support by transforming C/C++
code into more efficient assembly language source code. The compiler options can be
used to optimize the code size or the executing performance.

The major compiler options we use are -03, -k, -pm -op2, -mh<n>, -mw, and -mi.

e -on: The “n” denotes the level of optimization (0, 1, 2, and 3), which controls the

type and degree of optimization.

— -03: highest level optimization, whose main features are:

* Performs software pipelining.
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x Performs loop optimizations, and loop unrolling.

x Removes all functions that are never called.

*x Reorders function declarations so that the attributes of called functions
are known when the caller is optimized.

* Propagates arguments into function bodies when all calls pass the same
value in the same argument position.

* Identifies file-level variable characteristics.
e -k: Keep the assembly file to analyze the compiler feedback.
e -pm -op2: In the CCS compiler option, -pm and -op2 are combined into one option.

— -pm: Gives the compiler global access to the whole program or module and

allows it to be more aggressive in ruling out dependencies.

— -op2: Specifies that the:module contains no functions or variables that are
called or modified from outside the soeurce code provided to the compiler.

This improves variable analysis:and allowed assumptions.

e -mh<n>: Allows speculative execution. The appropriate amount of padding, n,
must be available in data memory to insure correct execution. This is normally not

a problem but must be adhered to.

e -mw: Produce additional compiler feedback. This option has no performance or

code size impact.

e -mi: Describes the interrupt threshold to the compiler. If the compiler knows that
no interrupts will occur in the code, it can avoid enabling and disabling interrupts
before and after software-pipelined loops for improvement in code size and perfor-
mance. In addition, there is potential for performance improvement where interrupt

registers may be utilized in high register pressure loops.

3.4.2 Software Pipelining [20]

Software pipelining is a technique used to schedule instructions from a loop so that mul-

tiple iterations of the loop execute in parallel. This is the most important feature we rely
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on to speed up our system. The compiler always attempts to software-pipeline. Fig. 3.5
illustrates a software pipelined loop. The stages of the loop are represented by A, B, C,
D, and E. In this figure, a maximum of five iterations of the loop can execute at one time.
The shaded area represents the loop kernel. In the loop kernel, all five stages execute in
parallel. The area above the kernel is known as the pipelined loop prolog, and the area
below the kernel the pipelined loop epilog.

But under the conditions listed below, the compiler will not do software pipelining

[19]:
e [f a register value lives too long, the code is not software-pipelined.

e If a loop has complex condition code within the body that requires more than five

condition registers, the loop is not software pipelined.

e A software-pipelined loop cannot contain function calls, including code that calls

the run-time support routines.

e In a sequence of nested loops, the innermost loop is the only one that can be

software-pipelined.
e If a loop contains conditional break, it is not software-pipelined.

Usually, we should maximize the number of loops that satisfy the requirements of soft-
ware pipelining. Software pipelining is a very important technique for optimization; its

importance cannot be overemphasized.

3.4.3 Intrinsics [19]

We do not use any intrinsics in our code, but we introduce the concept of this tech-
nique here. The C6000 compiler provides intrinsics, which are special functions that
map directly to C64x instructions, to optimize C/C++ code quickly. All assembly instruc-
tions that are not easily expressed in C/C++ code are supported as intrinsics. A table of

TMS320C6000 C/C++ compiler intrinsics can be found in [19].
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Figure 3.5: Software-pipelined loop (from [15]).
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Chapter 4

Channel Bandwidth and Cyclic Prefix
Detection for IEEE 802.16e OFDMA

The IEEE 802.16e OFDMA standard is very flexible in choice of bandwidth, FFT size,
and CP length [2][p.781]. The FFT size can be 2048, 1024, 512, and 128. The ratio of
CP time to useful time can be 1/32, 1/16, 1/8; dnd 1/4. When performing initial network
entry, the MS may implement a scanninggand search mechanism to detect the DL signal.
This includes dynamic detection-of the FFT size and the channel bandwidth employed
by the BS. After detecting the bandwidth-and-the FET size, MS should search all possi-
ble values of CP until it finds the CP being used by the BS. In this chapter, we discuss
these detection issues. Note that, in bandwidth detection, we consider recognizing the
bandwidth structure. That is appropriated for cognitive radio, not necessarily needed by

WIMAX MS.

4.1 System Parameters

The system profile we select is WirelessMAN-OFDMA PHY profile, TDD, and single-
input single-output (SISO) operation. The center frequency is 3.5 GHz, and the FFT sizes
are 512, 1024, and 2048. The CP lengths are 1/32, 1/16, 1/8, and 1/4 of the FFT size. We
consider the PUSC permutation in CP detection simulation and use segment O to allocate
data subcarriers, but in bandwidth detection simulation and analysis, we consider use of
all subchannels with no pilot subcarriers and no preambles for convenience.

The modulation could be QPSK, 16-QAM, or 64-QAM with randomly generated data.

Other parameter values are as specified in Table 4.1.
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Table 4.1: System Parameters Used in Our Study

Parameters Values
System Channel Bandwidth (MHz) | 5 10 20
Sampling Frequency (MHz) 5.6 | 11.2 | 224
FFT Size 512 | 1024 | 2048
Subcarrier Spacing (kHz) 10.94
Useful Symbol Time (usec) 914

We consider the S-OFDMA system, that is, the FFT size is proportional to the allo-
cated bandwidth. Therefore, we can know the bandwidth employed by BS as the FFT size
is detected, and vice versa. So we only look at bandwidth and CP detection techniques in

this research.

4.2 Bandwidth Detection

As mentioned above, the MS should‘detect the channel bandwidth employed by the BS at
initial network entry. It may be 55 10, or 20 MHz. Because of the use of S-OFDMA, the
subcarrier spacing is fixed no matter which-bandwidth is used. We consider detecting the
bandwidth structure in a specific 20 MHz band where multiple systems that use different
bandwidths may coexist and the CFO1s assumed to be zero. The system profile in IEEE
802.16¢e [2] specifies some rules for the center frequency of a system of a certain band-
width. In our research, we assume the center frequencies of systems whose bandwidth
is 5 MHz are multiples of 2.5 MHz away from 3.5 GHz, and the center frequencies of
systems whose bandwidth is 10 MHz are multiples of 5 MHz away from 3.5 GHz. Fig-
ure 4.1 shows all possible bandwidth distributions in the 20 MHz, and detecting which
bandwidth distribution is in the 20 MHz is our major work. The following are the steps

of the bandwidth detection method that we use:
1. Receive signals with high sampling frequency (22.4 MHz).
2. After each 2048 points, do FFT to convert the signal to the frequency domain.
3. Calculate the power spectrum.

4. Calculate the mean power of 2048 points, and then each point power is divided by
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Figure 4.1: Possible channel bandwidth distributions with PUSC permutation. All 49
possibilities are listed on the right.

the mean power. This normalizes the-final:mean power to one.

5. Decide bandwidth distribution.

4.2.1 Interference Analysis

Ideally, we should like the result of step 3 to be something like that depicted in Figure 4.1.
However, even though the channel is perfect, we cannot get the perfect power spectrum
as shown in Figure 4.1. Interferences comes from two sources. One is the starting point
of each 2048 points may not fall in the CP or the first point in the useful time, that is,
the 2048 points may come from two adjacent OFDMA symbols. The proportions of the
two adjacent symbols depend on the CP length. The shorter the CP length the higher
the probability the 2048 points include two symbols. Figure 4.2 shows one example and

Figure 4.3 shows the resulting power spectrum. The other reason has to do with the

Cp ti Ccp t2

‘-

A r

Figure 4.2: The section of samples 1 (i.e., the 2048 points we get) may straddle over two
adjacent symbols.
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lambda = 500, T1 and T2 are 16—-QAM in 20MHz, perfect channel

451

3.5F

25¢

power

1.5}

0.5

0 500 1000 1500 2000
frequency

Figure 4.3: Power spectrum of 2048 points of one 20 MHz bandwidth signal with QPSK
modulation in perfect channel (A = 500).

relation between the center frequency| of leach system.and the sampling rate. The center
frequency of each system is a multiple of 2.5 MHz away from 3.5 GHz, but 2.5 MHz
is not an integer multiple of the ‘subcarrierspacing (10937.5 Hz). Therefore, when we
transform 2048 points of samples of signals, say; having a 3.5 GHz center frequency
into the frequency domain, the fractional subcarrier offset with signals that have center

frequencies at other than 3.5 GHz will cause interference. Figure 4.4 illustrates this effect.

Consider the case of a single 20 MHz system with center frequency at 3.5 GHz and
with 1/8 CP. Let the FFT start point be at the Ath point of one OFDMA symbol. That
is, the 2048 points we get include parts of two adjacent symbols where the first (2048 +
C'Plength) — X points are from the first symbol and the last A — C'Plength points are
from the second symbol. (See Figure 4.2.) Let r(n) denote the signal samples and let
the two adjacent symbols (without CP) be denoted t1(n) and ¢2(n), where n € N and
0 < n < 2047. And let their frequency spectra be denoted R(k), T'1(k), and T2(k),
respectively, where k£ € X and 0 < k < 2047. Because the first (2048 + C'Plength) — A
points of r are the last (2048 + C'Plength) — X points of t1, the first part of r is ¢1
left circular shifted by A — C'Plength points or, equivalently, right circular shifted by
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Figure 4.4: Power spectrum of 2048 points of three 5 MHz bandwidth systems with QPSK
modulation in perfect channel. All symbols are without CP and received with no offset.

2048 + C'Plength — X points. An the same way, the-latter part of r is t2 left circular
shifted by A — 2C Plength points;-or right circular shifted by 2C' Plength — ) points. We

have
R=T1ly, @W1+T2p, @ W2 4.1)
where
T1g, (k) = e ™0 x T1(k), T2g,(k) = €™ x T2(k),
6, = —[(2048 4+ C' Plength) — )], 0y = —[2 x C'Plength — A],
(2048+C Plength)—X\—1 1 2047

_1‘227712"74 o _i227rlzn

Wik) = 5 > eTE, W2AR) = o > e "2,
n=0 n=(20484-C Plength)—\

The means and the variances of 71'1y, and 7'24, can be calculated as follows:

T1y, = ™M T1(k) =0, T2, (k) = ?™%2T2(k) = 0. (4.2)

Since RITL(E)YS{TL(R)} = 0 = R{TL(k)} S{TL(k)}, R{T1(k)} and S{T1(k)} are

uncorrelated. Thus

Var[R{T1y, (k)}] = cos*(2mk6,)Var[R{T1(k)}] + sin®(27k0,)Var[S{T1(k)}]. (4.3)
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Now since T'1(k) are QPSK, 16-QAM, or 64-QAM data, Var[R{T1(k)}] = 1/2, and
Var[S{T1(k)}] = 1/2. Hence

1 1 1
Var[R{T1e,(0)}] = 3 0052(27rk01) + 3 sin2(27rk:€1) =5 4.4)
Similarly,

Var[3{T1y, (k)}] = cos?(2rk0,)Var[S{T1(k)}] + sin’

~—~

21k6, ) Var[R{T1(k)}]

1 1
=35 cos? (2mkb,) + 3 sin?(27k6;) = ~. 4.5)

DN | —

In the same way, Var[R{12,(k)}] = 3 and Var[S{T2y,(k)}] = 3. Therefore, the

means and variances of 714, and 72y, are independent of #; and 6, and are also indepen-
dent of \. So, we can find the mean and variance of | R(k)|* in terms of W1 and W2 as

follows. Note first that

Var[R{R)] = Var[R{WAY © R{Tilect] £V ar[R{W2} ® R{T2,}]
+Var[ ST} @ S{Tlp, J +V ar[S{W2} © S{T2,}].

VarlS{R} = Var[R{W1} &S{T o] +Var[R{W2} ® S{T2,}]
HVar[S{WIF@RITILY] + Var[S{W2} ® Re{T2,}]. (4.6)

Then

[R(F)[? = R{R(F)}? + S{R(F)}? = Var[R{R(k)}] + Var[S{R(K)}], &7

VarRE)P] = Var[R{R(k)} + S{R(K)}?]
= Var[R{R(k)}*] + Var[S{R(k)}?]
(since R{R(k)}? and I{R(k)}? independent)
= R{RM)} - R(RF)® + STRHE)} - S{R(K)JZ
= 2Var[R{R(k)}* + 2Var[S{R(k)}]? (4.8)

(assuming R{ R(k)} and S{R(k)} normal distributed)

where recall that for a normal random variable X ~ (p, 0%), we have X4 = 30*+ 602>+

pt
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Figure 4.5: The same bandwidth distributions shown in Figure 4.1 after power normal-
ization.

4.2.2 Bandwidth Decision Method

Because the number of all possible bandwidth distributions we have to detect is limited
(as Figure 4.1 shows), we can make use of the concept of multiple hypotheses testing to
detect them. First, we use (4.7) to calculate the mean of each point of all possible band-
width distributions. In order to apply to the fading condition, we normalize the power
to make the mean power of the 2048 points of the bandwidth distributions equal to one.
After we have received 2048 points and calculated the final normalized power spectrum,
compute the distance between the received power spectrum and that of all possible band-
width distributions. Here, the distance between A and B means the sum of the squared
differences between each point of A and B. Then, bandwidth distribution that has the
smallest distance is our determination. Figure 4.1 shows the mean of each point of some
bandwidth distributions, and Figure 4.5 shows that after power normalization. Due to
the fact that some points of the bandwidth distributions are almost the same, we present
two ways to calculate the distance. The main different of the two way is the number of
points to calculate distance. Here we call the number of points to calculate distance as the

number of dimensions of distance. So one of the two way is just calculates the distance
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in 2048 dimensions (2048D), and the other reduces the dimension to 23 (23D). The 23D
structure is as shown in Figure 4.6, where we combine the points that are adjacent and
have the same value no matter which distribution it belongs to, resulting in 23 segments.
In each segment, we calculate the mean of all spectrum points in it to transfer the received
2048 points and the 2048 points of each type of bandwidth distribution to 23D. And then,
like 2048D, we calculate the distance with new 23D, and choose the lowest distance as

the determination. We analyze the performance of these two methods in the following.
Detection Error Probability Analysis

Consider two arbitrary bandwidth distributions A and B, and the known means of power
of each points of them are |A[2 and | B|2, where [A|2 and |B|? can be calculate by (4.7).
Assume that the bandwidth distribution of the signal that we received is A. If we detect
A, then that means the distance between the pewer of received signal and W is lower
than the distance between the power of receivedssignal and W Conversely, if we detect
B, then that means some added noise-has rendeted the:power of received signal closer to
W than W Therefore, the distance,between W and W, and the variance of the dis-
tance between received signal and W are the key to analyze the detect error rate. Since
|AJ? and |BJ? are the given value, we can'calculate dist(]A|2,|B[2)? easily. Following,
we compute the variance of distance between any received signal and its bandwidth dis-
tribution type. For convenience, we calculate the squared distance instead of the distance.

For 2048D, let R4(k), k = 0, ...,2047, denote the 2048 samples of the signal which
original bandwidth distribution is A. The variance of the squared distance between R 4
and W are

o, 2047

Var[dist(Ra,|Al?)] = ZVGT[(|RA(k)|2 — |A(K)[2)?]

= D A(Ra(®)P — JAR)P) = [[Ra(k)]? ~ AR }

= S {20[RAR)P — 16[AERE[RAR)P + 4JAR) TRAR)P )

(since previous assuming R(k) normal distributed,

|R4(k)|* exponential distributed) (4.9)
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Figure 4.6: Each segment in the 23D structure calculates the mean of all spectrum points
belonging to it (PUSC permutation).

where recall that for a exponential randonmvariable X ~ Fx()\), we have X =

2. X3 =5 X1=

1
n X2 =

/\Sa

For 23D, let |RA( )\2 k = 0;...,22, denote_the 23-dimension averaged signals of
|R4|* (see Figure 4.6), where | R\ (k)]? = 22;(:1)(;1_1) num(k)_num(k iy [ Ralt )|%. Since
Ra(k), k =0,...,2047 are independent,

num(k)—1
BN 1 -
bR = tnumz(k—l) num(k) —num(k — 1) AP, (+10)
num(k)—1 1
t=num(k—1)

Similar to 2048D, the variance of the squared distance between R’, and | A|?

Varldist(R,, JAR)] = > Varl(Ry(k)P — AR

22 9

= D AIRLK)P = [A®R)P) — (| Ry (k)2 — [A(R)[2]? }

k=0

= N R0[R,BP — 6B PR, R + 4 ER)E TR (R )

(4.12)
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Theoretical Performance Analysis of 23D and 2048D

As preceding analyzed, the performance of bandwidth detection depends on the mean
and variance of distance between the power of received signal and different bandwidth
distribution.

We already known the squared power of bandwidth distributions is exponential dis-
tribution, but we cannot find the probability distribution of the squared distance of the
squared power of bandwidth distributions. So we try using the Q function at this stage to
calculate the probability that original A but detect B is
dist([AF, [BEY

P.(B|A) = Q(
\/Var[dist(|RA|2, | A[2)?]

), (4.13)

2 . .. .
where Q(z) = % fmoo e~ 2 dt. Then, the totally error probability of original A, is

49
P. = 1= [ foes R (A A)}, (4.14)
i=1ik

where A;, i = 1-49 and ¢ # k are the 48 types of bandwidth distribution other than
Ay. Consider the AWGN channel‘case. “We just add the variance of noise to Var[R{ R}]
and Var[S{R}], and use the new |R[2to compute as above. So we can calculate the
theoretical performance of 2048D and 23D in AWGN channel as Figure 4.7 shows.

However, the above analysis is assumes usage of all subchannels and no pilot sub-
carrier. If we want to apply this method to a true 802.16e OFDMA system, we need to
modify the means of all possible bandwidth distributions and the resulting formula is still
similarly to (4.7). We can even collect several 2048 points and average them in one de-
tection. If we collect n times 2048 points and average, the variance in squared distance
will be divided by n and the detection error rate would decrease.

In this section, we have considered the bandwidth structure in 20 MHz. There may
be systems that straddle two 20 MHz bandwidths, which follow the rules for the center
frequency of a system of a certain bandwidth specified by the system profile in IEEE
802.16e [2]. If we want to consider this condition, we have to calculate the mean power
spectrum of the straddling bandwidth distribution and add the straddle condition to all

possible bandwidth distributions. This would result in higher error rate and computa-
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The Theoretical Performance of a, b, and ¢ System in AWGN channel
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Figure 4.7: The theoretical performance of the detection of type a, b, and ¢ in AWGN
channel.

tional complexity, because the number of distances needed to calculate and compare is

increased.

4.3 CP Detection

After detecting the bandwidth and the FFT size, when performing initial network entry,
the MS should search all possible values of CP length until it finds the CP being used
by the BS. That is, we have known the FFT size and only have to detect four types of
CP length. In our research, we compare some CP decision methods that are also initial
timing offset estimation methods and are completely blind relying solely on the repetitive
signal structure of OFDMA symbols. This appears simplest and suitable for use in IEEE
802.16e OFDMA. Finally, we choose one to use in our program. Note that here we need

to detect CP for just one system, and the start time of this signal has limited inaccuracy.
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4.3.1 CP Decision Method

Preamble Complex Conjugate Correlation [23]

In an OFDMA system, the first symbol of a frame is preamble, whose data values in the
frequency domain are real. That makes the preamble complex conjugate symmetric in the
time domain. Denote N by the FFT size and let r be the received preamble signal in the

time domain. The conjugate symmetric correlation can be written as

N N
Xes(n) = r(n + 5 i) x r(n+ 5} +1). (4.15)
We can find

=L ppeop Xea(n), (4.16)

where 7 is the start of the symbol (without CP). Since our aim is to detect CP length, we
find the signal length before the start of the-symbol, and that length is our determined CP
length.

The advantage of this methodis that we-canuse only one symbol (preamble) to detect,
but the disadvantage is that we haveto-calculate 4V,/2 multiplications for every conjugate
symmetric correlation, which results in an overall complexity O(/Nn). To reduce the

complexity, we consider the following detection method.
CP Complex Conjugate Correlation [24]

The simplest and appropriate CP detection method for IEEE 802.16e OFDMA is blind
estimation based on CP structure. Since there is a CP in front of each OFDMA symbol,
we test four CP lengths to do CP complex conjugate correlation and find the mean of
the correlation values of several OFDMA symbols. The CP length that has the largest

correlation value is the determined value. Therefore, let
# = arg max{|\(7)[*} 4.17)

where



with ¢ being the testing CP length. There are some design parameters in this method. We
can design the number of correlation symbols. The more symbols we use in the detection,
the better accuracy we obtain, but the more time it costs. So the decision of this parameter
should be considered with the detection error penalty.

Consider the computational complexity of this method. Because the calculation of CP
correlation can use the sliding window technique to reduce the computational complexity,

it results in a complexity of O(r).
Performance Analysis

In this section, we analyze the performance of the CP complex conjugate correlation
detection method that we employ. Let the number of symbols that we collect to do cor-
relation be L. Than, when we are testing the right CP length, c|\(7)|* would be equal
to L? in perfect channel. But the signal,samples.that we do correlation with wrong a CP
length may overlap those that we do correlationwith the right CP length, which results in

the condition that when we test the wrong CP length, the expected value of |\(7)|?> would
not be equal to zero, although the correlation with wrong CP length are low. Figure 4.8
shows an example where the real CP.is 1/8, so the'signals in the gray block are all the
same signals (ignore the noise and CFO), then, |\(7)|? of the first symbol with CP 1/4

will result in (1/2)?, and | \(7)|? of first symbol with CP 1/8, 1/16 or 1/32 will all result in

1. We can easily calculate that how many symbols they may overlap by finding the lowest
common multiple. Figure 4.9 depicts the data. Note that, we lists the number of symbols
that are not repeat to the start condition, that is the length we listed is the lowest common
multiple of real CP symbol and testing CP symbol. Let the number of the No. of testing
CP symbols that are not more than L be M and the correlation value due to overlap one

time be O. Than, the expected value of the wrong CP correlation value is (M x O)2.

4.4 Simulation Results

The system parameters for our simulation are defined in Table 4.1 and chap. 4. The
simulation platform is Matlab. We only use 16-QAM modulation in the simulation for

simplicity. Note that, in bandwidth detection error, the MS will fail to find the preamble.
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Figure 4.8: An example of CP overlap between different CP lengths.
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Therefore the penalty for detection errors is the need to detect one more time, or to waste
one more frame. So we just simulate the error rate to 10~%. The mobile speed is from 0 to
240 km/hr. The signal-to-noise ratio (SNR) used in our simulations means the ratio of the
variance of the received signal samples to that of the noise samples and the CFO is zero

in bandwidth detection simulation.

4.4.1 Bandwidth Detection

The bandwidth detection simulation flow is as shown in Figure 4.10. First, we randomly
generate data and put them in subcarriers. Second, we transform data to time domain
and add CP. Third, resample the signals to 20 MHz. Besides the Nfft and CP, the three
steps are all the same to all systems. Fourth, we observe the rule of center frequency
allocation to shift the systems in frequency domain. Due to the center frequency allocation
is specified, the number of systems are’not more than four. Finally, the signals of all
systems pass through the channel and. we receive. the summation of them at the receiver.
Note that, in the flow the resampling is a Matlab function that can resample the signals
at another sampling rate. The resample funetion-is based on zero frequency and expand
the bandwidth to both sides of zero,'so.we have to shift the signal frequency to between
—Nygi/2and Ny /2—1 before resampling. After resampling we shift the frequency back
to 1 and Nys. In addition, the timing offset and CP length of each system are assigned
randomly in 0 — 2047 + C'Plength samples and four types.

Since the earlier analysis is based on using of all subchannels, no pilot subcarriers,
no preamble, and every 2048 points execute one test, Figures 4.11, 4.12 and 4.13 show
the bandwidth detection of one 20 MHz system simulation result in the above conditions
with AWGN, SinglePath, SUI-3, and SUI-4 channels. We can find that in most cases
the performance of 2048D is better than 23D. Besides, the performance of 2048D is
much better than the theoretical result that we desired above. The discrepancy may result
from that we have used Q function to calculate dist* but actually dist® is not normal
distributed. Figures 4.14 and 4.15 depict the histogram of dist(a,a)? with 2048D and
23D that we get by experiment 10* times in AWGN channel with SNR 0dB. Since the

points in 23D is the mean of several points, the squared distance distribution at 23D 1is
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Figure 4.10: Flow diagtam of l‘)andvs./i‘dth detection simulation.
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Figure 4.11: Detection error rates of one 20 MHz system in SinglePath and AWGN chan-
nels.
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more like normal distribution than at 2048D, this may result in the theoretical value is
more close to experimental value in 23D than that in 2048D. We can find, moreover, the
performance in SUI-4 is better than in SUI-3. It may result from the coherent bandwidth
fo = 1/T,,, where T, is the maximum access delay. Since the T,, of SUI-4 is larger,
the coherent bandwidth in SUI-4 is smaller. Therefore the spaced-frequency correlation
function of SUI-4 channel is more stable and suitable for our bandwidth detection method.
Figures 4.16 and 4.17 show the spaced-frequency correlation functions of SUI-3 and
SUI-4, respectively. In Figure 4.18, we show the pie chart of the bandwidth detection
error distribution in moving speed 120 km/hr, SNR 0 dB, SUI-3 channel. As may be
expected the more similar the bandwidth distribution is, the higher the probability to be
detected.

Figure 4.19 shows the bandwidth distribution detection result in SUI-3 channel of
one system with 10MHz bandwidth and the cénter frequency is 3.5 GHz and (3.5G —
5M) Hz, that bandwidth distributions-are “b” and “¢”. Because the central frequency
shift 5 MHz is not an integer multiple of the subcarrier spacing (10937.5 Hz), the power
spectrum would exhibits some interference-like-Figure 4.4 show, which results in that the
detection performance of this system is.worse than.the system whose center frequency is
3.5 GHz in 2048D. Since the distributions “b” and “c” are very close to “i+j” and “h+i”,
the error rate drop very slowly when the SNR is larger than 2 dB in the 2048D method.
However in 23D, the performance of “c” is better than “b” and the error rate drops when
the SNR becomes larger. This may result from that the 23D method takes the average of
some points to calculate the distance, so that the influence of frequency shift of fractional
samples is less and performance of “c” is better than “b” in theoretical performance.

Now we consider the computational complexity of the 2048D and the 23D methods.
Let S denote the number multiple to 2048 points, and we use S x 2048 points to execute
one detection. For 2048D, we calculate the power of each points results in .S x 2048 x 2
multiplications, and average the power of S symbols result in 2048 multiplications (if
S = 1, ignore it). The distance between received power spectrum and 49 types power
spectrum results in 2048 x 49 multiplications. So totally S x 2048 x 2 4 2048(S >
1) +2048 x 49 = 4096.S + 2048(S > 1) 4 100352 multiplications. For 23D, we calculate
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Figure 4.12: Detection error.rates of.one 20 MHz system in SUI-3 channel.
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Figure 4.13: Detection error rates of one 20 MHz system in SUI-4 channel.
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Figure 4.14: The histogram of thesquared of distance between “a” system and mean
power of “a” in 2048D.
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Figure 4.17: The spaced-frequency correlation function of the SUI-4 channel.
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Figure 4.18: Distribution of bandwidth detection errors at SNR 0 dB, SUI-3 channel.
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the power of each points as 2048D are totally S x 2048 x 2 + 2048 multiplications, and
transfer to 23D need 23 multiplications. The distance between received power spectrum
and 49 types power spectrum results in 23 x 49 multiplications. So totally S x 2048 x
2 4+ 2048(S > 1) + 23 4 23 x 49 = 40965 + 2048(S > 1) + 1150 multiplications. The

computational complexity of 23D is much lower than 2048D.

4.4.2 CP Detection

The system of CP detected simulation is as mentioned above and the PUSC permutation
with using segment O to allocate data subcarrier. In this subsection, we depict the perfor-
mance and computational complexity of the CP complex conjugate correlation method.
The range of timing offset is from —15 to C'P randomly assigned. Figure 4.20 shows
the CP detection error rate of 1/8 and 1/16 CP system in AWGN channel and summation
the correlation of L = 5, 6, or 7 symbols‘every one test. Because the fewer number of
correlated points, the larger variance of correlation value resulted. Since the correlation
length of 1/16 CP is shorter, the-variance of CP correlation value of original 1/16 CP is
larger. so the error rate is higher than:otiginal-1/4 CP. In Figure 4.21, we show the pie
chart of type of error detected CP when original'1/8 CP, L. = 5, and SNR 4 dB. Since
the preceding section has analyzed the expected value of CP correlation of, result from
CP overlap, 1/4, 1/8, 1/16, and 1/32 CP are 0.5, 5, 1, and 1 when L = 5 and original 1/8
CP. Therefore it has the highest probability of detected error to 1/32 CP, and the second
is 1/16 CP. Because there is long correlated length and less expected value in 1/4 CP, it is
almost not to be error detected.

Now we consider the computational complexity of this method. Let the search range
of timing offset be 7. Since we need to do correlation with each type of CP and each
correlation use 2 multiplications, that resultin 2 x (1/4+1/8+1/16+1/32) X Np x L
multiplications. After every symbol correlation, it use one multiplications to average the
correlation with different test CP length, that result in L x 4 multiplications. Because
the usage of sliding windows, the number of multiplication related to «y is (y — 1) x 3
(3 include 2 for correlation and 1 for average). So the total number of multiplications is

2(1/4+1/84+1/16+41/32) x Ny x L+4L+ 3(y — 1). Note that, since the CP lengths
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Figure 4.20: The CP detection error rate in AWGN channel.
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are all integer powers of 2, the 4L multiplications can be ignored.
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Chapter 5

Information Element Handling and
DSP Implementation

After finding the bandwidth and CP, as MS performing the initial network entry. The next
procedure is to read the data in the signal. See Figure 2.7, the frame structure is composed
of preamble, FCH, DL-MAP, and bursts. ‘The permutation rules of burst are defined by
MAUC, and the related information (centains subchannel offset, number of subchannels,
OFDMA symbol offset, and number of OFDMA symbols of each burst) are wrote in
the DL-MAP. The front of DL-MAP is"F€H-that contains the information of DL-MAP
(Figure 2.8 shows the FCH format). So in the DL system, MS must read the FCH first
and find the DL-MAP base on the repetition coding indication read in FCH and then find

the burst and read data.

5.1 Information Element Handling

Because MS must expand the information element every time it received a frame. To
improve the information element expanding complexity is important. Here we consider
the implementation and optimization of information element handling techniques on DSP.

Following we introduce the optimization techniques used in the system. Besides uti-

0|1|2‘3|4‘5|5|7 F] |9|10|11|12|13‘14|15‘1s|1?|1a|19|20|21|22|23|24‘25

%)

G| 27 |28 |20 |30 [ H

csta=amod32 <«— information
information — cstb = 32 - (b mod 32)

0 ‘ information

Figure 5.1: The procedure of read the information from 32bits aligned IE.
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lizing the compiler options we mentioned before, we adjust the program for compiler
to software-pipeline the loop automatically and use the function that are TMS320C6000
C/C++ Compiler Intrinsics. Since the DL-MAP stream contains several type of IE and
each information element length is different even variable. We suppose that the DL-MAP
stream is 32 bits align, that reduce the probability of information element be separate to
different integer. So we transfer the DL-MAP stream to 32 bits align and then use func-
tion uint _ extu(src2,csta,cstb), extracts the specified field in src2, zero-extended to 32
bits. The extract is performed by a shift left followed by a unsigned shift right; csta and
cstb are the shift left and shift right amounts, respectively. Let the input signal, R, are 32
bits align (if not transfer them), and the information we want to read is among the ath bit
to the bth bit. The output of _extu(R,(a mod 32),(32-(b mod 32))) is the information we
desired. Figure 5.1 depicts this method. We can use this method to handle all information
in FCH and DL-MAP. Furthermore, we also make_use of several useful compiler options
supported by TI’s compiler. As mentioned in chapter 3, the compiler options can be used
to optimize code size or execution performance. The major compiler options we utilize

are -03, -k, and -pm -op2.

5.2 The Optimization Result

Figure 5.2 shows the method we used to decode the repetition coding and Figure 5.3
shows some assembly code depict the optimization result. Figure 5.4 and Figure 5.5

shows the byte to words ¢ code and part of assembly code.

for(j=0;j<{repe;j++)

1
countl[0]+={in2 [0]&1);
countl[1]+=({1in2 [0]&2)>>1;
countl[Z2]+=({1in2 [0]&4)1>>2;
countl[3]+=({in2 [0]&E8)>>3;
count1[4]+=(1n2[D]&16)>)4;
countl[S]+=(1in2 [0]&32)>>5;
countl[6]+=({in2 [0]&64)3>6;
countl[7]+=({1n2 [0]&128)1>>7;
inZ+=length;
h
out[1]=(countl[0]>(int) (repers2)) M (countl[1]>(int) (repes2) 14411
((countl[2]>(1int) (repers2) )1<<2) " ((countl[3]>(int) (repess) ) <<3)"
((countl[4]> (int) (repers2) )1<<4) ™ ((count 1[S5] > (int) (reperss) ) <L5)°
((countl[6]>(int) (repers2) 1<<0 ) ((countl[7]>(1int) (repers2) 1<£7);

Figure 5.2: A part of C code for decode repetition coding.
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for(j=0;j<repe;j++]1{

00091232 00400ADA CMPLT.LZ 0,Ble,.B0
00091240 306DA1Z0 [IBO] EHOP.Z1 DWSLS repetitionS125E.5S
oon91z244 DWsLs_repetitiontisE:

000912B3 0O003E0SA SUB.LZ BO,1.B0
oo0912BC 2FFFF990 [ BO] E.31 DWSLS repetitionS4sE
0o0912C0 30468120 [TBO] EHOF.Z1 DWsSLs_repetitionzl1SE, 4
ooo912c4 DWsLs_repetition35SsE:

oo0912c4 043DEZE4 =TE.DZT1 A0, *+35F [0=zF]
ooo91z2ca DWsLs_repetition$heSE:

oo0912CcaE 088403E3 MV, 32 CER.B17
ooo912cc oooooool MOP

ooo0912Dp0 00000001 KO

0o0912D4 00000000 ROP

000912DE 0247CFSA LMD LZ -2,B17 .84
oo0912Dc 00900342 M. 52 B4 ,C2R
0O0912E0 repetitions73E:

000912E0 03941FDE OR.L2E 0,45,B7
000912E4 0003C143 SUB.S2 BO,2.BO
OO00912EG 02930214 LDEI.DIT1 ®=+AR[0x0] A5
000912EC 030C1FDH OR.L2E 0,23 ,.B6
QO00912F0 0O0OQQ&A3SY [ MVE.L1 0,a0
0O0912F4 z001102F% || [|BO] BEBDEC.3Z2 L5,EO
000912FE 04431FDE OR.L2E 0,515,848
OOD91ZFC DOOCOOEE || MVEH.Z 1 Dxz10000,A0
ooo91300 L5:

00091300 01975F0p EXTU.51 A5,26,31,43
0op91304 D4a4p07Rp || [YAD] ADD.L1 43,49, 49
0op91308 D420207E || [WaD] &ADD.LZ BS,BS.BB
00o09130C 0Z93BFOE || EXTU. 52 B4,29,31,.B5
00091310 D31CCE4p || ADD.D1 A7 AR AR
00091314 01977FOp EXTU.31 85,27 ,31 A3
00091318 De40e07w || [WAO0] ADD.L1 A3,8160, 4810
0op9131C D3I9CAOTE || [l&0] ADD.LZ B5,B7 .B7Y
00091320 DZ139F0E || EXTU.32 B4,.28,31,.EB4
ooo91324 02980214 || LDEII.DIT1 *#=+A0[0xz0] A5
00091328 COOO4F0] [[&0] MP¥ZII.M1 2.a0,40
0op9132C DESEZ54Y || [1a0] &ADD.D1 83,817,417
00091330 D318307H || A0] ADD.LZ B4 ,B6.EB6
00091334 09142F5 [ AMND.L1 1,485,418
000913358 0D194E9a11 || SHRELT. 51 &5, 0x7,A3
0009133C 20FF 1023 || BO] BDEC.3Z L5,.ED
00091340 D21418F2) || OF . D2 0,45,B4
00091344 02124079 ADD.L1 AlG, A4, A4
00091345 040D0G41 ADD.D1 A3, AB,AD
00091342 0197 3F09 EXTU.51 A5,25,31 A3
00091350 0293DF0A EXTU.32 B4,.350,31,.EB5

Figure 5.3: A part of assembly code for decode repetition coding. The adjacent parallel
lines in the ellipse means which instructions are parallel.
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vold ByteZWord (unsigned char #*in, int length, unsigned *out)

1
int i:
for(i=0;i1<{int)lengths4;i++)
out [0]=(in[0]<<24) ~ (in[1]<<16) ~ (in[2]<<8) = in[3]:
in+=4;
out+=1;
¥
if(length3d 1= 0]
for(i=0;i<lengthX4;i++){
aut [0]=cut [0]™(in[1]<<{3-1)%*8);
}
¥
i

Figure 5.4: A part of C code for byte align transfer to 32 bits align.

for({i=0;i<({int)length-4;1i++){

0009143C 004088DA CMPGT.L2 4,B16.B0
000914A0 20BBAlZz0 [ BO] BEBHOP.21 [PHREIRNS
00091564 O003EOSA SUB.L2 BO,1.EB0O
000931568 ZFFFFALO0 [ BO] E.21 L14

0009156C 303B81z20 ['BEO] BHOFP.21 L19.4
00091570 DWSLS_BvteWordS9sE:

00091570 00000000 HOF

00091574 L15:

00091574 038403E3 MW, 52 CSR.B7
00091578 0003C05A SUE.LZ2 E0.2.E0
0009157C 031FCEFS5A AND.L2 -2.B7 .86
00091530 0093034 MW, 52 B&,CSR
00031584

00091584 2001102 BO] BDEC.EZ L17 .80
00091588 0Z941FD) OR.L2X 0,245,835
000%158C 002000 MVE .51 O0x4000,A0
00091590 008B0A3 MWE.L1 0,21

000915394 0ZOFFO SUB . L2X A3,1,B4
00091598 008000 MVEH.51 Ox10000,A1
0009159C 030C%6 LDEU.DIT1 =A3++ [0x4] .46
00091540

000%15a0 200010 FO0] EBDEC.2Z2 L17.EO
00091544 02950C ZHL .31 A5,0x3,4A5
00091348 030Ce0[L4 LDEU.DIT1 ®-A3[0x3].,46
000%315AC E50544F01 1] MPYSU.M1 2,h1,41
000915E0 0O310DIFE XOR.L2¥ Bo.,A4,.B6
000915E4 0Z14E Z0R.L1 A7 .,A5,44
000%315B8 93109297 k1] LDEU.DZTZ *++B4[0xz4].B6
0009153BC 02990C/A1 ZHL .31 A6 ,0x3,45
000913C0 038C40114 LDEU.DIT1 ®-A3[0x2].,47
000%315C4 COO04F 0] MPYIU.M1 2,A0,40
000915C8 D31436 |0]  2Tw.D2T2 BA,®*B5++[0x1]
000915CC 0Z110cC SHL .51 A4,0x3,44
000%315D0 0294CD HZOR.L1 AR A5 AS
00091504 030C%6 LDEU.DIT1 =A3++ [0x4] .46
0oo0915Dhe LS| Bvte2WordS 135E:

000%315D8 0z20Ce0 LDEU.DIT1 ®#-A3[0x3] .44
000915DC 0Z2950CA ZHL .31 A5,0x3,4A5
000%15E0 0310DDF XOR.L2X B6,A4,B6
000%15E4 0234EDF HZOR.L1 A7 A5 .AS
000915E8 0210929 LDEU.DZTZ2 *++B4 [0xz4].,B4
000913EC 020C4015 LDEU.DIT1 ®-A3[0x2].,44
000%315F0 02190CA0 ZHL.31 AR, Ox8,A4

Figure 5.5: A part of assembly code for byte align transfer to 32 bits align. The adjacent
parallel lines in the ellipse means which instructions are parallel.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we first presented bandwidth and CP detection method of the IEEE 802.16e
OFDMA TDD system that should be executed at initial network entry, and verified them
through Matlab computation. Second; we presented the information element handling
techniques that MS should practice at every downlink frame after network entry , and we
implemented it on TIs C6416T digital signal processor:

In bandwidth detection, we proposed a method to detect 49 types of bandwidth distri-
bution in 20 MHz range and S-OFDMA system with no CFO. First we compute the mean
power of each point at frequency domain in each type. Then, considering 2048D and 23D
to compute the distance between the power spectrum of received signal and the computed
mean power of each type. Finally, finding the type that result in the smallest distance
is the determined bandwidth distribution. Simulation result shows the 2048D method is
usually better than 23D method and in SUI-4 channel can get better performance than in
SUI-3 channel. But the computational complexity of 23D is much lower than 2048D. The
error rate in system “a”, “b”, and “c” are all less than 0.01 when SNR larger than 4dB at
SUI-3.

After detecting bandwidth, the MS has known the bandwidth and FFT size in the
system it enters and has to detect the CP. Considering the compute complexity, we use
CP complex conjugate correlation to test four possible CP length, and choose the CP
that result in the largest correlation. Simulation results show the shorter the original CP

length, the larger detection error rate result. And the CP length which is short has higher
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probability to be error detected.

As MS complete the network entry, it must to read IE every downlink frame, we
proposed an information element handling method that has low compute complexity and
DSP implementation and optimization of the method employing the Code Composer Stu-

dio (CCS)

6.2 Future Work

There are several possible extensions for our research:

e Consider to detect the bandwidth and FFT size that are not S-OFDMA system. That

is the Bandwidth is not proportional to FFT size.

e Analyze the performance of the bandwidth detection method. In this thesis assum-

ing the distance normal distributed 1s not suitable.

e Design bandwidth detection algorithm from network entry point of view for WiMAX

MS.

e Try to implement the CP and bandwidth detection method on DSP since we only

implement the information element handling in this thesis.
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