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Power-Aware Coding for H.264 Video Chip

Student: Wei-Cheng Chang Advisor: Dr. Tian-Sheuan Chang

Department of Electronics Engineering & Institute of Electronics

National Chiao Tung University

Abstract

Limited battery capacity is always a major concern for increasing the working
time of mobile multimedia devices. Thus, power-aware video coding has become
popular in recent researches. However, previous works on software-based approaches
are optimized on power-rate-distortion, but not suitable for ASIC design due to its
processor-based formulation and modeling., On the other hand, hardware-based
approaches only directly adjust®its power consumption in response to different
operating conditions without considering raté-distortion (RD) performance.

Being aware above problems, this thesis proposed a power-aware video coding
suitable for dedicated H.264 ASIC ! design. The proposed method uses encoded
rate-distortion (RD) cost to predict and allocate the power for each macroblock (MB)
under the given power constraint. Then the corresponding intra modes and inter modes
are selected based on content to maximize the RD performance. Thus, simple MBs will
have less power allocation while complex MBs will have more power for better overall
RD performance.

The simulation result shows that the proposed method at 65% of power constraint
can achieve nearly the same quality and bit rate as that in full power mode but only
consumes 32.5% of full power for low motion sequences. For high motion sequences,
the proposed method can degrade the quality gracefully for increasingly lower power
supply, and achieves more than 1dB higher at PSNR compared with non power-aware

scheme.
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1. Introduction

1.1. Background

Mobile multimedia devices become very popular in our daily life with the fast
development of semiconductor and communication technologies. In these devices,
more novel and fancy multimedia functions are integrated in order to meet
consumer’s endless demand for entertainments.

Thus the demand can be fulfilled by recent H.264 video coding standard [1] due to
its outstanding coding efficiency and visual quality. The coding efficiency and visual
quality are enhanced by powerful coding tools [2], such as variable block size motion
estimation, directional intra prediction,,context-based adaptive variable length coding,
and in-loop de-blocking filter. At-the same time; these powerful coding tools also lead
to high power consumption overhead.

To support high power consumption‘of H:264 videéo coding on a mobile device with
limited battery capacity, the emerging concept of power-aware design [3] [4] [5] [6] is
expected to be introduced for further power optimization. The design idea is to
provide more operating point between binary on and off state. As a consequence, the

power-aware design helps extend the battery lifetime of mobile devices significantly.

1.2. Related Work

According to related works on power-ware video encoder, we separate them into
two categories. One is the software-based approaches [7] [8] and the other is the
hardware-based approaches [9] [10] [11] [12].

First, the software-based approaches are optimized on power-rate-distortion but not

suitable for dedicated hardware due to its processor-based formulation and modeling.
2



Then, the hardware-based approaches have multiple power modes of operation and
adapt the power mode according to the awareness of power constraints. However, the
adaptation is only a look-up-table, and no further rate-distortion optimization is

considered.

1.3. Motivation and Contribution

The issues mentioned above motivate us to develop a power-aware video coding
system suitable for the H.264 ASIC design to maximize the rate-distortion
performance while can dynamically meet different power constraints.

First, we analyze the encoding mechanism of our H.264 ASIC design and its power
consumption of the major encoding modules. Then, we develop a corresponding
video encoding architecture which adaptively controls the power consumption of
power-demanding part by the .proposed ~algorithm. The proposed algorithm
dynamically allocates availablespowerto-each-MB according to encoded RD cost in
order to maximize the RD performance. Under such scheme, we further develop the
following methods for these power-demanding parts.

1. We adopt a method of pre-skip mode detection to find if that is a pre-skip
MB in order to save the most power consumption.

2. We propose fractional motion estimation (FME) power allocation method to
determine appropriate power for FME encoding for maximizing RD
performance.

3. We propose an INTRA power allocation method which can allocate

essential power to INTRA-prone MB according to a content-adaptive threshold.



1.4. Organization of the Thesis

In this thesis, the H.264 video coding standard and our previous work on H.264
encoder chip will be introduced in Chapter 2. We review some recent works on
power-aware encoder design in Chapter 3. The proposed hardware-oriented
power-aware algorithm is presented in Chapter 4. We present the simulation result of
our proposed algorithm in Chapter 5. Finally, conclusion and future work are in

Chapter 6.



2. Overview of H.264 Standard and Encoder Chip

2.1. Overview of H.264 Standard

The H.264/AVC video coding standard [1] consists of a number of coding tools.
Compared to the prior video coding standards, many important and new techniques
can be found in [2]. Here, we would like to give a brief introduction of these tools,
which have existed for some time but well integrated to form outstanding

compression efficiency in H.264.

2.1.1. Encoding Structure

A simplified encoding flow of H.264 is shown in Figure 2-1 [13]. A video frame is
first partitioned into a number of }6x16 Macro Blocks (MBs). Then each MB may go
through the intra-prediction or ‘therinter-prediction called motion unit called Motion
Estimation (ME). The intra-prediction unitusesithe neighboring block data to predict
the current block. The inter-prediction unit-uses the references frames to predict the
current frame. Each predictor has a number of modes. A good design should pick up
the best mode with the lowest rate and distortion. The prediction residuals are the
transformed, quantized and entropy coding into the output encoded bitstream. In order
to continue operating on the next incoming frame, the quantized current frame is

reconstructed and stored.
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2.1.2. Variable Block Size Motion Estimation

In H.264, the standard defines the various block sizes for motion estimation. Seven
kinds of block sizes are introduced, including 16x16, 16x8, 8x16, 8x8, 8x4, 4x8 and
4x4. Tt helps to enhance the etficiency|jof coding irregularly shaped objects or

background behind moving objécts.

2.1.3. Quarter-Pixel Resolution-Motion Vector

The H.264 supports quarter-pixel resolution motion compensation, which is first
found in the advanced profile of MPEG-4 Visual (Part 2) standard. It uses a 6-tap

filter for interpolation.

2.1.4. Directional Intra Prediction

The H.264 uses the intra prediction techniques to reduce the spatial correlation
inside a block. This technique estimates the current block prediction based on the
previously encoded and reconstructed blocks. The intra prediction also adopts

various-directional prediction modes to further enhance the coding efficiency.



2.1.5. In-Loop Deblocking Filter

In H.264, a filter is applied to every decoded macroblock in order to reduce blocking
distortion caused by block-based transformation. In the encoder, the deblocking filter is
applied after the inverse transform and before reconstructing and storing the
macroblock for future predictions. In the decoder, it is applied before reconstructing
and displaying the macroblock. The filter has two benefits: in the first place, block
edges are smoothed, improving the appearance of decoded images, especially at higher
compression ratios. In the second place, the filtered macroblock is used for
motion-compensated prediction of further frames in the encoder, resulting in a smaller

residual after prediction.

2.1.6. Context Adaptive Entropy,Coding

Two entropy coding methods; Context-based:Adaptive Binary Arithmetic Coding
(CABAC) and Context-based: Adaptive Variable Length Coding (CAVLC), are

provided in H.264. Both methods contribute overall compression performance a lot.



2.2. Overview of H.264 Encoder Chip

2.2.1. Overview of H.264 Encoder Chip

In this section, we briefly overview our previous work on H.264 encoder chip [14].
We present the system overview in Figure 2-2. It focuses on high definition and high
resolution video, and supports high profile coding tools. The new high profile coding
tools are included as the shaded parts. The system architecture of the encoder has
three MB-pipelining stages.

The first stage is the integer motion (IME) stage which occupies the most
computation and memory resource of the entire H.264 encoder. For IME, we use a
parallelized subsampling algorithm, Parallel Multi-Resolution ME (PMRME) [15]. It
searches three subsampling levelstof different search ranges in parallel so that all
searches are done within 256 cycles in single.step. After IME, we use Mode Filtering
(MF) to select only two best modes for’ EME-refinement so that FME tests at most 18
motion vectors instead of 41 motion veetors.

In the second stage, intra prediction and fractional motion estimation (FME) are
placed in the same stage to share the current block buffer and pipelined buffer. As for
FME, it searches only six candidates in a single step to improve the throughput. On
the other hand, the intra prediction supports intra8x8, intra4x4 and intral 6x16. It uses
eight-pixel parallelism to solve the high throughput request and structure hazard.

The third stage is the entropy coding stage including Context-Adaptive Variable
Length Coding (CAVLC) and Context-Adaptive Binary Arithmetic Coding (CABAC),

which both provide high compression efficiency to generate the final bit-stream.
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Figure 2-2 system overview of H.264 high profile encoder [14]

2.2.2. Power Consumption of H.264 Encoder. Chip

The previous work focuses on high profile and high definition. However, the power
consumption of previous work iS:too large to afferd on mobile multimedia devices
with small size resolution. As a consequence, we discard some power-hungry
components, such as high profile coding tools, level-1 IME and level-2 IME, and
form a modified design for our proposed power-aware H.264 encoder.

We generate power consumption result from PrimePower post-layout simulation.
Our design is fabricated by UMC 0.13um process. The required operating frequency
is 7.2 MHz for Common Intermediate Format (CIF) sequence. The average power
profile from different sequences is shown in Figure 2-3. The power consumption of
IME only consists of PMRME level-0 mention before. The power consumption of
FME is the 2-mode FME power consumption. The power consumption of INTRA

consists of intra4x4 and intral6x16. The power consumption of OTHERS consists of



a number of necessary parts, such as external bus controller, global controller, current
buffer, deblocking filter, and pipeline registers. Note that the power profile is 15%
when the pre-skip mode detection [16] is occurred. We use the power profile
generated here as a power database for developing the power-aware H.264 video

encoder in Chapter 4.

OTHERS
39%

Figure 2-3 E&e}_préfﬁ}y o,‘FH,2»64'.y1deo encoder
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3. Review of Power-Aware Video Encoder

The power-aware design concept [3] [4] [5] [6] has been introduced recently for
further power optimization due to supporting high power consumption multimedia
function, such as H.264 video coding, on a mobile device with limited battery
capacity.

Simply speaking, a power-aware design is a smart design that is aware of the
limiting power, and it can utilize the available power in a smart and efficient way by
dynamically adjust its power consumption. The design idea is to provide more
operating point between binary on and off state. For example, in a power-rich
environment, a high quality service is preferred in spite of higher power consumption
cost. On the other hand, if the battety capacity'is low, users may allow poor quality
service with lower power consumption. -As a result, the power-aware design helps
extend the battery lifetime of mobile devices significantly.

In this chapter, we partition the. tecent works on power-aware video encoder into
two categories, software-based power-aware video encoder [7] [8] and

hardware-based power-aware video encoder [9] [10] [11] [12].
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3.1. Review of Software-Based Power-Aware Video Encoder

The rate-distortion analysis has been one of the major research focuses in
information theory and communication for the past several decades, but there has
been no analytic framework for modeling the power-rate-distortion (P-R-D) behavior
of the video encoding system. Thus, the software-based power-ware video encoder
designs are proposed to solve above issues.

First, they develop a MPEG-4 [18] video encoder architecture which is fully
scalable in power consumption according to several control parameters. In other
words, they introduce several control parameters into the video encoder to control the
power consumption of major encoding modules by a complexity profiling of
software-based encoder on CPU and’a dynaniic voltage scaling (DVS). Then, they
analyze the rate-distortion behavior of these. control parameters, and derive a
comprehensive P-R-D model for the video encoding system. Finally, based on the
P-R-D model, they develop a quality optimization scheme to determine the best
configuration of complexity control parameter according to the power supply level of
the mobile device to maximize the video presentation quality. Figure 3-1 show the
proposed P-R-D model.

However, when we deal with the power-aware approach on ASIC design, the
software-based approach is not suitable for dedicated hardware due to the

processor-based formulation and modeling.
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3.2. Review of Hardware-Based Power-Aware Video Encoder

In [6], this article provides an overview of power-aware video codec design
concepts and approaches. From an ASIC design’s perspective, the focus will be more
on how a dedicated architecture is able to being power-aware. A hardware-dedicated
but parameter-reconfigurable architecture is a promising approach as it can meet the
hard real-time processing requirement and also enable the power awareness. In this
article, design perspectives and examples on power-aware motion estimation and
discrete cosine transform will be discussed.

In [9] [10] [11] [12], they provide dedicated hardware designs with power-ware
pre-skip detection, FME module, IME module and whole encoder respectively. From
Figure 3-2 and Figure 3-3, we find that the hardware-based approaches have multiple
power modes of operation, and gan adaptits power mode according to the awareness
of power constraints. In Figure 3-2 and Figure 3-3, the points from “a” to “b”
represent high power consumption. mode to low power consumption mode. For
example, the point “a” represents 2 reference frames and 3-mode for FME processing.
However, the adaptation is only a look-up-table, and no further rate-distortion

optimization is considered.
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4. Proposed Hardware Oriented Power-Aware

Algorithm

In this chapter, we present the proposed algorithm which is based on our previous
work of H.264 high profile encoder reviewed in chapter 2. From chapter 3, we know
that the related power-aware works on software-based approach and hardware-based
approach still have room for improvement. The software-based approaches are not
good solution to ASIC design. The hardware-based approaches are just a
look-up-table way to adjust its power mode without further considering optimization
on RD performance.

In order to achieve a power-aware functionality on ASIC design while can
maximize the RD performancej the proposedr.algorithm dynamically allocates
available power to each MB according to encoded RD cost. Then the corresponding
intra and inter modes are selectéd based-on-content. Thus, simple MBs will have less
power allocation while complex MBs have-more power allocation for better overall

RD performance.
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4.1. Concept of Power Constraint and Power Budget

As shown in Figure 4-1, we briefly introduce two basic concepts through the rest of
this thesis, power constraint and power budget.

First, the concept of power constraint is a constraint on power consumption per MB
of proposed power-aware encoder in order to have a power-aware environment. A
power-aware environment is controlled according to various power conditions, such
as different battery status, user preferences, and operating environments. Note that the
power conditions do not change very often; say every frame or even every MB.
Therefore, we choose the changing period of power constraint to be a Group of
Picture (GOP).

Then, the concept of power budget denotes'that the budget of power in one GOP
can be allocated by proposed power-aware algorithm. It is shown as the shaded region
in Figure 4-1. Before encoding of ecach- GOP, we initialize the power budget defined
in equation (4-1) according to “three terms: MBSPerFrame, FramesPerGOP and
PowerConstraint. The first two terms denote constant values, MB numbers per frame
and frame numbers per second. The third term is power constraint mentioned before.
After initialization of power budget, we enter the proposed MB level power allocation

shown in Figure 4-2 until end of GOP.
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Power,,,. = MBsPerFrame x FramesPerGOP x PowerConstraint (4-1)



4.2. Overview of Proposed Algorithm

In order to meet the power constraint mentioned before while maximizing the
rate-distortion performance, we develop a corresponding video encoding architecture
which adaptively controls the power consumption of power-demanding part by the
proposed algorithm shown in Figure 4-2.

Then, we analyze the encoding mechanism of our H.264 ASIC design in section
2.2.2. We know the dominant power-consuming parts in an H.264 encoder are ME
and INTRA prediction (IP). The ME includes IME and FME. Therefore, a
power-aware video encoding system focusing on ME and IP is a must.

To adaptively control the power consumption of ME and IP, we proposed four main
parts which are colored with gray .in Figure 4-2; skip mode detection, IME power
allocation, FME power allocation, INTRA power allocation and power budget update.
Details of each part are presented in the following' sections. Note that we do not
activate the proposed power-aware algorithm in’ I-frame because a poor quality

I-frame may cause error propagating on the rest of P-frames in the same GOP.
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4.3. Skip Mode Detection and IME Power Allocation

In this section, we present a skip mode detection and IME power allocation. There
are two steps in the flow shown in Figure 4-3. First, we adopt a hardware friendly skip
mode detection which is based on our previous work [16]. With the skip mode
detection method, we can greatly reduce power consumption for our proposed
power-aware algorithm. The power saved can be used for other un-coded and
complex MBs which require more power to avoid quality degradation. Then, if the
condition of skip mode detection is not met, we will go to IME power allocation
marked with italic font. If left average power per MB obtained from equation (4-2) is
larger than power of POWeroers plus Powerye both obtained from section 2.2.2, we
will allocate power to IME encoding; othermwise we allocate power to INTRA
encoding only. In other words, we don’t use IME encoding to prevent power from

being exhausted.

v
Skip Mode Detection

PowerLeftAvg >
Power piherstPower ) ?

Figure 4-3 flow of skip mode decision and IME power allocation

k-1

i
POWery, g — Z Power;,,.
~ (4-2)

Power, ., = n—(k-1)
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4.4. Proposed FME Power Allocation

In this section, we present the proposed FME power allocation method in Figure
4-4. There two steps in the method. First, we first predict the power for FME
encoding by the concept that MBs with larger IME minimum SAD cost have a larger
opportunity to further reduce FME SATD cost significantly. Then we decide the
power for FME encoding. In other words, we determine the number of modes for

FME encoding. More details are as follow:
v

FME Power Prediction

v

FME Power Decision

|

Figure 4-4 flowof EME power allocation

Step 1: FME Power Prediction

In this step, we develop a mechanism that can dynamically predict usable power for
FME encoding of current MB according to available power budget. We present the
predicted power of FME encoding for current MB (Powerpredeme) as in equation (4-3).

It is a product of two terms.

SADCurMinIMEJ (4_3)

POWer,, ieve = PowerLeftAngME x SAD
PreAvgIME

First term in the right hand side of equation (4-3) denotes left average power per
MB for FME encoding (Power efiageme), and it is defined in equation (4-4). In right
hand side of equation (4-4), POWer efavg 1s obtained from equation (4-2); POWerothers

and Poweryyg are obtained from our power database in section 2.2.2. We use
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Power efiavgrme to predict power for FME encoding, because we have no knowledge

about the future coding condition.

POWer ¢iageme = POWET gng — (Poweromers + PowerlME) (4-4)

Then, second term in the right hand side of equation (4-3) is the ratio of minimum
IME SAD cost of current MB to average minimum IME SAD cost of previous MBs
which is defined in equation (4-5). The idea of this term is to achieve the concept of

allocating more power to FME encoding with larger IME SAD cost.

k-1 _
ZSADll\/IinIME
SADPreAngME =-=1

— (4-5)
NumPrelME

Step 2: FME Power Decision

After the predicted power for FME encoding obtained from step 1, we decide the
power for FME encoding by considering the intetval of FME power consumption
shown in Figure 4-5. In which,-POWer;-medeEme and POWEr,.moge eve denote the power
consumption of 1-mode and 2-mode FME;-and they are obtained from our power
database in section 2.2.2.

0 Power1.mode Fve Power; mode rvie
———————————— PO \//ER
Figure 4-5 power consumption of 1-mode and 2-mode FME

Then, the decision of the allocated power for FME encoding is shown blow. Note

that the decision is only related to power concern.
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if( POWerpregrme > POWEr2 mode FuE)

{

}
else if( PowerPredFME > Powerl-mode FME)

{

2-mode FME;

1-mode FME;
}
else
{
No FME;
}
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4.5. Proposed INTRA Power Allocation

In this section, we present an INTRA power allocation method to efficiently
allocate power to INTRA-prone MB by a content-adaptive threshold. First, we
introduce some observations and motivations. Then, the proposed INTRA power
allocation flow is presented. Finally, we describe the most important part in the
proposed algorithm, the threshold SADtng_inTRA4x4-

Three observations are presented here. First, the average percentage of MB which
the final mode is INTRA is from 0.19% (low motion sequence, for example mobile)
to 18.51% (high motion sequence, for example football). Thus, most power allocated
to INTRA encoding is waste. If we can be sure at early stage that the best macroblock
type belongs to INTER mode, we can'bypass INTRA encoding stage and save lots of
INTRA encoding power. Second, according ‘tosection 2.2.2, the INTRA encoding
power is dominated by INTRA4x4 encoding power. Therefore, we choose to allocate
INTRA4x4 encoding power in: the proposed INTRA power algorithm, while
INTRA16x16 encoding always turns on. Third, we observe most of best macroblock
types belongs to the INTRA4x4 have large IME SAD cost. As a result, we can use the
IME SAD cost to allocate INTRA encoding power. This observation is the main idea
in the proposed content adaptive threshold in proposed INTRA power allocation.

The proposed INTRA power allocation algorithm is presented in Figure 4-6. First,
we calculate the threshold SADtng inTRa4xa as equation (4-6). The details of the
threshold are in section 4.5.1. Then, if the IME minimum SAD cost of current MB is
larger than SADthg_inTRA4xs, power will be allocated to INTRA4x4 encoding. In other

words, we turn on INTRA4x4 encoding.
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Figure 4-6 flow of INTRA power allocation

SAT DPreAvg INTRA
SAT DP reAvgINTER

X SADpreagive XWEight(PowerLeftAvg) (4-6)

SADThd_INTRA4x4 =

4.5.1. SADThd_INTRA4x4

The SADrthd INnTrRAgxa 1s a threshold ‘used tordecide whether turn on INTRA4x4
encoding or not. When the threshold is too:low,.too*much power will be allocated to
INTRA4x4 encoding, and other coding tools will have less power to use. Thus, the
threshold plays an important role”in tradeoff between power consumption and coding
performance.

From equation (4-6), the threshold is a product of three terms. First term is the ratio
of equation (4-7) to equation (4-8). This ratio is a good indication of INTRA MB
probability among different sequences. For example, the ratio is 1.315 in
INTRA-prone football sequence, while the ratio is 2.805 in non INTRA-prone mobile
sequence. As a result, we choose the ratio to determine the threshold SADtnq_iNTRA4x4-
If the ratio is low, the proposed method tends to be INTRA-prone, and vice versa.
Second term is the equation (4-5). It is average minimum IME SAD cost of previous
MBs which can provide a reference level for threshold SADtng inTRa4xa. Third part is a

weighting term which is a function of left average power per MB obtained from
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equation (4-2). The function is shown in Table 4-1. We use an example to illustrate
this viewpoint. In a power-rich environment, abundant power can be allocated to
INTRA4x4 encoding for better quality, thus the threshold is low. On the contrary, in a
low power environment, we have little power to allocate to INTRA4x4 encoding for

better power distribution in the whole encoding system, thus the threshold is high.

k-1 _
Z SATDIIVIinINTRA

SATD — -l
PreAvoiNTRA " NumPreINTRA

(4-7)

k-1 )
ZSATDII\/IinINTER

SATD =
PrAVIINTER " NumPreINTER

(4-8)

Table 4-1 the SADhq_inTraaxs Under different POWer, ey

POWer eiag | [100,95) | [95,90) | [90,85) | [85,80) | [80,75) | [75,70) | [70,65) | Others

Weighting 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
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5. Simulation and Analysis

In this chapter, we present the simulation and analysis of our proposed algorithm
mentioned in chapter 4. First, we will introduce the power constraint pattern. Then,
we will present the experimental results in five categories as follows.

1. Rate-Distortion Performance
2.  Power-Distortion Performance
3. Power Comparison

4. Distribution of skip mode

5. Distribution of INTRA MB
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5.1. Power Constraint Pattern

We simulate

definition of power constraint is presented in section 2.2.2. An example of constant
power constraint of 80 is shown as a straight line in Figure 5-1, while another line is
the power consumption of our proposed power-aware encoder. Note that we do not
show the power consumption of first frame in each GOP due to its constant power
consumption and simplicity of Figure 5-1. Though the proposed power-aware
algorithm supports time-variant power constraint mentioned in section 2.2.2, we only

present the simulation result of constant power constraint because the time variant one

the proposed algorithm with different power constraints. The

has similar result.
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Figure 5-1 example of constant power constraint 80
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5.2. Simulation Result

In this section, we present the simulation result of our proposed power-aware
algorithm. At the beginning, there are two test schemes in our simulation, “PA without
skip” and “PA with skip”. The “PA without skip” denotes the proposed power-aware
algorithm without skip mode detection, while the “PA with skip” is our proposed one
with skip mode detection.

In each of above test scheme, we will show the performance with four CIF size
sequences, including low motion, medium motion and high motion. The low motion
sequence is “Akiyo”, and the medium motion sequence is “Foreman”. The high
motion sequences are “Football” and “Mobile”. Note that “Football” also has a large
portion of INTRA-encoded MB.

The test settings are: baseline’profile, no rate distortion optimization, one reference
frame and no B frames are used. For simplicity, we set the number of frame per GOP
to 10, and the leading frame of €ach GOP is an I-frame. We partition the simulation
results to five categories mentioned before in order to evaluate the performance with

different viewpoints. These categories are shown in the following section one by one.
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5.2.1. Rate-Distortion Performance

The RD curves for all test sequences under different power constraints are depicted
from Figure 5-2 to Figure 5-9. Note that PC100 stands for power constraint of 100,
and so on. These RD curves provide us a very first understanding of RD performance
under different power constraints.

For low motion sequence in Figure 5-2 and Figure 5-3, we find that the two
schemes both have nearly the same RD performance under power constraints of 70
and above. Besides, in scheme of “PA w/ skip”, we have a huge improvement on RD
performance under power constraints of 65 and 60. Thus, we have a short conclusion
that low motion sequence is suitable for low power constraint without degradation on
RD performance especially when the skip mode detection is applied.

On the other hand, for median and high motion sequences in Figure 5-4 to Figure
5-9, there will be slight degradation on the RD performance when we increasingly
lower the power constraint becauseithe-pre-skip rate is not as high as low motion

sequence.
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5.2.2. Power-Distortion Performance

The power-distortion (PD) curve illustrated in Figure 5-10 shows the performance
of a power-aware video coding system at a fixed bitrate. In Figure 5-10 between point
A and point B, there are two power-aware curves, the solid one and the dashed one.
The solid curve is the better one because the PSNR of point A is higher than the
PSNR of point B at a fixed power constraint.

Thus, we analyze all the RD curves mentioned before with low, median and high
bit rate, and depict PD curves in Figure 5-11 to Figure 5-22. Besides two test scheme
mentioned before, we add one point in these curves. This point is called “fixed mode
IME”, and is the non power-aware encoding with IME only. Because our proposed
power-aware algorithm is mainly based on the result of IME, we check out how the
PD curve of our proposed algorithm can approachthis point.

In those PD curves, we find-that average PSNR increase 6.5dB under the lowest
power constraint 60 for low motion sequence-when/comparing power-aware with skip
to power-aware without skip. For highrmotionsequence, we can also achieve the good

PD curve as we mentioned before.

»

Power Constraint

Figure 5-10 power-distortion curve
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Figure 5-13 P-D curves of PA w/o skip and PA w/ skip for “Akiyo” at high bitrate 550(kb/s)
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Figure 5-14 P-D curves of PA w/o skip and PA w/ skip for “Foreman” at low bitrate 400(kb/s)
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Figure 5-15 P-D curves of PA w/o skip and PA w/ skip for “Foreman” at median bitrate 1300(kb/s)
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Figure 5-16 P-D curves of PA w/o skip and PA w/ skip for “Foreman” at high bitrate 2200(kb/s)
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Figure 5-17 P-D curves of PA w/o skip and PA w/ skip for “Football” at low bitrate 1000(kb/s)
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Figure 5-18 P-D curves of PA w/o skip and PA w/ skip for “Football” at median bitrate 2300(kb/s)
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Figure 5-19 P-D curves of PA w/o skip and PA w/ skip for “Football” at high bitrate 3600(kb/s)
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Figure 5-21 P-D curves of PA w/o skip and PA w/ skip for “Mobile” at median bitrate 3300(kb/s)
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Figure 5-22 P-D curves of PA w/o skip and PA w/ skip for “Mobile” at high bitrate 5400(kb/s)
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5.2.3. Power Comparison

We plot the curve of power constraint versus power consumption as shown in
Figure 5-23 to Figure 5-26. There are five lines in those figures: “Ideal”, “PA w/o skip
avg”, “PA w/ skip QP20”, “PA w/ skip QP28 and “PA w/ skip QP36”. The “Ideal”
line means the maximum power consumption can be used. The “PA w/o skip avg” line
stands for average of proposed power-aware algorithm without skip of all QPs. The
others stand for proposed power-aware algorithm with skip of QP20, QP28 and QP36
individually. First, for the “PA w/o skip avg” line, we find that the power constraint is
not exhausted when power constraints are 90 and 95. The power saved here is mainly
from INTRA power allocation due to the saturated quality. In other words, increasing
the power allocation to INTRA encoding only have little or no contribution to quality
improvement. Then, we find the:skip mode can.save a lot of power for most test

sequences especially for high QP.
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Figure 5-23 power comparison of PA w/o skip and PA w/ skip for “Akiyo”
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Figure 5-24 power comparison of PA w/o skip and PA w/ skip for “Foreman’
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Figure 5-25 power comparison of PA w/o skip and PA w/ skip for “Football”
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Figure 5-26 power comparison of PA w/o skip and PA w/ skip for “Mobile”
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5.2.4. Distribution of Skip Mode

From Figure 5-27 to Figure 5-34, we present the distribution of skip mode of our
proposed algorithm with skip mode detection under different power constraints. In
those figures, there are three kinds of skipped MB, one is “miss skip”, another is
“correct skip”, and the other is “error skip”. First, the “miss skip” means that the MB
should be pre-skipped but it is not detected in the pre-skip stage. Second, the “correct
skip” represents that we successfully detect skip mode in the pre-skip stage. Third, the
“error skip” denotes that the MB is pre-skipped but it should not be skipped. Because
the skip mode distributions of three types mentioned above are similar under different
power constraints of 65 and above, the average of those power constraints is presented
in simulation result. Compare the skip mode distribution under power constraint of 65
and above to the skip mode distribution under power constraint 60, we find that the
“correct skip” decreases under=power constraint 60.- Because a lot of MBs are only
encoded with INTRA under power constraint.60, the-M VP is not as accurate as power

constraint of 65 and above.
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Figure 5-28 skip mode distribution under power constraint 60 for “Akiyo”
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Figure 5-30 skip mode distribution under power constraint 60 for “Foreman”
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Figure 5-32 skip mode distribution under power constraint 60 for “Football”
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Figure 5-34 skip mode distribution under power constraint 60 for “Mobile”
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5.2.5. Distribution of INTRA MB

The Table 5-1, Table 5-2, Table 5-3 and Table 5-4 are the distribution of INTRA
MB for two schemes mentioned before under different power constraints and
sequences in QP28. There are four terms in these tables: “Allocated”, “Allocated
INTRA”, “Original INTRA” and “Hitrate”. The “Allocated” means the percentage of
MB which is allocated power to INTRA encoding by our proposed algorithm. The
“Allocated INTRA” means the percentage of MB which final mode is INTRA when
we allocate power to INTRA encoding. The “Original INTRA” means the minimum
RD cost of the MB is INTRA. Note that in this condition we do not set final mode of
the MB to INTRA when we do not allocate power to INTRA encoding. This term is
only for hit rate analysis of INTRA distribution, and it is not feasible in hardware. The
“Hitrate” is the ratio of “Allocated: INTRA” to “Otiginal INTRA”.

First, with all these tables, we-find that our proposed algorithm tends to allocated
more power to INTRA encoding when mere INTRA=prone sequence is applied. For
example, the sequence of football in'Table 5-3-has the highest percentage of MB
which power is allocated to INTRA encoding. Second, with non INTRA-prone
sequences of akiyo and mobile in Table 5-1 and Table 5-4, we will allocate less power
to INTRA encoding. Third, we find that the results are similar in the two schemes in
sequence of football, because high INTRA-prone sequence usually has low skip mode

number.
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Table 5-1 distribution of INTRA MB for PA w/o skip and PA w/ skip under different power constraints

for “Akiyo” in QP28

Akiyo PA without skip PA with skip
Allocated| Original . Allocated| Original .
QP28 AIIo:ated INTRA | INTRA Hltorate AIIo::ated INTRA | INTRA Hltorate
(%) (%) (%) (%) (%) (%) (%) (%)

PC95 30.38 0.00 0.00 100.00 17.38 0.00 0.00 100.00
PC90 22.53 0.00 0.00 100.00 17.10 0.00 0.00 100.00
PC85 14.33 0.00 0.00 100.00 16.47 0.00 0.00 100.00
PC80 7.32 0.00 0.00 100.00 15.54 0.00 0.00 100.00
PC75 5.23 0.00 0.00 100.00 14.56 0.00 0.00 100.00
PC70 4.03 0.00 0.00 100.00 13.60 0.00 0.00 100.00
PC65 3.43 0.00 0.00 100.00 12.74 0.00 0.00 100.00

Table 5-2 distribution of INTRA MB for PA w/o skip and PA w/ skip under different power constraints

for “Foreman” in QP28

Foreman PA without skip PA with skip
Allocated| Original . Allocated| Original .
QP28 AIIo:ated INTRA | INTRA Hltorate AIIo::ated INTRA | INTRA Hlt:ate
(%) (%) (%) (%) (%) (%) (%) (%)
PC95 50.50 2.03 2.18 93.04 46.94 2.05 2.20 92.91
PC90 36.61 1.95 2.20 88.44 41.73 2.03 2.22 91.65
PC85 18.97 1.73 2.22 7813 3491 191 2.18 87.96
PC80 9.72 1.49 2.26 66.00 27.00 1.79 2.23 80.34
PC75 6.43 1.33 2.34 56.90 18.58 1.61 2.26 70.98
PC70 4.81 1.20 2.39 50:20 10.98 1.35 2.27 59.65
PC65 4.60 0.86 206 41.66 7.21 1.20 2.29 52.24

Table 5-3 distribution of INTRA MB for PA w/o skipiand PA w/ skip under different power constraints

for “Football” in QP28

Football PA without skip PA with skip
Allocated| Original . Allocated| Original .
QP28 AIIo:ated INTRA INTRA Hlt:ate AIIo:ated INTRA INTRA Hlt:ate
(%) (%) (%) (%) (%) (%) (%) (%)
PC95 72.91 17.35 17.56 98.83 70.27 17.49 17.70 98.81
PC90 54.10 16.71 17.72 94.30 61.12 17.21 17.81 96.65
PC85 34.75 13.97 18.01 77.53 46.06 15.64 17.87 87.55
PC80 25.35 11.49 18.12 63.38 31.86 12.84 17.88 71.81
PC75 19.60 9.62 18.90 50.88 21.74 10.17 18.34 55.49
PC70 15.98 8.02 19.73 40.66 17.26 8.64 19.05 45.37
PC65 7.80 3.63 10.55 34.45 12.52 6.30 15.63 40.31
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Table 5-4 distribution of INTRA MB for PA w/o skip and PA w/ skip under different power constraints

for “Mobile” in QP28

Mobile PA without skip PA with skip
Allocated| Original . Allocated| Original .

QP28 AIIo::ated INTRA | INTRA Hltorate AIIo::ated INTRA | INTRA Hltorate

(%) (%) (%) (%) (%) (%) (%) (%)
PC95 16.15 0.07 0.13 53.90 16.15 0.07 0.13 53.90
PC90 12.54 0.04 0.14 50.34 12.54 0.07 0.14 50.34
PC85 6.32 0.06 0.13 43.70 6.32 0.06 0.13 43.70
PC80 1.13 0.03 0.14 22.52 1.13 0.03 0.14 22.52
PC75 0.65 0.02 0.20 9.77 0.65 0.02 0.20 9.77
PC70 0.46 0.02 0.31 7.32 0.46 0.02 0.31 7.32
PC65 0.45 0.06 0.35 8.01 0.45 0.06 0.35 8.01
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6. Conclusion and Future Work

6.1. Conclusion

The main contribution of this thesis is to develop a power-aware video coding
system suitable for the H.264 ASIC to maximize the rate-distortion performance while
can dynamically meet different power constraints.

From our simulation, we know that the proposed method at 65% of power constraint
can achieve nearly the same quality and bit rate as that in full power mode but only
consumes 32.5% of full power for low motion sequences. On the other hand, for high
motion sequences, the proposed method can degrade the quality gracefully for
increasingly lower power supply, andsachieves more than 1dB higher at PSNR

compared with non power-awaresscheme.

6.2. Future Work

In this thesis, we provide a good power-aware function, while there are several
issues could be further analyzed to improve the performance of the
power-rate-distortion performance. We can add more coding tools to the proposed
power-aware H.264 encoder, such as high profile, level-1 IME and level-2 IME, in
order to support high definition and high resolution video encoding on Digital Video
(DV). A high resolution implies large search range. Thus, we can analyze some
adaptive search range methods [19] [20] to have a balance between power and coding

performance.
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