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ABSTRACT

In the field of computer vision, extracting and analyzing the information
contained in the image captured by a camera are performed by a computer program
implementing a certain algorithm. One kind of such information is the geometry (its
shape or pose) about an object in the space. The algorithm to extract such a kind of
information usually includes an important procedure called “camera calibration.” The
purpose of camera calibration is to construct the relationship between the image plane
of the camera and the coordinates system of the object space. The relationship is
usually represented by a “mathematical function.” After calibration, a set of
parameters representing the “characteristics” of the camera in the coordinate system
of the object space is obtained. The characteristics are unique for each distinct optical
structure (the focus length of=optics, the component lay-out, etc.) of the camera.
Different cameras with different -optics-“designs need different “mathematical
function” models to describe their features. ‘After completing the “camera calibration”
procedure, an algorithm is utilized to transform the information contained in a
captured image into the object space to conform the realization model of the human
brain.

In this dissertation study, the investigation of camera calibration and image
transformation techniques, as well as their applications is conducted. Three new
methods are proposed for related topics of image transformations for the
omni-directional camera (or just omni-camera) and two novel methods are proposed
for the purpose of camera calibration.

Because the field of view (FOV) of an omni-camera is almost near or even

beyond a full hemisphere, it is popularly applied in the fields of visual surveillance,
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and vision-based robot or autonomous vehicle navigation. The captured
omni-directional image (or just omni-image) should be rectified into a normal
perspective-view or panoramic image for convenient human viewing or image-proof
preservation. Current studies focus on the image rectification or image unwarping for
a single-view-point (SVP) omni-camera. Studies on non-SVP ones are limited
because of the difficulty to analyze their structures. But a non-SVP omni-camera is
superior, compared with an SVP one in the aspects of possessing uniform radial
resolutions and larger FOVs. These merits make it more suitable in the above
application cases. In this study, we develop some suitable solutions to the issue of
image unwarping for non-SVP omni-cameras to compensate their inherent
deficiencies for fitting the requirement of practical applications. Proposed methods in
this study are summarized in the fallowing.

(@) An analytic image unwarping method is proposed-for a non-SVP hypercatadioptric
camera. The method has extended the-tmage unwarping capability of the existing
methods for SVP omni-cameras-to.tolerate lens/mirror assembly imprecision,
which is difficult to overcome in most real applications.

(b) A new method called “edge-preserving 8-directional two-layered weighting
interpolation” is proposed for interpolating unfilled pixels in a perspective-view
or panoramic image resulting from unwarping an omni-image taken by a
non-SVP omni-camera. This method can solve the problem of edge preserving in
interpolating the input image which has many irregularly distributed unfilled
pixels.

(c) A unified approach to unwarping of omni-images into panoramic or
perspective-view images is proposed. The approach is based on a new concept of

pano-mapping table, which is created once forever by a simple learning process



for an omni-camera of any kind as a summary of the information conveyed by all
the camera parameters.
Moreover, for resolving the deficiency of traditional camera applications in the
pointing system, we propose two methods.

(d) A robust and accurate calibration method for coordinate transformation between
display screens and their images is proposed. The method improves the accuracy
of the coordinate transformation to eliminate the shift errors near the image
border.

(e) A camera mouse with a vision-based method for computer cursor control using a
video camera held in hand in the air is proposed. The main merit of this method
is that it requires no complicated camera calibration.

All the proposed methods.described “above are innovative. Meanwhile,
experimental results show the feasibility .of the- proposed methods, and their

effectiveness and superiority to gtherimethods:
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A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 1 Introduction)

Chapter 1

Introduction

It is a kernel concept in computer vision to identify an object in a working space by
analyzing an image captured by a camera. The technique of building the relationship
between the coordinate system of a working space and that of a captured image is called
camera calibration. The work of transforming a pixel in a captured image into a
corresponding point in a working spaceris, called image transformation. The image
transformation work relies on*the completion of camera calibration by using the
calibrated parameters created by the calibration procedure. Fig. 1.1 shows the concept
described above, where, multiplé:n Known pairs (U, vk) and (Xwk, Ywk, Zwk), K =1, 2, .., n,
are used to get a set of calibrated parameters. With help of these calibrated parameters, an

image pixel (u, v) is transformed into a point (xw, Yw, Zw) in the working space.

Image (U, V) |<=p | OPtiCs&sensor | o | Working space (Xw, Yu, Zw)
(Camera)

Calibration: (u, v) <> (Xw, Yw, Zw) — known pairs
= (calibrated parameters)

'

Transformation: ('use calibrated parameters)
= (U, V) > (Xw, Yw, Zw)

Fig. 1.1 Concept of camera calibration & image transformation.



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 1 Introduction)

For a traditional perspective camera, calibration is a well-known and mature
technique [1]. But for a kind of so-called omni-directional camera, the camera calibration
work is a new and developing technique, and many practical problems need to be
resolved. Even in the field of traditional perspective camera calibration, there are still
some problems in real applications. In this study, we investigate the image unwarping
problem for omni-directional cameras and propose some new solutions to such a kind of
problem. To conduct image unwarping which is an image transformation problem, we
have to conduct the camera calibration work in advance. For some real applications using
perspective cameras, for example, applying an image-based pointing device, we will
propose some new ideas for improving the accuracy of the calibration result.

It is well known in computer vision that enlarging the field of view (FOV) of a
camera enhances the visual coverage, reduces the blind area, and saves the computation
time, of the camera system, ‘especiallyinrapplications like visual surveillance and
vision-based robot or autonomous vehicle-navigation. An extreme way is to expand the
FOV to be beyond a full hemisphere by the use of some specially designed optics. A
popular name for this kind of camera is omni-directional camera [2], and an image taken
by it is called an omni-directional image.

Omni-cameras can be categorized into two types according to the involved optics,
namely, dioptric and catadioptric. A dioptric omni-camera captures incoming light going
directly into the imaging sensor to form omni-images. Examples of image unwarping
works for a kind of dioptric omni-camera called fish-eye camera can be found in [3][4]. A
catadioptric omni-camera [5] captures incoming light reflected by a mirror to form
omni-images. Fig. 1.2 shows the different structures of these two kinds of cameras. The

mirror surface of a catadioptric omni-camera may be in various shapes, like conic,
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parabolic, hyperbolic, etc. If all the reflected light rays pass through a common point, the
camera is said additionally to be of the single-view-point (SVP) type [6]; otherwise, of the

non-single-view-point (non-SVP) type.

l Incoming Reflective

w k_) mirror
Fish-eye / < \

& Lens Incoming ]
light

CCD CCD
Camera Camera
(a) (b)

Fig. 1.2 Structures of omni-cameras..(a) Dioptric. (b) Catadioptric.

Fig. 1.3 shows the structure of an SVVP hypercatadioptric omni-camera [7][8], where
the focus point of the perspective camera is located at the outer focus point of the
hyperbolic curve of the mirror surface. In this perfectly aligned structure, all incoming
light rays will pass through the common point Oc. If the structure is misaligned, incoming
light rays will not pass through a common point but form a “caustic” surface [9] which is
the locus of viewpoints, and this omni-camera is a non-SVP one. Fig. 1.4 shows the caustic
surfaces of two hypercatadioptric omni-cameras, where Fig. 1.4(a) is an SVP type, and Fig.
1.4(b) is a non-SVP one. We can see the caustic surface merges into a single point in Fig.
1.4(a). Grossberg et. al. [57] proposed an imaging model to represent an arbitrary imaging
system by using a Caustic Raxel Model, but there lacks discussions about the detail of how
to conduct image unwarping between a captured image and a defined view plane in the

world space.
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View pla}ne

ip(x, Y.iz)
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¢ ™. |/ Omni-image

~fo,

Fig. 1.3 Structure of an SVP hypercatadioptric camera. Where Oy, is the origin of the
world coordinate system:.{also one focus of the hyperbolic curve), and O is
the optical center (another, focus of the hyperbolic curve).
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hyperbola
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Fig. 1.4 Caustic surfaces of hypercatadioptric cameras. (a) SVP (merge into one
point). (b) non-SVP.

The image unwarping work for an omni-camera is an image transformation
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process from a portion of an omni-image to a view plane (as showed in Fig. 1.3) defined in
the world space after finishing the camera calibration work. The difficulty of image
unwarping depends on the type of omni-camera and its structure. Usually, the SVP type is
easier to handle [7][10], while the non-SVP ones are more difficult to deal with. If the
non-SVP omni-camera is treated as an SVP one to unwarp the omni-image into a
perspective view image, the resulting image, which we call an unwarped image, will suffer
a serious geometric distortion [11], especially when the structure misalignment is large in
some camera design cases for extension of the FOV. So, in the case of non-SVP unwarping,

we need another way to conduct the unwarping work effectively.

Another example of requiring perspective camera calibration in real applications is
the design of an image-based laser-pointer-pointing system [14][15], as shown in Fig. 1.5,
where the image sequence of a projection screen is analyzed to find the image position of
the laser spot. This position is then. transformed into a position of the display coordinate
system to represent the location of the ‘screen cursor. So, we can use the laser pointer

instead of the function of a mouse. In this system, the accuracy of the pointed location

IS

Fig. 1.5 A laser pointer pointing system.
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relies on the precision of camera calibration. In this study, we propose a simple, accurate,

and robust calibration method by using three different calibration patterns.

Another more example of perspective camera application for pointing system is trying
use the camera directly as a computer cursor control tool. In this study, we propose a so
called “camera mouse” with vision-based method using a video camera held in hand and
operated in the air.

In the following sections, surveys of related researches are given in Section 1.1. The
contributions of this study and the organization of this dissertation are reported in Sections

1.2 and 1.3, respectively.

1.1 Survey of Related Works

In Section 1.1.1, concepts: of camera calibration are presented. In Section 1.1.2,
structures of various omni-cameras are introduced. Approaches to unwarping an
omni-image into a normal view image are described in Section 1.1.3. In Section 1.1.4,
some pointing methods operated in the air are introduced for comparisons with our

proposed camera mouse.

1.1.1 Concept of Camera Calibration

The technique of building the relationship between the coordinate system of a
working space and the coordinate system of a captured image is called camera calibration,
as mentioned previously. For different purposes, images are captured by different camera

designs. Fig. 1.6 shows the calibration works involved in different types of camera designs.
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Omni-camera calibration working range

1 reflective mirror

World space
(Working space)

catadioptric optrics

World space

Lens (dioptic)

CCD sensor

/N

................................. Image.plane
Computer memory

Perspective camera cdlibration-working range

Fig. 1.6 Calibration work ranges for different types of camera design.

As mentioned above, an omni-camera has-alarge FOV and is suitable for applications
in visual surveillance. A perspective camera is enough for applications in a laser-pointer
pointing system. The calibration methods are different for the above two types of cameras,
but from the top view of concept, the purposes of camera calibration are the same and are
to build the relationship between the working space and the image plane. For example, in
Fig. 1.3, the relationship is between the view plane and the omni-image. In Fig. 1.5, the
relationship is between the display coordinate system on the screen and the image captured
by the camera.

After calibration, a set of constant values called calibrated parameters (or system
parameters) can be used for identifying any corresponding point pair between the image

and the working space. We call this identifying work as image transformation in this study.
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So, unwarping of an omni-image and transformation of a laser spot location by the
captured image both belong to the work of image transformation.

More specifically, omni-camera calibration is an extension of traditional calibration of
a video camera by including the consideration of the reflective mirror effect. In this study,
new approaches are proposed for image unwarping for omni-cameras and for cursor

location for pointing systems.

1.1.2 Survey of Omni-Cameras

As mentioned before, an omni-camera [2] is a specially designed camera system with
its FOV beyond a hemisphere, which captures the camera view to form a highly
geometrically distorted omni-image«Fig. 1.7 shews the different FOVs of a traditional
perspective camera, a fish-eye camera, and a catadioptric camera, respectively. The image
captured by a perspective camera is a<normal geometrical distortion-free picture, but
limited in a narrow range of FOVS. The images captured by a fish-eye or a catadioptric
camera have large FOVs but with highly geometric distortion. So, they are not suitable for
human observation. Usually, in visual surveillance applications, we use the benefit of the
large FOV of the omni-image to locate interesting objects and unwarp a portion of the

omni-image containing this object into a virtual perspective-view image.

FOV | Fov

(@ o ©

Fig. 1.7 FOVs of different type of cameras. (a) Perspective camera. (b) Fish-eye
camera. (c) Catadioptric camera.
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Fig. 1.8 shows an example of image unwarping for a non-SVP catadioptric camera in
Mashita [11]. Here in this study, an interesting region of an omni-image is unwarped into a
perspective-view image. Fig. 1.9 shows an example of image unwarping for a fish-eye
camera found in [3]. Here the entire portion of an omni-image is unwarped into a

perspective-view image by a method proposed in [3] with some calibrated parameters.

() (a)

Fig. 1.8 Unwarped perspective view images using Mashita’s calibration method [11].
(@) Original omni-image. (b) An unwarping result by treating the camera as an
SVP omni-camera. (c) Best result by manually adjusting some parameters in the
case of (b). (d) An unwarping result using calibrated parameters.

In this study, we focus on the study of image unwarping for catadioptric
omni-cameras. A catadioptric omni-camera is a combination of a reflective mirror and a
CCD camera as shown in Fig. 1.2 (b). The mirror surface of a catadioptric omni-camera
may be in various shapes. The lens of the CCD camera may be of a perspective or

orthographic projection type. As mentioned previously, if all the reflected light rays pass
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through a common point, the omni-camera is of the SVP type; otherwise, of the non-SVP
type. Only some combinations of mirror and lens designs can fit the SVP condition, and
the others are non-SVP. Fig. 1.10 shows three types of catadioptric cameras, in which the

omni-camera with the spherical mirror always exhibits the non-SVP property.

(b)

Fig. 1.9 Example of unwarping image of a fish-eye camera. (a) Original image.
(b) Perspective view image unwarped-from (a).
(Graph source: J. Kannala and S. Brandt[3])

: Perspective , A Perspective . A
Orthographic caera \\ camera f o
camera v
P <
" Light .
rays .w ra)gs v
Paraboloid )
mirror Hyperboloid Spheroid
mirror mirror
(@) (b) ©)

Fig. 1.10 Three types of catadioptric cameras. (a) Paraboloid mirror system. (b)
Hyperboloid mirror system. (c) Spheroid mirror system. (The spheroid does not
have a single viewpoint.)
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1.1.3 Survey of Approaches to Unwarping Omni-images into
Normal-view Images

The objective of unwarping an omni-image into a perspective or panoramic one is to
provide a normal-view image for comfortable human observation, especially in the

application of visual surveillance.

(a) Unwarping of SVP-type omni-image
Unwarping an omni-image taken with an SVP catadioptric camera into a normal-view
image is a process of forward projection from a point X, in a certain view scope in the
world space to an omni-image point X;, which can be described by X; = h(X,) with h being
a one-to-one mapping function from the world space to the omni-image plane. Eq. (1.1)
below is the detailed description of this mapping for an SVP-type hypercatadioptric camera

[7]1[8] as shows in Fig. 1.3:

f (b2 —c?)x f(b® —c?)y

u= , V=
2 2 _ 2 2 2 2 2 _ 2 2 2
(b* +c®)z —2bc, /x> +y° ¥z (b%+c®)z —2bc,/x* +y*+1z (1.1)

where f is the focal length of the camera lens, and a, b and c are the parameters of the

hyperbolic curve of the mirror surface described as follows:

r2
7=—C+b1+—, ri=x’+y?
a 1.2)
with c=+a’+b”.

Consequently, after scanning all the points (X, y, z) in the view scope in the world
space to get the corresponding points (u, v) in the omni-image in the unwarping process,

there will be no unfilled pixel in the resulting unwarped image because of the one-to-one

mapping property.

-11-
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For an SVP type of paracatadioptric camera [5] as shown in Fig. 1.11, the mapping
may be described as follows:

— fa’x, - fa’y,

u= V=
(b*+c?)z, —2bc\/xf, +yo+2; (b®+c?)z, —2bc\/x§ +yr+2s

(1.3)

where f = h/2, and c¢c=+a*+b*, and a and b are the parameters of the parabolic curve of
the mirror.

) h
‘/

h/2 I

“View plane
Orthographic
projection Xp(Xp, Ypr 2p)

image plane (CCD)

........... \ 4
image point (u, v)

Fig. 1.11 A paracatadioptric camera, where Oy is the origin of the world coordinate
system (also the focus of the parabolic curve).

(b) Unwarping of non-SVP-type omni-image
For a non-SVP catadioptric camera, there exists no direct one-to-one mapping X; =
h(Xp) from X, to X;, and the relationship between X, and X; instead is X, = g(f(Xi)) with f
being a mapping from the omni-image plane to the mirror surface and g another mapping

from the mirror surface to the world space. The inverse forms g™ and f* of the mappings

are too complicated to obtain such that the direct mapping Xi = h(Xp) = 1(g‘l(Xp)) is

-12-
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unavailable. Therefore, it is impossible to conduct the same unwarping task as in the SVP
case. Usually, some direct ray tracing techniques are used to induce the relationships
between an incident ray in the world space and a point in the image plane in the non-SVP
case. Mashita et. al. [11] proposed a calibration method for misaligned hypercatadioptric
camera by using optical reflection law and a technique of ray tracing of optics, which is
similar to the idea in [12]. Some experimental results of image unwarping in [11] are

shown in Fig. 1.8.

1.1.4 Survey of pointing methods using video cameras

One way to implement a computer cursor function for pointing purpose is using
video camera to track object motion.or posture, for example, hand or head of a user. Nesi
et. al. [49] proposed a vision-based, glove- and mark-free hand tracking system which is
based on stereo vision. The system allows the simultaneous hand-position tracking and the
recognition of some hand postures; thus implementing a true non-constrictive 3-D mouse.
Betke et. al. [58] proposed a system which can track the computer user’s movements with
a video camera and translates them into the movements of the mouse pointer on the screen.
Body features such as the tip of the user’s nose or finger can be tracked. Fig. 1.12 shows an

example application of proposed method in [58].

Fig. 1.12 The Camera Mouse user playing with educational software. [58]
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The above methods use fixed cameras and track the object motion to calculate the
corresponding cursor position in the display screen. We usually call these types of systems
as outside-in vision-based mice. Another way to implement a computer cursor function is
use a hand-held camera to view some fixed features of object (marks) near the display
screen side to get the cursor position. Yang and Tsai [51] proposed an inside-out
vision-based 3D mouse, which is a camera held by hand to view a square mark in front of
the mouse. For many applications, 3D information is not necessary, and a “vision-based 2D
mouse” is sufficient. In this study, we concentrate on the design of such a kind of mouse.
More specifically, we hold a web camera in hand as the mouse and let it look at a computer
monitor screen. After taking an image of the display screen, we use image processing
techniques to detect and track ~appropriate features of certain artificially-attached
landmarks attached on the monitor-and the .monitor: screen corners, thus achieving the
function of locating the cursor which is controlled by the in-air movement of the hand-held

camera.

1.2 Contributions of This Study

The main contributions of this dissertation study are summarized in the following.

(1) A systematic method is proposed to derive a set of new and general analytic equations
for unwarping images taken from an omni-directional camera with a
hyperbolic-shaped mirror. The generality of the proposed method so has extended the
image-unwarping capability of the existing methods for the hypercatadioptric camera
to tolerate lens/mirror assembly imprecision, which is difficult to overcome in most

real applications.

-14-
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A new method called “edge-preserving 8-directional two-layered weighting
interpolation” is proposed for interpolating unfilled pixels in a perspective-view or
panoramic image resulting from wunwarping an omni-image taken by a
non-single-view-point hypercatadioptric camera. This method can solve the problem
of edge preserving in interpolating the input image which has many irregularly
distributed unfilled pixels.

A unified approach to unwarping of omni-images into panoramic or perspective-view
images is proposed. The approach does not adopt the conventional technique of
calibrating the related parameters of an omni-camera. Instead, it is based on a new
concept of pano-mapping table, which is created once forever by a simple learning
process for an omni-camera of-any kind as a summary of the information conveyed by
all the camera parameters. With-the help.of the pano-mapping table, any panoramic or
perspective-view image can be Createdrfrom an input omni-image taken by the
omni-camera according to an analytic.computation process proposed in this study.

A robust and accurate calibration method for coordinate transformation between
display screens and their images is proposed. We focus on improving the accuracy of
the coordinate transformation to eliminate the shift errors near the image border. Also,
we simplify the algorithms to avoid complicated calculations in the calibration and
coordinate transformation processes.

A camera mouse with vision-based method for computer cursor control using a video
camera held in hand in the air is proposed. The proposed method computes the cursor
position with the help of four landmarks attached on the corners of the outer frame of
the computer monitor. Some merits of the proposed method are: (a) the method

requires no complicated camera calibration; (b) the method is reliable because of the
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combined use of display feature detection and tracking; (c) the method is robust
against loss of one or two landmark points in the tracking, which allows the user to
have high freedom and space for hand movement; (d) the method allows unintended

device rotation by affine transformation to correct the rotation error.

1.3 Dissertation Organization

In the remainder of this dissertation, the proposed systematic method to derive a set
of new and general analytic equations for unwarping images taken from an
omni-directional camera with a hyperbolic-shaped mirror (called a hypercatadioptric
camera) is described in Chapter 2._lIn,.Chapter 3, the proposed new method of
“edge-preserving 8-directional two-layereéd weighting interpolation” for interpolating
unfilled pixels in a perspective-view or panoramic image resulting from unwarping an
omni-image taken by a non-SVP ‘hypercatadioptric camera is described. In Chapter 4, the
proposed unified approach to unwarping of omni-images into panoramic or
perspective-view images is described. In Chapter 5, the proposed robust and accurate
calibration method for coordinate transformation between display screens and their images
is presented. In Chapter 6, the proposed camera mouse with the vision-based method for
computer cursor control using a video camera held in hand in the air is described. Finally,

conclusions and some suggestions for future research appear in Chapter 7.
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Chapter 2

Analytic image unwarping for omni-directional

cameras with hyperbolic-shaped mirrors

2.1 Introduction

It is well known in computer wvision that enldarging the FOV of a camera enhances the
visual coverage, reduces the blind area, and saves the computation time, of the camera system,
especially in applications like visual Surveillance and vision-based robot or autonomous
vehicle navigation.

There are many ways to design a camera system consisting of CCD sensors, lenses, and
mirrors to increase the FOV of the system [5]. An extreme way is to expand the FOV to a full
hemisphere by the use of a catadioptric camera, which is an integration of a CCD sensor chip,
a convex reflection mirror, and a projection lens. A popular name for this kind of camera, as
mentioned previously, is omni-camera, and that for an image taken by it is omni-image. The
surface curve of the reflection mirror in such a kind of camera may be conical, spherical,
parabolic, or hyperbolic, and the lens may be of the type of orthographic or perspective
projection. To simplify the process for unwarping omni-images into commonly-used

perspective ones, it is usually desired to design an omni-directional camera in such a way that
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the SVP constraint is satisfied [6]. Only some of the possible mirror/lens combinations can fit
the SVP constraint, for examples, a combination of a parabolic mirror and a orthographic lens
or that of a hyperbolic mirror and a perspective lens [6]. However, because of the difficulty in
the alignment of the mirror and the camera lens, many commercial products do not satisfy the
SVP constraint. When this constraint is not met, the resulting locus of viewpoints will form a
so-called caustic curve [9]. In such a case, the image unwarping work is very complicated. On
the other hand, when the parabolic mirror/orthographic lens combination is used; the resulting
system is called a paracatadioptric camera [16]. Following this idea of naming the camera
system, when the hyperbolic mirror/perspective lens combination is used, the resulting system
is called a hypercatadioptric camera in this study. We deal with the image-unwarping problem
for a hypercatadioptric camera in anon-SVP systemrin this study.

More specifically, we propose in this study a systematic method to calibrate the system
parameters of a hypercatadiopttic camerarrandy derive accordingly a set of equations for
accurate image unwarping. In the proposed-calibration process, a calibration pattern of the
shape of a thin ring is designed and attached at the border of the mirror as an aid. Next, mirror
reflection laws as well as system geometry constraints are utilized to derive a set of mapping
equations between a pixel in the image coordinate system and a point in the world space. The
calibrated system parameters are used as known parameters in the derivation. The derived
equations are then used to unwarp accurately an omni-image taken by a hypercatadioptric
camera into a perspective-view image from any viewpoint.

A major contribution of this study is that the derived image unwarping equations are
analytic. This is achieved for the first time. With these equations, unwarping of omni-images

taken by a hypercatadioptric camera into perspective-view images will not be confined to the
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SVP constraint. And this makes the applicability of the hypercatadioptric camera much wider
to various computer vision problems.

The remainder of this chapter is organized as follows. In Section 2.2, we review some
basic concepts about SVP omni-directional cameras and some previous works for
omni-directional camera calibration. The camera calibration process proposed in this study is
described in Section 2.3. In Section 2.4, the corresponding analytic image-unwarping
equations are derived. In Section 2.5, some experimental results using simulation data as well

as real images are given. Finally, we made a summary of this chapter in Section 2.6.

2.2 Review of Previous Works

For an SVP catadioptric camera, unwarping an omni-image into a perspective version is a
process of forward projection from a point X,;0n a certain perspective-view plane in the world
space to an omni-image point X;, which can be described by X; = h(X,) with h being a
one-to-one mapping function from the world space to the omni-image plane [7][21]. For
example, for a SVP hypercatadioptric camera, the mapping relation between a point Xy(X, Y, Z)
in a world space and its projection point X;(U, V) in the image plane, as illustrated in Fig. 2.1,

is as follows:

f(b® —c?)x f(b?—c?)y

U= ,V:
(b> +¢*)z —2bc, /x> +y* +12° (b> +¢*)z —2bc,/x* +y* +12°

where f is the focal length of the camera lens, and a, b and ¢ are the parameters of the

2.1)

hyperbolic curve of the mirror surface described as follows:
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r2
7=—C +b1/1+a—2, r’=x’+y’ (2.2)

with c=+a*+b?.

View plane

XP(Xa y Z)

Omni-image

Fig. 2.1 An SVP hypercatadioptric camera. Where O, is the origin of the world
coordinate system (also‘one.focus of.the hyperbolic curve), and O is the optical

center (another focus of the hyperbolic curve).

In practical situations, because of the existence of the geometric lens distortion, the
projection point Xj(u, V) in the image plane might be shifted erroneously. So, the real position
of the point X; in the image coordinate system should be calibrated by proper geometric
correction even in the SVP case for accurate image unwarping. Some techniques about this
can be found in [1][13] and are followed in this study. The details are omitted.

On the other hand, to estimate the intrinsic parameters of a paracatadioptric
omni-directional camera system, a calibration procedure should be performed before
unwarping omni-images into perspective-view ones. In [16][17], using a single view of three

lines, Geyer et al. derived analytic calibration solutions for the focal length, the image center,
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and the aspect ratio of a paracatadioptric camera. In [18], Kang used the consistency condition
of pair-wise tracked point features across a sequence of paracatadioptric images to calibrate
the same parameters. These approaches basically deal with the calibration problem of an SVP
paracatadioptric camera, and misalignment between the mirror and the camera components
(including the lens and the CCD sensor) was not considered. That is, the image plane was
assumed to be parallel to the base plane of the mirror in these approaches, and only the
intrinsic parameters of the cameras were taken into account in the calibration. The quality of
the unwarped image is severely degraded when equations derived from a system configuration
not meeting such an SVP assumption are used in the unwarping process, although the intrinsic
parameters of the camera have been calibrated.

On the contrary, when a non-SVP camera is used, for example, for the reason to increase
the FOV, system configuration parameters related to. the pose of the mirror relative to the
camera, in addition to the intrinsic camera-parameters, need be calibrated. In [19], Aliaga
developed a calibration model using javbeacon-based pose estimation algorithm for a
catadioptric camera which includes a parabolic mirror and a perspective lens. The mirror/lens
combination in [19] is a non-SVP design, and the adopted camera model, like Tsai’s [13], has
eleven parameters (5 intrinsic and 6 extrinsic). But the physical meanings of Aliaga’s extrinsic
parameters are different from those of Tsai’s, with the translation vector representing the
offset between the center point of the mirror base plane and that of the image plane, and the
rotation vector representing the orientation of the mirror base plane with respect to a world
space system. Also, the mirror base plane is assumed to be parallel to the image plane. The
calibrated data were used to estimate the pose of the camera with respect to the world space

system.
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A more complete calibration procedure for a catadioptric camera with a parabolic mirror
and a perspective lens, which estimates the intrinsic camera parameters and the pose of the
mirror relative to the camera, appeared in Fabrizio et al. [20]. The images of two circles on
two planes existing in the mirror were used to calibrate the intrinsic camera parameters and
the system configuration parameters. But no discussion was made about how to use the
calibrated parameters to modify the mapping described by Eqgs. (2.1) to get an accurate

unwarped perspective-view image from an omni-image.

2.3 Proposed Method for Calibrating Camera Pose with Respect

to Mirror

In this section, the proposed-method for calibrating the camera pose with respect to the
mirror of a hypercatadioptric camera system- is described. The system configuration and the
relationships among the involved. coordinate systems are described first, and the proposed
calibration process is presented next. The camera pose with respect to the mirror is derived

finally, using the calibrated system parameters.

2.3.1 System Configuration and Coordinate System Relationships

The configuration of a hypercatadioptric camera and the related coordinate systems used
in this study are depicted in Fig. 2.2. First, we define a world coordinate system with its origin
W taken to be the middle point between the foci of the two arms of the hyperbolic curve
defined by the mirror surface. Let b be the distance from W to the tip Ty, of the mirror, C the
distance from W to a focus Oy, of an arm of the hyperbolic curve, h the height of the mirror

(measured at T,), and m the radius of the circular-shaped mirror base. Then, a point M(Xm, Ym,
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Zy,) on the mirror surface with respect to W can be described by the following equations

according to Eq. (2.2):
7 —bl+m . 2= x ‘+y (2.3)
a

where a= +/c?—=b? . The optical center O, of the camera lens is taken to be the origin of the
3D camera coordinate system, and the optical axis of the camera is assumed to align with the
z-axis of the world coordinate system. Accordingly, the center O;(Ug, Vo) of the 2D image
coordinate system, which is the projection point of the optical axis on the image plane
described by z =1, is (0, 0). The mirror parameters @, b, h, and m, and the physical size of the

CCD sensor may be obtained from the specifications of the hypercatadioptric camera.

P(Xb, Yo, Zb) A ] >
P 4 /7 Co —_calibration pattern
Om (Xma ym, Zm)
T
P(XW) yW, ZW)
I(u, v) — (ug, Va)
image plane (CCD:
f A (Uf, Vf)
v A > >

Fig. 2.2 The configuration of a hypercatadioptric camera used in this study.

Next, we define a base coordinate system on the mirror with its origin taken to be the
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center C of the bottom circle of the mirror. The base plane of the mirror is located at the plane
Z = 0 of the base coordinate system. A point P(Xy, b, Z») on the ring-shaped calibration pattern
on the base plane with respect to the origin of the camera coordinate system can be expressed

as follows:
[xyz]" =R[X Yo 2]+ T (2.4)

where R is a 3x3 rotation matrix with three rotation angles ¢ (pitch), & (yaw), and  (tilt)
around the X-, y-, and z-axes of the base coordinate system, respectively, and T is a translation
vector described by T = [Ty Ty T.]". Eq. (2.4) respresents a relationship from the base
coordinte system to the camera coordinate system. We will transform the relationship into one
from the camera coordinate system to'the base coordinte system in Section 2.3.3, which
represents the pose of the camera-with respect to the mirror.

On the other hand, the location of the projection point I(u, V) in the image plane of a point

P(X, Y, ) in the camera coordinate System can be déscribed as follows:
u=f—, v=f~f=. (2.5)

To correct possible geometric distortion of the lens in the radial direction, the following
distortion model [13] is adopted in this study:

Ug=u+Dy, Vvg=v+Dy (2.6)

where Ug and Vg4 are the shifted versions of U and Vv in the image coordinate system, and Dy and

Dy are the amounts of distortion estimated, according to [13], by
Dy = xugr’, Dy = &vyr’ (2.7)

with r? = ug + v4* and x being the radial distortion factor of the lens. Combining the above
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equations, we get the following equations:
Uu=(I-xr>)u,, v=_~1-xr*)v,. (2.8)

In the sequel, (u, v) will be called ideal image coordinates, and (uq, Vq) distorted image
coordinates. Finally, since the unit of the image coordinates (Ug, V¢) used in the computer,
called computer image coordinates hereafter, is “pixel” for discrete images kept in the
computer, additional relations between the distorted image coordinates (Ug, V4) and the

computer image coordinates (U, V¢) must be specified, which may be described by:
u=Su, +C, v, =S,v, +C, (2.9)

where Sy and Sy are the coordinate scaling factors for the x and y directions, respectively, and
(Cx, Cy) are the coordinates of the originiof theé. computer image coordinate system. Here, Sy
and Sy, and (Cy, Cy) are some parameters related to the physical properties of the CCD sensors

and the computer memory, respectively.

2.3.2 Proposed Calibration Process for Estimating Pose Parameters with Respect to
Camera

As mentioned previously, we draw a calibration pattern on a paper ring and attach the ring
on the mirror mount around the mirror border for use in the subsequent calibration process.
The shape of the calibration pattern consists of an inner circle with a diameter equal to that of
the mirror, as well as 16 black marks of short line segments evenly distributed around the
circle border. Each short line segment has an end point on the inner circle of the ring, which
we call a calibration point. The configuration is shown in Fig. 2.3. An image of this
calibration pattern is shown in Fig. 2.4. It is noted that only 12 marks are visible in the FOV of

the camera.
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Fig. 2.4 An omni-image of the
calibration pattern.

Fig. 2.3 The calibration pattern
designed for use in this
study.

The proposed calibration process 1n thls study includes the following major steps.

."‘k a 'L’

(1) Acquisition of calibration pat;ern |m£é;es A e

At the beginning of the cahbranon p,rdeess, an 1mage of the calibration pattern is taken. An

'-',-f A 189E

example of calibration pattern 1mag’ess 1s shown i in Flg 2.4.

u‘ ik

(2) Identification of calibration points

The calibration points on the base plane of the calibration pattern are then identified in the
image. Let the coordinates of their projection points in the computer image coordinate system
be denoted as (Ug, V), i =0, 1, ..., n. On the other hand, the base coordinates (Xpi, Ybi, Zvi) Of
the calibration points are known in advance, with all the values of zy being equal to zeros
because the points are located on the base plane.
(3) Computation of physical parameters

Let the image size in the computer image coordinate system be w; x h; and the CCD sensor

size be W; x hs. Then the parameters Sy, Sy and (Cy, Cy) in Eqgs. (2.9) are calculated in this study
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in the following way:

X

s WMo h oW N (2.10)
W h, 2

(4) Computation of intrinsic and extrinsic parameters

The extrinsic parameters R and T in Eq. (2.4), the intrinsic parameters f in Egs. (2.5), and
the radial distortion factor x in Egs. (2.8) should be estimated by a certain calibration method.
This is accomplished in this study according to the method proposed in [13]. The steps are
sketched here. First, from Egs. (2.9) we get the distorted image coordinates (Ugi, Vgi) of a

calibration point in the computer image coordinate system as follows:
i X 1 y
Uy =5, Vile=——— (2.11)

where (U, Vg) are the corresponding computer image coordinates. Next, we combine Egs. (2.4)

through (2.11) to derive the following equations:

(N Xy + 1Yy + 132 + T f

2
U (I+x17)= T
r31Xbi + r32 ybi + r3»3Zbi + z

: (2.12-1)

(lem +'52Ybi+'532bi*'Ty)f

v, (1+&12) = , (2.12-2)

r31Xbi + r32 ybi + r-33Zbi +Tz

where ri2 = udi2 + Vdiz. With sufficient known pairs of (Ugi, Vai) and (Xei, Yoi, Zbi), 1 =0, 1, ..., N,
we can solve R, T, x from Egs. (2.12) by Tsai’s single view coplanar calibration method [13].
The parameter f is assumed available from the camera specifications.

Fig. 2.5 shows a calibration result of the pose of the base plane with respect to the camera,

which includes the values (—2.99, 0.96, 88.67) of the translation vector T in the unit of mm
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and the values (0.013, 0.035, 0.007) of the three rotation angles ¢, &, and y of the rotation
matrix R in the unit of radian. The real coordinates of the 12 calibration points are described
by the square-bracketed coordinates [X;, Yi] in Fig. 2.5. After the calibration, the detected
image coordinates of the calibration points are back-projected onto the base plane, the results

are described by the angle-bracketed coordinates <¥;, yi>, which are also shown in Fig. 2.5.

[ 15.3,-37.0]
< 15.7, -38.63
[ 28.3,-28.3]
\ < 29.3,-29.23

2.3.3 Proposed Calibration Process for Deriving Pose Parameters with Respect to Mirror

The pose of the base plane with respect to the camera is composed of the rotation matrix R
and the translation vector T derived above. To obtain the pose of the camera with respect to
the mirror, we have to transform Eq. (2.4) into a form similar to those specified in Egs. (2.1).
The origin of the mirror coordinate system is defined at one focus of the hyperbolic mirror
surface (denoted by Oy, in Fig. 2.2). The mirror plane z = 0 is taken to be parallel to the base
plane at a distance of d = (b + h) —c. The z-axis of the mirror coordinate system is aligned
with the z-axis of the base coordinate system.

It is known that R has the rotation angles (@, €, y) with respect to the x-, y-, and z-axes
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respectively, and T has the values (Ty, Ty, T;). To map a point (X, Y, Z) in the camera coordinate

system into a point (Xy, Yb, Zb) in the base coordinate system, the following equation may be

applied:
X, r1'1 I’1'2 I’1'3 X T,
Yo | = I’2'1 rz'z I’2'3 Y- Ty (2.13)
2] |t L2 [T,

where the new rotation matrix

STRLIPIL T
1 My My (2.14)

r3 r3 r33

R'=

is obtained by reversing the signs,of (¢, 6, w).in Eq. (2.4).

Because the base plane and the mirror plane are apart with a distance of d, the coordinates
(Xb, Yb, Zp) Of a point in the base coordinate system with origin Oy, are related to the coordinates
(Xws Yw» Zw) of a point in the mirror coordinate system with origin Oy, by the following

equalities:

X, =X, =X, +yr, +2r,-T,, (2.15-1)
Yo = Yo = X0y + Y0, +20, =T, (2.15-2)
2, =2, +d=xr, +yr, +zr, T, +(b+h)—c, (2.15-3)

So, the position (Xcw, Yew, Zew) Of the camera origin O, in the mirror coordinate system may

be derived from that of the mirror origin O, by setting (X, y, z) in Egs. (2.15) to (0, 0, 0):

Xew == 1o Yoo =—T,, Z,, =-T,+(b+h)—c. (2.16)
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Finally, given the coordinates (u, v, f) of a point I in the camera coordinate system where
(u, v) is the ideal image coordinates of I, the corresponding coordinates (X;, Yi, i) of I in the

mirror coordinate system, according to Egs. (2.15), may be derived to be:

X, =ur, +vr, + fr, =T, (2.17-1)
Y, =ur, +vr, + fr, -T (2.17-2)
Z,=Uur, +vry, + fr, =T, +(b+h)-c. (2.17-3)

2.4 Back-Projection of Image Point

As a summary of the discussions in,Section 2.3, we redraw the camera model as shown in
Fig. 2.6 from the viewpoint of image projection. In Fig. 2.6, the angles of pitch ¢, yaw €., and
tilt y. are respectively the negative values-of the calibrated rotation angles in Eq. (2.4). When
the pose of the camera with respect.to the mirror is determined in a way as described in
Section 2.3.3, a point I(U, V) in the image plane can uniquely determine a reflective ray R;
from the mirror surface and so a corresponding mirror surface point M(Xy, Ym, Zm). In turn, at
point M there will be an incident ray R; corresponding to R; with its incident orientation being
determined by the mirror surface geometry. Let the direction of R; be specified by a unit

vector denoted by W, = [wy Wy WZ]T. In this section, we will derive a set of equations to

specify a mapping F from the coordinates (U, V) of point I to the elements (Wy, Wy, W) of the
unit vector W, . To be simple, we denote this mapping as W, = F(I). This mapping is

constrained, according to the optical reflection principle, by the following two rules.

(1) Co-planarity constraint: the unit normal fi of the mirror surface at point M and the two
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rays, R; and R;, are co-planar.

(2) Reflection constraint: the incident angle of R; is equal to the reflection angle of R..

In the sequel, all the derived formulas are based on the mirror coordinate system.

P(XWs yWa ZW)

image plane (C(fD) .

'I(U, V) Xi, Yi» Zi)
/

»

»

A ¥
; ! :
pitch ¢ /V ( Optical-center

Yaw Hc O(XCW’ ycwa ch)
:' L

Fig. 2.6 The image projection model, where Oy, is the origin of the mirror coordinate
system, and Oy, is the origin of the base coordinate system.

2.4.1 Derivation of Unit Normal Vector i

Fig. 2.7 depicts the unit normal vector i at point M(Xm, Ym, Zm) On a plane passing

through the z-axis of the mirror coordinate system with the tilt angle ¢, denoted as P,. The
vector N can be decomposed into two orthogonal vectors fi,, and #,, where the vector i,
is on a plane Py perpendicular to P, located at z = z,,. and 7, is parallel to the z-axis of the

mirror coordinate system. The tilt angle by definition is equal to
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¢:tan _— (218)

On the other hand, we want to derive the equation of the mirror surface in the mirror
coordinate system. Egs. (2.3) describes the mirror surface in the world coordinate system. So,

a shift —c should be added to the z-value in Egs. (2.3), resulting in

2
"
z,=-C +b1/1+;“—2, rl=x+v,’ (2.19)

where r,, may be regarded as a polar coordinate composed of the coordinates of X, and Y.

Because the mirror surface is rotationally symmetric in the x- and y-directions, we can
consider the polar coordinates (I, Zy,)ionly, i.€5:point M may be thought to be located at (rp,
Zm). Also, let the tangent plane at point M perpendicular to i be denoted as Pr, and let the
intersection line of Pr and P, be denoted as Ty;. Now, the value of the angle ¢ of Ty with
respect to the plane Py at point M with: polar coordinates (I, Z,) on the mirror surface may be
derived, by taking the inverse tangent value of a partial derivative of z,, in Egs. (2.19) with

respect to I'y, to be

L, 0L

_ r
—M = tan”' - m (2.20)
Mo a\r.- +a’ az,

o =tan

Accordingly, we can derive the values sino and coso as follows:
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br_ aJa’ +r.’ (221)

coso =

4 2 2 4 2. 2
yat+c’r, yat+c’r,

Finally, it is not difficult to derive the unit normal vector at point M(Xm, Ym, Zm) to be 0 =

sind =

[sinScose sindsing —cosd]" according to the geometry shown in Fig. 2.7.

M(Xm, Yim» Zm)

Fig. 2.7 The unit normal vector 1 .

2.4.2 Use of Co-Planarity Constraint
The co-planarity constraint on the unit normal fi of the mirror surface at point M and the
two rays, R; and R,, is shown in Fig. 2.8, and can be described by the following equality

according to vector analysis:

, (2.22)

or equivalently,
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i j k (X = X,)
(ch - Xm) (ycw - ym) (ch - Zm) (yw - ym) = 0 H (2'23)
sinocosp sinosing  —coso || (z, —-Z,)

(1395 L]
X

where and “-” denote the cross and inner product operators for vectors, respectively; W
= [(Xw—Xm) (Yw—Ym) (Zw—Zm)]" specifies the direction of the incident ray Ry; [i j k]" is a unit

vector; and 0 = [(Xew—Xm) (Yew—Ym) (ZCW—Zm)]T specifies the direction of the reflection ray R..

By computing the above matrix product and substituting the result with the following

notations
Kot =Y = Yew) €086 + (2, — 2, )sinosin g, (2.24-1)
K = (X, = X, ) €080 #: (25, — 2, )Sin S cos @, (2.24-2)
Koz =Xy = %) SINISING = (Y o~ Y, )sin & cos g, (2.24-3)
X, =Xy = Xudy Y= =Y,), 07, =(2, —Z,), (2.24-4)
we get
Kmlxn - Km2yn + Km3zn =0. (225)
@
M(Xs Yims Zm)

W (Ry)

— P(XW3 yW3 ZW)
0 (R)

A

ol
X
35l

O(XCW9 yCW7 ZCW)

Fig. 2.8 The co-planar vectors and the cross product.
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2.4.3 Use of Reflection Constraint
The aforementioned reflection constraint, which indicates the identicalness of the incident

angle to the reflection angle, may be expressed by the following equalities:

=]
=i
o
]

=C0S P, COS p = (2.26)

=
=]
=]

=

where p denotes the two identical angles. The second equality in Egs. (2.26) may be expanded

to be

(Xey — X, )sinocos@+(Yy,, —Y,)sindsing —(z,, —2,)coso

VX =X0)% + (Vo = V)2 + (Zey = 20)°

cos p = (2.27)

On the other hand, the three components of the unit véctor W, = ﬁ =[w, w, w, I, by
W,
definition, can be calculated as follows:
X z
w, = = W, = Y , W, = = (2.28)
\/xnz vy +z’ \/xnz +y 4z’ \/xnz +y 4z’
Then, the first equality in Egs. (2.26) can be derived to be as follows:
W-n B
Terer - W n
¥ Il
= [wy Wy W,]"-[sindcosp sindsing —cosd]”
= W, sindcosg + W, sindsing — W, coso
=Ccosp (2.29)

where cosp can be computed by Eq. (2.27) above.
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2.4.4 Calculating Direction of Incident Ray

If the values (Xy, Yn, Zn) are not equal to (0, 0, 0), Eq. (2.25) may be rewritten as

X]’l _K yn +K Zn :0’

K
ml m3
\/xn2+yn2+zn2 \/xn2+yn2+zn2 \/xn2+yn2+zn2

m2

which is equivalent to
KW, — K ,w, + K  w, =0.
On another hand, the norm of the unit vector W, isequalto I, 1i.e.,

w, +w, +w, =1,

(2.30)

(2.31)

(2.32)

Using Egs. (2.30), (2.31), and (2.32),"we can solve the three unknown parameters Wy, Wy, and

W, in the following way.

First, we eliminate the unknown wzin“Egs. (2:30) and (2.31) to get
w, = A W+ B,
where

K, cosd + K ,sinocosg - K,z cos p

A, = B, =

K,cosd—K_ sindsing " K_cosd—K,_,sindsing

Next, we eliminate the unknown Wy in Egs. (2.30) and (2.31) to get
w,=C_w, +D_.
where

C (K, sing+ K, cosg)sind D - K, cos p

m

K,cosd—K _sindsing =~ " K_,cosd—K, ,sindsing
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Finally, substituting Egs. (2.33) and (2.34) into Eq. (2.32) and reducing the result, we get

_—(A,B, +CmDm)J_r\/(AmBm +C.D )Y -(1+A’+C_*)B, +D 1)
- 1+A°+C.% '

W

X

(2.37)

There are two possible solutions for Wy, and using the relationship between the coordinates (X;,
Vi, Z;j) of the image point and the coordinates (Xcw, Yew, Zew) Of the optical center, all in the
mirror coordinate system, we can determine one of them as the correct solution. The details
are omitted here. After wy is obtained, Wy and W, can be computed accordingly by Eqgs. (2.33)

and (2.35).

2.4.5 Calculating Coordinates of Mirror Surface Point in Terms of Image Point
Coordinates
In Sections 2.4.1 through 2:4.4, we have_derived the elements (Wy, Wy, W;) of the unit

vector W, in terms of the coordinates (Xm, Ym, Zm) Of the mirror surface point M. Here we

further want to derive (Xm, Ym, Zm) 10 terms.of the coordinates (U, V) of the image point I to

complete the derivations of the formulas for specifying the mapping W, = F(I). The

coordinates (U, V) can be calculated from a point (Us, V¢) in the computer image coordinate
system by Egs. (2.11) and (2.8). Also, the coordinates (X;, Y;, Zj) of the image point I in the
mirror coordinate system can be calculated from Egs. (2.15) which are repeated in the

following:

X, =ur, +vr, + fr, -T,, (2.17-1)
Y, =ur, +vry, + fr, =T, (2.17-2)
Z, =ur, +vr, + fr, =T, +(b+h)-c. (2.17-3)
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Now, referring to Fig. 2.8, we see that both the tilt angle of the point I and that of its
back-projection point M on the mirror surface relative to the camera coordinate system are
equal. Let both angles be denoted by ¢. Then, it is easy to see from the geometry in the figure

that

tan¢:yi_ycw :ym_ycw

b
Xi - ch Xm - ch

or equivalently, that

Y= Yew — Xew tang + Xp, tang. (2.38)

Combining Egs. (2.15) and (2.38) and using the following notations

Ki =Y. X. tang, (2.39-1)
K, =()Z(:—)Z(:) (2.39-2)
K=z +6=X%_,K,, (2.39-3)
K, =b*(1+tan” ¢) —a’K,’, (2.39-4)
K, =b’K, tang—a’K,K,, (2.39-5)
K, =a’h’ +b’K,” —a’K,’, (2.39-6)

we get, after some derivations and reductions, the following result for X,:

— K, 4K -K,K
X =— > e (2.40)
K,

There are two possible solutions for X, in the above equation, and we can get the correct one

by checking the condition that X, and X; are at the same side with respect to Xy, Or
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equivalently, that the value of the product (Xm — Xew)(Xi — Xew) 1S larger than or equal to zero.
Also, using Eq. (2.38), we can get Y. And finally the value of z,, can be calculated from Egs.

(2.19) which are repeated as follows:
r 2
z, =—C+b 1+;—2, r.o=x+y,’. (2.19)

2.5 Experimental Results

We show in this section the experimental results of two unwarping cases with two
different omni-images as inputs, one being a pseudo-image and the other a real image taken
by our hypercatadioptric camera.

2.5.1 Unwarping of A Pseudo-image into-Perspective Views

We first describe how we ‘create the pseudo-image for the first unwarping experiment.
For this purpose, we used the calibration data obtained in Section 2.3, which include the
translation parameters (-2.99, 0.96, 88.67) (in the unit of mm); the rotation angles (0.013,
0.035, 0.007) (in the unit of radian); the radial distortion factor x = 0.0; and the focal length f
= 2.9mm. Then, we used the mapping equations obtained in Section 2.4 to warp a pseudo
target as shown in Fig. 2.9 into the image plane to get the desired pseudo omni-image as
shown in Fig. 2.10. The procedure was mentioned in Section 2.5.2, and the details are
described in the following.

The pseudo target includes two parts, namely, a ground region with the area of 20x20m?
and consisting of 400 grids with each being of the size of 1x1m? as well as an L-shaped wall

with the height of 1.0m and a side width of 2.8m. The L-shaped wall is placed near the center

-39-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 2 Analytic image unwarping for omni-directional cameras with hyperbolic-shaped mirrors)

of the ground region. In simulating the image taking work, the target was laid under our
hypercatadioptric camera and the normal vector of the ground region at the region center
aligns with the z-axis of the mirror coordinate system. The distance of the region center from
the origin of the mirror coordinate system is 2m. The resulting pseudo-image of Fig. 2.10 is of

the size of 640x480 pixels.

& »
< |

20m
Fig. 2.9 A pseudo target of size 20 x 20m* with an L=shaped wall at the center position.

Fig. 2.10 The warped image of the pseudo target in Fig. 2.9.
We then describe how we unwarped the pseudo-image into perspective-view

images. We selected two perspective-view  planes, one being from a side view and the
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other from the top view. As shown in Fig. 2.11, each perspective-view plane is a rectangular
region, which was used to capture the rays back-projected from the image plane. Each

rectangular region was divided into 320%240 units representing a 320%240 image.

M(Xma ym: Zm)

Optical center

P W9 Wwo W
O(x,Y,2) Gt Yo 22)

image plane

(CCD) P

iew plane
(top view)

Fig.2.11 View planes«defined in the real world for unwarped images.

The top-view region Ry is“4x4m” in size, parallel to the x-y plane of the mirror
coordinate system. The normal vector of Ry at the center Cr of Ry aligns with the z-axis of the
mirror coordinate system, and Cr is 2m below the origin of the mirror coordinate system. Fig.
2.12(a), (b), and (c) are the unwarping results in Ry with different calibration parameter
settings. Here, Fig. 2.12(a) was produced using the same translation and rotation parameters as
those used in yielding Fig. 2.10. In Fig. 2.12(b), the three rotation angles were all set to be
zero. And in Fig. 2.12(c), we further set the two translation parameters Ty and Ty to be zero
(meaning perfect alignment of the camera with respect to the mirror). We can see in Fig.
2.12(a) that our derived equations can be used to unwarp the pseudo-image of Fig. 2.10
perfectly within the top-view region Rr. Fig. 2.12(b) and (c) tell us that insufficient calibration

of the hypercatadioptric camera will produce distorted unwarping results.
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Fig. 2.12 Unwarped images of Fig. 210 (Toﬁvmwj" (a) ,ﬂas the same T(Ty, Ty, T;) and R(Ry, Ry,
R;) as those for yielding Fig."Q/.__l _(),','(b) has thesetting Ry = Ry= R,= 0, and (c¢) has the
further setting Tx= T, = 0. (d), (e) and (f) are the results using Eqs. (2.1) with different

CCD sensor sizes of 3.2x2.4mm?, 1.6x1.2mm? and 0.8x0.6 mm” , respectively.

On the other hand, we show some results coming from inappropriate unwarping of the
input pseudo-image Fig. 2.10 using Egs. (2.1) under the erroneous assumption that the camera
is an SVP system. They are shown in Fig. 2.12(d), (e), and (f), which are the results coming
from the uses of three different CCD sensors of sizes 3.2x2.4, 1.6x1.2, and 0.8x0.6mm?>,
respectively. The actual size of our CCD camera sensor is the first one, namely, 3.2x2.4mm”
and the corresponding unwarping result is the image shown in Fig. 2.12(d). But the visible
scope of the image region in the figure is too small to show the entire unwarping result. For

the reason of comparison, we therefore assume the other two sensor sizes for our camera to
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yield Fig. 2.12(e) and (f) for the purpose of showing the unwarping results more clearly. Note
that the sensor size settings of Fig. 2.12(e) and (f) are unreasonable for a real CCD sensor.
From Fig. 2.12(f), it is obviously seen that the result is worse than the perfect one shown in
Fig. 2.12(a).

Fig. 2.13(a) through (d) show the unwarping results on four perspective-view planes.

Each perspective-view plane is set parallel to the z-axis of the mirror coordinate system with a
view-angle span of 90° in the x-y plane and at a distance of V2 m from the z-axis of the
mirror coordinate system. The unwarping result is projected into a region in each

perspective-view plane with a height of 2m and a width of 2 V2 m. Fig. 2.13(a) through (d) are

the unwarping results using our derived,_equations in the four perspective-view planes. The

(b)

(d) (e) 0]

Fig. 2.13 Unwarped images of Fig, 2.10 from 4 side views. (a) to (d) are the results using the
proposed method with the same T and R as those for yielding Fig. 2.10. (a) through
(d) show the results with different span of view angle, 1.5t ~ 2.0n, 1.0n~1.57,
0.57~1.0m, and 0.0mn~0.57, respectively. (e) and (f) are the results using Eq. (2.1)
with different spans of viewing angle, as (b) and (c), respectively.
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settings of the translation parameters and the rotation angles are the same as those for Fig.
2.12(a) through (d). Fig. 2.13(e) and (f) are the unwarping results by Egs. (2.1) in the same
perspective -view planes as those used for Fig. 2.13(b) and (c) but under the SVP assumption
and with the CCD sensor size of 0.8x0.6mm’. Note especially that the vertical lines in Fig.

2.13(e) and (f) can be seen to be slanted erroneously.

2.5.2 Unwarping of A Real Image into Perspective Views

Fig. 2.14 and Fig. 2.15 are the unwarping results of a real image shown previously in Fig.
2.4 taken by our camera. The parameter settings used for computing Fig. 2.14 and Fig. 2.15
are the same as those used to produce Fig. 2.12 and Fig. 2.13, except that the pseudo-image is
now replaced by the real image. Or morelspecifically, Fig. 2.14(a) through (f) correspond to
Fig. 2.12(a) through (f), respectively,;and Fig. 2:15(a) through (f) to Fig. 2.13(a) through (),
respectively. Comparing Fig. 2.14(a) with Fig. 2.14(f); and Fig. 2.15(b) and Fig. 2.15(c) with
Fig. 15(e) and Fig. 2.15(f), respectively, we can see that the unwarping results obtained by our
methods are better than those obtained under the SVP assumption. Especially, the vertical
lines in Fig. 2.15(e) and (f) as well can be seen to be slanted. Such situations are not seen in
our results in Figs. 2.15(b) and (c).

It is noted that the images of the above-mentioned experiments were obtained using some

methods proposed in our previous paper [22], and the details are omitted here.

2.6 Summary
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An approach to systematic calibration and analytic image unwarping for omni-directional
non-SVP hypercatadioptric cameras with hyperbolic-shaped mirrors has been proposed. We
used the calibrated parameters of the camera to derive precise unwarping equations. The
derived equations have been validated to yield the same unwarping results as those yielded by
a perfectly designed SVP camera by adjusting the calibrated parameters to fit the SVP
constraint. Furthermore, we have shown the advantages of our method over the

SVP-constrained method for real cameras by some simulation and experimental results.

(d)

Fig. 2.14 Unwarped images of a real scene in Fig. 2.4 (Top view). (a) has the T(Ty, Ty, T;)
and R(Ry, Ry, R;) mentioned in Section 3.2 after calibration, (b) has the setting Ry
= Ry= R;= 0, and (c) has the further setting Tx= Ty = 0. (d), (¢) and (f) are the
results using Egs. (2.1) with different CCD sensor size of 3.2x2.4mm’
1.6x1.2mm?, and 0.8x0.6 mm” respectively.
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(A : (e)

Fig. 2.15 Unwarped images of a re;tl Scene in Flg- 2.4 (Side view). (a) to (d) are the
results using the proppsedumeﬁrod-wnh the same T and R as those for yielding
Fig. 2.14. (a) to (d) sh@w tﬁe results w1th different span of view angle, 1.5m ~
2.0m, 1.0m~1.57m, 0.57~1.0m; and 0. 0n~0. 5m, respectively. (e) and (f) are the
results using Eq. (2.1) with different span of viewing angle as (b) and (c),
respectively.
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Chapter 3

Improving quality of unwarped omni-images
by a new edge-preserving interpolation

technique

3.1 Introduction

A catadioptric omni-camera-{2][5], which is a combination of a reflective mirror and a
conventional camera, captures the incaming.light /to form an omni-image. The mirror
surface may be of various shapes, like-conic,-parabolic or hyperbolic, etc., as mentioned
previously. On the other hand, a hypercatadioptric camera is a type of catadioptric
omni-camera with a hyperbolic-shaped mirror [7][8]. Fig. 3.1 shows the structure of an
SVP hypercatadioptric camera, where the focus point of the camera is located at the outer
focus point O. of the hyperbolic curve of the mirror surface. That is, in this perfectly
aligned structure, all the incoming light rays pass through O.. If the structure is instead
mis-aligned, the incoming light rays will not pass through O, but form a so-called

“caustic” surface [9], and the camera becomes a non-SVP one.

-47-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 3 Improving quality of unwarped omni-images by a new edge-preserving interpolation technique)

View plane

Xp(xv i 2)
N

// VA
/] ey
S B Omni-image

Fig. 3.1 An SVP hypercatadioptric camera. Where O, is one focus of the hyperbolic
curve taken to be the origin.efsthe world coordinate system, and O is the
optical lens center as well«as the other focus of the hyperbolic curve.

It is difficult to unwarp an-omni-image .into .a normal-view one, and the degree of
difficulty depends on the type of omni-Camera-and the alignment of the camera structure.
SVP omni-images are generally easier: to handle [10][21][23] than non-SVP ones. If a
non-SVP omni-image is treated as an SVP one and unwarped accordingly, the resulting
perspective-view image, called unwarped image in the sequel, will suffer a serious
geometric distortion [11], especially when the structural misalignment is large in some
camera designs aiming to extending the field of view (FOV) of the camera. Fig. 3.2(b)
shows this case. So, in the case of non-SVP image unwarping, we need another way to do
the unwarping job.

More specifically, unwarping an omni-image, which is taken with an SVP

hypercatadioptric camera, into a perspective version is a process of forward projection

from a point X, = (x, y, z) on a certain perspective-view plane in the world space to an
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omni-image pixel X; = (u, v), which can be described by Xi = A(X,) with # being a
one-to-one mapping function from the world space to the omni-image plane [21][22]. Eq.

(3.1) below is a description of this mapping from (x, y, z) to (u, v):

. f(b? =c?)x e S =c)y (3.1)

(b +¢c®)z —2bcy|x* +y* +2° , (b? +c?)z —2bcy|x* +y* +2°

where 1'is the focal length of the camera lens, and @, b and ¢ are the parameters of the

hyperbolic curve of the mirror surface described by the following equations:

z=—c+b,/1+2—, rP=x"+y", c=+a’ +b’. (3.2)

Consequently, after scanning all the points (x; =, z) in the perspective-view plane in the
world space to get the coordinates of the corresponding pixel (x, v) in the omni-image in
the unwarping process using Eq.(3.1), there'will be no unfilled pixel in the resulting image
because of the one-to-one mapping.property.

However, for a non-SVP hypercatadioptric camera, there exists no direct one-to-one
mapping X; = A(Xp) from X, to X;, and the relationship between X, and X; instead is X, =
g(f(Xi)) with f being a mapping from the omni-image plane to the mirror surface and g
another mapping from the mirror surface to the world space [22]. The inverse forms g™
and /™ of the mappings are too complicated to obtain such that the direct mapping X; =
h(Xp) =1~ l(g‘l(Xp)) is unavailable. Therefore, it is impossible to conduct the same type of
unwarping task as in the SVP case. Jeng and Tsai [22] solved this unwarping problem by a
back projection method using the original mapping X, = g(f(’X;)), yielding in the unwarped

image many irregularly-distributed unfilled pixels to which no omni-image data have been
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mapped. Fig. 3.2(c) shows an example of the unwarping result. The unfilled pixels should

be filled by some interpolation method.

(© (d)

Fig. 3.2 Examples of images for illustration. (a) An omni-image taken by a non-SVP
hypercatadioptric camera. (b) An unwarped perspective-view image when (a) is
treated as an SVP camera. (c) Raw image resulting from unwarping the
omni-image of (a) using a back projection method proposed by Jeng and Tsai
[9]. (d) Raw enlarged image of a scene image with regularly-tessellated unfilled
pixels before interpolation.

Conventional interpolation methods [24][25] deal mainly with regularly- tessellated
unfilled pixels, resulting from conventional image transformations like image scaling (see
Fig. 3.2(d) for an example), and so are unsuitable for handling the irregularly-distributed
unfilled pixels in the unwarped image. In [26], Li and Orchard proposed a new

edge-directed interpolation by using the geometric duality between the low-resolution
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covariance and the high-resolution one of the image, but it is applicable only to images
with regularly-distributed unfilled pixels created by image expansion. In our case here, the
property of geometric duality does not exist, so the method is inapplicable. Jeng and Tsai
[22], in addition to the back projection method, have proposed a so-called
8-directional-regions interpolation technique to do this work. However, there is a
drawback in their method, that is, edge blurring caused by the averaging operation in the
method will occur in the interpolation result.

In this study, we propose a new method called “edge-preserving 8-directional
two-layered weighting interpolation” to conduct the desired interpolation work, which can
preserve local edges in images to avoid the edge-blurring effect. The method is thus more
suitable to the unwarped image which has many irregularly distributed unfilled pixels. An
edge-line detection scheme is proposed first for-deciding if an unfilled pixel lies on an edge
line. If the unfilled pixel is found to be ‘on-anredge line, then the pixel value is assigned by
a scheme of inverse-distance weighting of-two filled pixels on the edge line. Otherwise, a
two-layered weighting interpolation scheme is applied, which considers three concepts of
weighting, namely, inverse-distance weighting, pixel-count weighting, and region-wise
weighting. This scheme uses the ratio of filled-pixel counts of each 8-directional
sub-region to the total filled-pixel counts in all sub-regions as the first-layer weighting
factor, and then uses the inverse distances between the filled pixels in each sub-region and
the currently-processed unfilled pixel as the second-layer weighting factors to complete an
even pixel-value contribution effect in the interpolation. The quality of the interpolation
result is greatly improved in the aspect of edge preserving. It is noted here that this type of

interpolation work for processing unwarped non-SVP omni-images, to the knowledge of
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the authors, has not been investigated before. Although the idea of edge preserving can be
found in Ramponi and Carrato [27], which investigated irregular sampling for image
coding, here we utilize the edge information in a different way to process the more
complicated unwarped image with irregularly-distributed pixels at unknown positions.
Also, the weighting scheme in utilizing neighboring pixel values adopted in [9] is modified
to improve the interpolation accuracy.

In the remainder of this chapter, we describe the proposed method in Section 3.2, show
the experimental results in Section 3.3, and finally made a summary of this chapter in

Section 3.4.

3.2 Image Interpolation:by Edge Preserving and Pixel Value
Weighting

The proposed method is an'edge-preserving 8-directional two-layered weighting
interpolation technique which, as mentioned previously, is based on three types of
weighting for interpolation: (1) inverse-distance weighting; (2) pixel-count weighting; and
(3) region-wise weighting. We first describe in Section 3.2.1 the core of the proposed
technique involving no edge preserving, and then the proposed edge-preserving version of

the proposed interpolation technique in Section 3.2.2.
3.2.1 Non-Edge-Preserving Version of Proposed Method

As illustrated in Fig. 3.3, the non-edge-preserving version of the proposed technique
is based on an nxn region R (e.g., a 7x7 region) centered at an unfilled pixel P, whose

value is to be interpolated. Region R is divided into eight sub-regions Si, So, ..., Ss. Filled
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pixels in each sub-region, called support pixels hereafter, are used in calculating the

weights for interpolation.

o

. @ [ ]
Sub-region S1

»
>

(] S8

7Support pixel P;

Unfilled pixel P,
Figure 3.3 Illustrationsof proposed interpolation.
Let the support pixels in sub-region §;( =1, 2;...., 8) be denoted as Pi1. Pa, ..., Pin,
and their respective pixel valuesdenoted-as i1, fi2, .:.y lim, Where m; is the number of such

pixels in S;. Let the distance from a‘support.pixel P; to P, be denoted as d; where j = 1,
2, ..., m;. Let the number of all the support pixels in the neighborhood R of P, be denoted as

M, which is equal to
8
M = zmi . (3.3)

The region weighting factor s; for sub-region S; based on the pixel numbers is defined as

o= (3.4)

And the distance weighting factor d;based on inverse pixel distances for sub-region S; is

defined as
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d,=3 (d,). (3.5)

Then, the weight factor w;; of support pixel P; for use in the interpolation is calculated as

w; =%xsi. (3.6)

Now, the proposed two-layered weighted interpolation can be described as follows.
First, we compute the contribution I; of sub-region S; to the desired interpolation value /, of

Py as
Ii=Zw I. (3.7)

where I, as described previously, is the pixel value of support pixel P;. And then, the

desired pixel value of P, can be computed:by:
Iy (3.8)

Note that in case there exists no support.pixel.in.one or more of the eight sub-regions, the
weights of such sub-regions will be ignored automatically according to the above process,
and only those of the other sub-regions with existing support pixels will be used in
calculating the value 1, of the unfilled pixel P,. This can be seen from Eq. (3.4) where s;
will be equal to 0 when m; = 0. In the extreme case that no support pixel can be found in all
the sub-regions, then we adopt the approach of enlarging the nxn region R, e.g., from 7x7
to 9x9, and so on, until at least one support pixel is found in the enlarged R.

A merit of the above proposed approach of two-layered interpolation is that the
contribution of a sub-region S;, as can be figured out from the above formula, can be

controlled by the corresponding region weighting factor s; which is computed from the
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number of support pixels in S;. This will limit the magnitude of the contribution of the
sub-region, compared with the traditional scheme of one-layered inverse-distance
weighting which will cause uneven or dominant contribution of certain pixels at very short
distances to the currently-processed unfilled pixel P,. Another merit is that more
contribution will be yielded by a sub-region with more support pixels, as can be seen again
from Eqg. (3.4) for computing s;. This is reasonable because more information is conveyed
by more pixels and such information should be utilized properly by giving larger weights
to them. These two merits are advantageous to the work of unwarping the
irregularly-distributed and spatially-sparse pixels in the unwarped image which we are

dealing with, as proved by our experimental results described later.
3.2.2 Edge-Preserving Version of Proposed Fechnique

In the above non-edge-preserving version of the-proposed technique, the weight of a
support pixel basically is determined by its distance to the currently-processed unfilled
pixel P,. All the support pixels are used to accomplish the interpolation work. In the
edge-preserving version of the proposed technique, each support pixel instead will be
classified first as an edge pixel or not, using the edge pixel information found in the
original omni-image. And the spatial relationship between P, and the edge pixels are
analyzed to determine which support pixels should be used to conduct the interpolation.
The essence of the idea behind the proposed technique is to ignore non-edge pixel
contribution to the interpolation if an edge is found to go through P, thus reducing the
blurring effect in the unwarped image.

Now the issue is how to find the edge pixels for use in the above process. Although

edge pixels can be easily found by traditional edge detection methods in the original
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omni-image which is rectangularly-tessellated in nature, what we want is their
corresponding pixels in the unwarped image. Since such pixels in the unwarped image are
irregularly and sometimes even sparsely distributed, traditional edge detection methods are
inapplicable. To solve this problem, we compute first an edge-value image from the
original omni-image, and then unwarp it into a second image and threshold the resulting
image values to get an unwarped edge map. Finally, we detect edges in the unwarped edge
map by a way of checking edge lines formed by triple pixels. The details are described in
the following. Let the original omni-image be denoted as /.

(1) Creation of unwarped edge map

First, we compute an edge-value image /. by the Sobel operator with 7, as input and
normalize the edge values in 7, into the range of-0.0 to 1.0. Fig. 3.4(a) shows an input
omni-image I, and Fig. 3.4(c) shows the resulting 7. computed from Fig. 3.4(a).

Second, the original omnizimage and-the-edge-value image are unwarped with the
non-SVP forward-projection method propesed in [22] to get a raw unwarped image and
an unwarped edge-value image, respectively. The unwarped edge-value image is then
thresholded into an unwarped edge map by a threshold value e:. Fig. 3.4(b) and Fig. 3.4(d)
show the results, respectively. There are many unfilled pixels in the raw unwarped image,
whose values are what we want to interpolate in the sequel. And the unwarped edge map

will be used to assist this task.

(2) Performing local edge analysis to detect support pixels on edges
An unfilled pixel Py is regarded to be on an edge line if P, and two support pixels
Py and P; form approximately a straight line, where P, and P; lie respectively in two

sub-regions S; and S; which are opposite in directions (e. g., S; and Ss, S> and Sg, and so

-56-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 3 Improving quality of unwarped omni-images by a new edge-preserving interpolation technique)

on). To detect such on-edge support pixels, every possible pair of oppositely-directed
sub-regions S; and S; and every pair of support pixels P, and P; located respectively in
them are selected and analyzed in the following way:
(a) calculate the angle g, formed by the two vectors PPy and PPy;
(b) if 4, is close to 180° (determined by checking if it is larger than a threshold &), then
regard P, to be on an edge line and record the pair of support pixels P, and P; as a

candidate pair. Fig. 3.5 illustrates this idea.

(c) (d)
Fig. 3.4 Creation of unwarped edge map from original omni-image. (a) Original
omni-image. (b) Raw unwarped image. (c) Edge-value image of (a). (d)
Unwarped edge map (with e; = 0.3).

(3) Interpolation using on-edge support pixels
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@ o (b)
Fig. 3.5 Illustration of proposed on-edge decision. (a) Edge detected (&, close to
180°). (b) No edge detected (& not close to 180°).

We then take from the set of all candidate pairs the one with support pixels P, and P,
which forms an angle 6, closest to 180°, and use their distances d, and d, to P, to complete

the desired interpolation for the pixel value.Z, 0f Py in the following way:
1, = [(Ud)xI, + (Udp)<Ip) I'T(LIdy) + (1/d})]. (3.9)

That is, we compute the pixel value f; by an interpglation from those of P, and P, weighted
inversely by their respective distances d, and dj, to P,,.
(4) Interpolation by non-edge support pixels

If no candidate pair is found in the above step, then we conduct interpolation of the
value of 1, for pixel Py by the non-edge-preserving version of the proposed technique

described in Section 3.2.1.

3.3 Experimental Results

In the field of image interpolation, most existing objective metrics of image quality

are unsuitable to evaluate the quality of the results of the applied methods, as mentioned in
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[26]. Subjective evaluation via human eyes is more practical, and the improvements of the
proposed method may be easily observed in the figures of the following experimental

results.

(b)

(d)

-

(e)

Fig. 3.6 Comparison of results of different methods. (a) Original image. (b) Raw
unwarped image with unfilled pixels. (c) Interpolation result using 4NN
method (processing time = 90 msec). (d) Detected edge pixels (white) &
on-edge pixels (blue). (e) Result of proposed method with edge preserving
(processing time = 218 msec). (f) Result of proposed method without edge
preserving (processing time = 94 msec).
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In our implementation of the proposed method, there are two threshold parameters,
the edge value threshold ¢, and the angle span threshold &, which can be adjusted for
defining edge points and checking the on-edge condition, respectively, as described
previously. The value of ¢ is set between 0 and 1 representing normalized edge intensity
values. The value of & is set between 0° and 180° representing the angle spanned by two
support pixels around an unfilled pixel. Fig. 3.6 shows a comparison of an experimental
result of the proposed method by setting e; = 0.35, & = 120 ° with that of a conventional
method. Fig. 3.6(a) shows the original omni-image. Fig. 3.6(b) shows the raw unwarped
image which contains many unfilled pixels to be interpolated. Fig. 3.6(c) is the result using
the traditional 4-nearest-neighbor (4NN) interpolation method with 7x7 window size. Fig.
3.6(d) shows the unwarped edge: map_inpwhich the white points are the edge pixels
obtained from thresholding the unwarped edge-value image (called unwarped edge pixels)
and the blue points are unfilled pixels detected-to be on edge lines in the unwarped edge
map (called on-edge pixels). Fig. 3.6(e) is the result using the edge-preserving version of
the proposed method, and Fig. 3.6(f) is the result using the non-edge-preserving version of
the proposed method. The overall image quality improvement can be found obvious by
comparing the results of Figs. 3.6(e) and (f) with that of Fig. 3.6(c). Furthermore, we can
see the edge quality improvement in Fig. 3.6(e) near the locations of the edge pixels in Fig.
3.6(d). The processing times for Figs. 3.6(c), (e) and (f) of the size 320x240 using a PC
with an Intel P4 3GHz CPU and a 1GB RAM are 90 msec., 218 msec., and 94 msec.,
respectively. The need of longer processing time for Fig. 3.6(e) than those for Figs. 3.6(c)
and (f) is owing to the time-consuming step of computing the edge map of Fig. 3.6(d).

Note that the computations of Figs. 3.6(c) and (f) do not involve the edge map, but the cost
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of saving time in this aspect is the blurring effect at edges.
Fig. 3.7 shows the results of applying the proposed method to a raw unwarped image,
Fig. 3.6(b), using different values for the threshold e; and a constant value 120 ° for the

threshold 4. Lower values of e; will yield more edge points and so more on-edge unfilled

L
(e) ()
Fig. 3.7 Results using different edge threshold values at constant angle threshold (6, =
120°). (a) Unwarped edge pixels (white) and detected on-edge pixels (blue),
er.= 0.1. (b) Resulting image of proposed method, e.= 0.1. (c) Unwarped edge
pixels and detected on-edge pixels, e;.= 0.35. (d) Resulting image of proposed
method, e..= 0.35. (e) Unwarped edge pixels and detected on-edge pixels, e;.=
0.6. (f) Resulting image of proposed method, e;.= 0.6.
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pixels, as can be seen in Figs. 3.7(a) and (b), causing improper blurring effects near the
edge locations. Higher values of ¢; will reduce the number of resulting edge points,
yielding a result of Fig. 3.7(f) which is almost the same as that obtained from using the
non-edge-preserving version of the proposed method. After many experimental trials, we
suggest the use of the edge threshold value range of 0.2 < ¢; < 0.4 for use in unwarping
non-SVP omni-images.

Fig. 3.8 shows the results of using different values for &, ranging from 120° to 180°,

and a constant value 0.35 for e;, with the raw unwarped image of Fig. 3.6(b) as input. It is
difficult to see visual differences among the global image qualities of these results. But we
can inspect the detailed distribution of the on-edge pixels by two enlarging portions of the
images of Figs. 3.8(a) and (e), as shown in-kigs=3.9(a) and (b), respectively.

From Fig. 3.9(b), we can see'that a very tight “on-edge” condition check, using the
extreme value of 6; = 180", will result in losing some real on-edge pixels because at the
“digital pixel” level, a straight edge-line formed by two different pixels does not always
pass precisely the middle pixel of the currently-processed window. So, we should relax the
“on-edge” checking condition to allow more reasonable pixels (for example, the point P in
Fig. 3.9(b)) to be accepted as on-edge pixels, as Fig. 3.9(a) shows.

More specifically, referring to Fig. 3.10, we calculate the span angle &, of the

unfilled pixel P; by the following equation according to trigonometry:

2,722 2
0 =cos™ (M) . (3.10)
2xaxb

By substituting proper values of a, b, and ¢ in Fig. 3.10, namely, a = V2,bh=1and ¢
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2+1-5
=45, into Eq. (3.10), we get 6 = cost () = cost(—/05) = 2.356 which is
2x\/§><1

equal to 135°. So, the range of the span angle &, is taken to be larger than 120° and smaller
than 180°. In this sense, P is an on-edge pixel in Fig. 3.9(a) because the threshold & is

taken to be 120°, and it is not in Fig. 3.9(b) because of the tight threshold value & = 180°.

(e)
Fig. 3.8 Results using different angle threshold values at constant edge threshold (e
= 0.35). (a) Unwarped edge pixels (white) and detected on-edge pixels
(blue), 8 =120°. (b) Resulting image of proposed method, & =120°. (c)
Unwarped edge pixels and detected on-edge pixels, & =150°. (d) Resulting
image of proposed method, & =150°. (e) Unwarped edge pixels and detected
on-edge pixels, & =180°. (f) Resulting image of proposed method, & =180°.
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(a) (b)
Fig. 3.9 Detailed edge maps obtained by using different angle thresholds and an
identical edge threshold. (a) Angle:threshold &= 120°. (b) Angle threshold
&= 180°. Note that P, is,an on-edge pixel in (a) (marked by blue color), but
is not in (b) (appearing.as black).

Fig. 3.10 Detailed calculation of the span angle of an unfilled pixel.

Furthermore, in Fig. 3.11, we try the proposed method using different window sizes
to a raw unwarped image, Fig. 3.6(b). The processing time increases with the window size,
as expected. When the window size is reduced to 5x5, some unfilled pixels become to have

no support pixel and leave holes (black dots) in the image (for example, see the region in
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the lower part of Fig. 3.11(a) enclosed by the dotted circle). On the contrary, when the
window size is larger than 7x7, the image quality is almost kept the same. So, it is not
necessary to use window sizes larger than 7x7.

Finally, Fig. 3.12 shows a comparison of the results of different interpolation
methods for the case of interpolating regularly-distributed unfilled pixels in images. Fig.
3.12(a) is an image produced from one by duplicating the pixel lines without filling the
duplicated pixels. And Figs. 3.12(b), (c), and (d) are the interpolation results of three
methods including the proposed one. What we want to show here is that the proposed
method is also applicable to the conventional image expansion problem, yielding again

results of better quality than those of other methods.

3.4 Summary

We have proposed in this paper “a~method of “edge-preserving 8-directional
two-layered weighting interpolation” for processing an unwarped image with irregularly
distributed unfilled pixels which is the result of unwarping an omni-image taken from a
non-SVP hypercatadioptric camera. In addition to possessing the edge-preserving
capability, the method takes into consideration three concepts of weighting for the involved
interpolation scheme: (1) inverse-distance weighting; (2) pixel-count weighting; and (3)
region-wise weighting. This method has reasonable processing speed and produces good
image quality, compared with other conventional methods, as seen from the experimental

results.
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© )

Fig. 3.11 Interpolation results with-different window sizes. The processing time
increases with the Window size. (a) Window size 5x5 (processing time =

172 msec). (b) Window si:
Window size 9x9 (processing:t 6 msec). (d) Window size 11x11
(processing time = 318 _an
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Fig. 3.12 Comparison of results of different interpolation methods for image
expansion. (a) Raw enlarged image. (b) Result of proposed method. (c)
Result of simple pixel duplication. (d) Result of 4NN interpolation
method. Note that the original image size is 256x256; which is enlarged

to 512x512 in this experiment. The cropped versions of the enlarged
image are shown here.
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Chapter 4

Using pano-mapping tables for unwarping
of omni-images into panoramic and

perspective-view images

4.1 Introduction

Omni-cameras are used in many applications such as visual surveillance and robot
vision [28][29][30][31] for taking omnisimages of camera surroundings. Usually,
there exists an extra need to create perspectivre-\'/'iew images from omni-images for
human comprehensibility or evern‘t recording. This i‘mrage unwarping work usually is a
complicated work. Fig. 4.1 shows an éxavmplé Whe‘re Fig. 4.1(a) is an omni-image and
Fig. 4.1(b) a perspective-view imagé obtained‘frdm unwarping the image of Fig. 4.1(a)

by a method proposed by Jeng and Tsai [22].

(b)
Fig. 4.1 An example image unwarping. (a) An omni-image. (b) A perspective
view image resulting from unwarping a portion of the omni-image in (a).

Omni-cameras can be categorized into two types according to the involved optics,

namely, dioptric and catadioptric, as mentioned previously [5]. A dioptric
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omni-camera captures incoming light going directly into the imaging sensor to form
omni-images. An example of dioptric omni-cameras is the fish-eye camera. A
catadioptric omni-camera captures incoming light reflected by a mirror to form
omni-images. The mirror surface may be in various shapes, like conic, hyperbolic,
etc.

The method for unwarping omni-images is different for each distinct type of
omni-camera. Generally speaking, omni-images taken by the SVP catadioptric camera
[5][21] as well as the dioptric camera [33] are easier to unwarp than those taken by
the non-SVP catadioptric camera [12][22]. Conventional methods for unwarping
omni-images require the knowledge of certain camera parameters, like the focal
length of the lens, the coefficients of the mirror surface shape equation, etc to do
calibration before the unwarping can be done [10][11][17][34][35]. In the last chapter,
we have proposed a method of-this kind. But in.some situations, we cannot get the
complete information of the omni‘camera-parameters. Then the unwarping work
cannot be conducted. It is desired to have.a more convenient way to deal with this
problem.

In this chapter, we propose a unified approach for unwarping of omni-images
taken by all kinds of omni-cameras. It is unnecessary to know the camera parameters
in advance. This is made possible by the use of a pano-mapping table proposed in this
study, which may be regarded as a summary of the information conveyed by all the
camera parameters. The pano-mapping table is created once forever for each
omni-camera. And given an omni-image taken by the camera, the table may be
utilized to unwarp the image in analytic ways to create panoramic or perspective-view
images from any viewpoints in the world space. The pano-mapping table is invariant

in nature with respective to the camera position, that is, it is not changed even when
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the camera is moved around. The table is created by a calibration process making use
of certain selected points in the world space with known coordinates and their
corresponding pixels in an omni-image.

The remainder of this chapter is organized as follows. In Section 4.2, we describe
the proposed approach based on the use of the pano-mapping table in detail. In
Section 4.3, we show some experimental results, and finally make a summary of this

chapter in Section 4.4.

4.2 Proposed Method Using Pano-Mapping Table

The proposed method consists of three major stages: (1) landmark learning, (2)
table creation, and (3) image unwarping.
A. Landmark learning

The first step, landmark learning, IS a proceduresin which some pairs of selected
world space points with known-positions and- their corresponding pixels in a taken
omni-image are set up. More specifically; the coordinates of at least five points, called
landmark points hereafter, which are easy to identify in the world space (for example,
a corner in a room), are measured manually with respect to a selected origin in the
world space. Then the corresponding pixels of such landmark points in the taken
omni-image are segmented out. A world space point and its corresponding image
pixel so selected together are said to form a landmark point pair.

B. Table creation
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The second step, table creation, is a procedure in which a pano-mapping table is
built using the coordinate data of the landmark point pairs. The table is 2-dimensional
in nature with the horizontal and vertical axes specifying respectively the range of the
azimuth angle @ as well as that of the elevation angle p of all possible incident light
rays going through the mirror center. An illustration is shown in Fig. 4.2, and an

example of the pano-mapping table of size MxN is shown in Table 4.1.

Fig. 4.2 System configuration.

Table 4.1. An example of pano-mapping table of size MxN.

& ) %) O Ou
p1 (u11, v11) | (u21, vo1) | (us1, va1) | (w41, var) (urr, van)
02 (u12, v12) | (u22, v22) | (us2, v32) | (w42, va2) (ur2, Van)
03 (u13, vi3) | (u23, va3) | (uzs, vaz) | (uaz, vas) (Ursz, vaz)
04 (u14, v14) | (u24, v2s) | (uza, vaa) | (u4a, vaa) (Uria, Visa)
PN (usnv, vin) | (uaw, vawn) | (usn, vaw) | (uan, van) (urn, Vi)

Each entry E; with indices (i, j) in the pano-mapping table specifies an
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azimuth-elevation angle pair (&, p;), which represent an infinite set S;; of world space
points passing through by the light ray with azimuth angle & and elevation angle p;.
These world space points in S; are all projected onto an identical pixel p; in any
omni-image taken by the camera, forming a pano-mapping fom from S; to p;. An
illustration is shown in Fig. 4.3. This mapping is shown in the table by filling entry E;;
with the coordinates (u;, v;) of pixel p; in the omni-image. The table as a whole
specifies the nature of the omni-camera, and may be used to create any panoramic or

perspective-view images, as described subsequently.

omni-imageé pano-mapping table

| Fig. 4.3 Mapping between pano-mapping table and omni-image.

C. Image unwarping

The third step, image unwarping, is a procedure in which the pano-mapping table
Tom of an omni-camera is used as a media to construct a panoramic or
perspective-view image Q of any size for any viewpoint from a given omni-image /
taken by the omni-camera. The basic concept in the procedure is to map each pixel ¢
in O to an entry E; with coordinate values (u;;, v;) in the pano-mapping table 7, and
to assign the color value of the pixel at coordinates (u;;, v;;) of image 7 to pixel ¢ in Q.

The detail of each stage is elaborated in the following.
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4.2.1 Landmark Learning Procedure

Before describing the landmark learning procedure, we briefly explain the system
configuration as shown in Fig. 4.2. A “downward-looking” omni-camera is attached
“horizontally” at the ceiling center of a room with both its mirror base plane and
omni-image plane parallel to the floor, which is just the X-Y plane of the world
coordinate system with its coordinates denoted by (X, Y, Z) and its origin by Oy. The
mirror center of the omni-camera, denoted as Oy, is located at (—D, 0, H) with respect
to O, in the world coordinate system. A camera coordinate system is set up at Op,
with its coordinates denoted by (x, y, z) and its three axes all parallel to those of the
world coordinate system. Also shown in the figure as an illustration of the definitions
of the azimuth and elevation angles are two points P; and P, in the world space with
corresponding image points p; and p; in_the omni-image. The elevation angles of P;
and P, with respect to the horizontal base. plane-. of the mirror are p; and o,
respectively, and their azimuth anglesTwithTirespect to the x-axis of the camera
coordinate system are &, and 6, respectively.

The landmark learning procedure proceeds at first by selecting a sufficient number
(= 5) of landmark point pairs with the world space points being easy to identify. The
coordinates of the world space points are then measured. Fig. 4.4 shows the interface
we have designed for acquiring the data of the landmark point pairs easily. Especially,
note that in Fig. 4.3 the mirror center O, of the camera with known world coordinates
(Xo, Yo, Zp) just appears to be the image center O, with known coordinates (uo, vo).
This image center can be automatically extracted by a simple image analysis scheme
[18][19]. We skip the detail here, and take the coordinate data of the point pair (O,
Om) as the first set of the learned data. After learning, assume that we have n sets of

landmark point pair data, each set including the coordinates (u, vx) and (Xx, Yi, Z;) of
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the image point and the corresponding world space point, respectively, where k£ = 0,

Distance X: 2681 mm

Distance Y: 2520 mm

Height: 4052 mm
image:(397, 141). rd= 149.6
W

SRR I Lo
Fig. 4.4 Landmark learning interface.

4.2.2 Table Creation Procedure % J

The pano-mapping table is‘,r a nNo-diMenSionélarray for use as a media for
unwarping omni-images after';it § ‘cqnstrvugvted. ‘Wé may imagine the table as a
longitude and latitude system with a horizontal-@axis and a vertical p-axis, specifying
the azimuth and elevation angles of incident light rays through the mirror center, as
mentioned previously. We divide the range 2n (360°) of the azimuth angles equally
into M units, and the range of the elevation angles, say from ps to g, into N units, to
create a table 7pm of MxN entries. Each entry E with corresponding angle pair (6, p) in
Tom maps to a pixel p with coordinates («, v) in the input omni-image /. This mapping
Jfom May be decomposed into two separate mappings, one in the azimuth direction and
the other in the radial direction, called azimuth-directional mapping and
radial-directional mapping, respectively.

Because of the rotation-invariant property of the omni-camera, the azimuth angle

6 of each world space point through which the light ray passes is actually identical to
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the angle ¢ of the corresponding pixel p with respect to the u-axis in the input image /.
That is, the azimuth-directional mapping is just an identity function £; such that 7£3(6) =
¢ =0.

On the other hand, because of the nonlinear property of the mirror surface shape,
the radial-directional mapping should be specified by a nonlinear function f; such that
the radial distance » from each image pixel p with coordinates (, v) in 7 to the image
center O at (uo, vo) may be computed by » = f(0). And based on the two mappings fa
and f;, we can regard the pairs (r, @) = (f/(0), 6) of all the image pixels to form a polar

coordinate system With the image coordinates (u, v) specified by

u = rxCoS¢ = fi(p)xC0S 4, (4.1-1)

w=rxSing=fip)xsind. (4.1-2)

In this study, we also call f; a radial stretching funetion. And we propose to describe it

by the following 4th-degree polynomial function:
FEf(P) = ao+ arxp + axp’ + as<p’ + asp’, (4.2)

where ao through a4 are five coefficients to be estimated using the data of the
landmark point pairs, as described in the following algorithm. A similar idea of
approximation can be found in Scotti, et al. [32]. Let the data of the n selected

landmark point pairs be denoted as (Po, po), (P1, p1), -, (Pn-1, pn-1), Where n > 5.

Algorithm 1. Estimation of coefficients of radial stretching function.

Step 1. (Coordinate transformation in world space) Transform the world coordinates
(Xx, Yi, Z;) of each selected landmark point P, k=1, 2, ..., n — 1, with respect
to Oy into coordinates with respect to O, by subtracting from (X;, Yi, Z) the

coordinate values (Xo, Yo, Zo) = (=D, 0, H) of On. Hereafter, (Xx, Yi, Zx) will
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be used denote this coordinate transformation result.

Step 2. (Elevation angle and radial distance calculation) Use the coordinate data of
each landmark point pair (P, px), including the world coordinates (X, Yi, Zx)
and the image coordinates (uy, v), to calculate the elevation angle p; of P in
the world space and the radial distance r; of p; in the image plane by the

following equations:

Y4
=tant =L |; 4.3
Pr {l)k} (4.3)
l’k2 = ukz + sz, (4.4)

where Dy is the distance from the landmark point P, to the mirror center Op,

in the X-Y plane of the world coordinate system, computed by D; =
X, +Y .
Step 3. (Calculation of coefficients of the radial stretching function) Substitute all the

data po, o2, ..., pa1 @Nd Pyl Fm1-computed in the last step into Eq. (4.2)

to get n simultaneous equations:

_ _ 1 2 3 4,
ro = fi(o) = ao + aixpo + axxp” + azxpo” + aspo

_ _ 1 2 3 4,
ri=filpr) = ao + aixpr” + axxpr” + asxpr” + aspr’;

_ _ 1 2 3 4
Pt = fi(On-1) = @0 + a1xppa” + axppa” + azxpp1” + aspua’

and solve them to get the desired coefficients (ao, a1, az, as, as) of the radial

stretching function f; by a numerical analysis method[36].

Now, the entries of the pano-mapping table 7,» can be filled with the

corresponding image coordinates using Egs. (4.1) and (4.2) by the following
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algorithm. Note that there are MxN entries in the table.

Algorithm 2. Filling entries of pano-mapping table.
Stepl. Divide the range 2x of the azimuth angles into A intervals, and compute the ith
azimuth angle 4. by
6=ix(2n/M),fori=0,1, ..., M- 1. (4.5)
Step 2. Divide the range [p.—ps] of the elevation angles into A intervals, and compute
the j-th elevation angle p; by
0 =j % [(pe—=ps)IN] + p;, forj=0,1, ..., N- L. (4.6)
Step 3. Fill the entry E;; with the corresponding image coordinates (u;, v;;) computed
according to Egs. (4.1) and (4.2) as follows:
u;; = 1;xe0SG; (4.7-1)
vy = rxsSing; (4.7-2)

where r; is computed by

1 =fi(p) = a0 + arxpy’ + azxp? + asp’ + aup’ (4.8)
with (ao, a1, az, as, as) being those computed by Algorithm 1.

4.2.3 Image Unwarping Procedure
Now, we are ready to show how to reconstruct a panoramic or perspective-view
image from an omni-image with the aid of a pano-mapping table. Three cases can be

identified, as described in the following.

A. Generation of a generic panoramic image from a given omni-image

Given an input omni-image G and a pano-mapping table 7,,, we may generate
from G a corresponding generic panoramic image Q which is exactly of the same size

MxN of Tym. The steps are as follows. First, for each entry Ej; of T, with azimuth
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angle 6 and elevation angle p;, take out the coordinates (u;, v;) filled in E;. Then,
assign the color values of the pixel p; of G at coordinates (u;, v;) to the pixel g; of O
at coordinates (i, j). After all entries of the table are processed, the final O becomes a
generic panoramic image corresponding to G. In this process, we may regard Q as the
output of the pano-mapping fom described by the pano-mapping table 7,m with G as

the input, i. e., fom(G) = Q.

B. Generation of a specific panoramic image

With the aid of a pano-mapping table 7pm with MxN entries, we may also
generate from a given omni-image G a panoramic image Q of any size, say MpxNp,
which is the panoramic projection of the original scene appearing in G at any distance
D with respect to the mirror center Ogiwith-a projection band of any height A. An

illustration of such an imaging configuration from alateral view is shown in Fig. 4.5.

panoramic
Om image Q

Pe

v

Fig. 4.5 Lateral-view configuration for generating a panoramic image.
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The process for generating such an image is similar to that for generating the
generic panoramic image described previously. First, we map each image pixel g in
Q at coordinates (k, /) to an entry Ej; in Tpm filled with coordinates (u;, v;). Then, we
assign the color value of the pixel p; of G at (u;, v;) to qu. Mapping of g to Ej; is
based on the use of the knowledge of the parameters My, Np, D, and H as well as
some related principles like triangulation, proportionality, etc.

In more detail, since the azimuth angle range 2= is divided into M, intervals in
image O, the image pixel gy at coordinates (k, /) is, by linear proportionality, the
projection result of a light ray R, with an azimuth angle €, = kx(2n/My). Since each
azimuth angle interval in Tpm is 2n/M, the index i of the corresponding entry Ej; in Tpm
with the azimuth angle of g, is just

i = 6, (2nIM) = [FCHM @RiM) = x Mﬂ (4.9)

0
where we assume M is a multiple. of Mg:in-case not, the right-hand side of Eq. 4.9
should be replaced with its integer floorvalue:.

Next, we have to compute the elevation angle p, of the above-mentioned light ray
R, projecting onto pixel gy to decide the index j of £j;. For this, since the height of the
projection band is H and image Q is divided into Ny intervals, by linear

proportionality again, we may compute the height of R, at D as

H,= Ix—. (4.10)
Then, by trigonometry, we have the elevation angle p, as

— -1 HC[
Py = tan (?). (4.11)
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Therefore, we can compute the index ;j of £; by proportionality again as

(P, —P)xN

7= (pg = p)Il(pe = ps)IN] =
(p.—p,)

(4.12)

since the elevation angle range p. — p; is divided into N intervals. In case the right
side of EQ.4.12 is not an integer, it should be replaced by its integer floor value.

With the indices (i, j) of E; available, the content of £, i. e., the coordinates (u,
v;)), may be obtained. And finally the color value of the omni-image G at (u;, v;) is
assigned to the pixel gy at coordinates (k, [) of Q. After all pixels of Q are processed

in the above way, the final content of Q is just the desired panoramic image.

C. Generation of a specific perspective-view image

Given an omni-image G and a pano-mapping table 7pm with MxN entries, we may
also generate from G a perspective-view image Q of any size MpxNy, which is the
perspective projection of the original scene appearing in G onto a planar rectangular
region Ap of any size WxH at any distance D with respect to the mirror center Op. A
top-view of the configuration for such an image generation process is shown in Fig.
4.6. The idea again is to map each image pixel gx in Q at coordinates (k, /) to an entry
E; in Tym filled with coordinates (u;, v;;), and then to assign the color value of the
pixel p; of G at (u;, v;j) to gu. Mapping of gx to Ej; is accomplished via the steps of
computing the azimuth and the elevation angles 6, and p, associated with £; and
corresponding to gy,.

Referring to Fig. 4.6, we first calculate the angle ¢ in the figure. By trigonometry,

we have
W? = D* + D* — 2xDxDxC0S¢ (4.13)

from which ¢ may be solved to be
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2
¢ = cos‘l[l— 5 iVDZ } . (4.14)
Also, it is easy to see from the figure that
p=""". (4.15)

Next, we compute the index 7 of entry Ej; of table T, corresponding to pixel gy in
image Q. First, let P; denote the intersection point of the light ray R, projecting onto
g and the planar projection region Ap. Note that each entry £;; has a corresponding P;,.
Then, we compute the distance ¢ between point P; and the border point P, shown in

Fig. 4.6 by linear proportionality as

V= kpgre—— (4.16)

since the projection region A, has a width-ef##/-the image O has a width of M, pixels,
and pixel g has an index of £ in the horizontal direction.
Also, by trigonometry we can compute the distance L between point P; and the

mirror center Oy, as

L=yD?+*-2x(xDxcos B (4.17)

and then the distance / from point P; to the line segment O, P connecting On, and

P as

h=Ixsinf. (4.18)

So, the azimuth angle 6, of point P; with respectto O, P, satisfies
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sian:ﬁz {xsin B
\/D2+€2—2x£xDxCOSﬂ
which leads to
9, =sin* fxsing . (4.19)
\/D2+£2—2x£xDxCOSﬂ

Finally, the index 7 of entry £; may computed by linear proportionality as

= | % M 4.20
Z—EX (4.20)

where we assume the right-hand side of the above equality is an integer. In case not, it

should be replaced by its integer floor value:

Fig. 4.6 Top-view configuration for generating a perspective-view image.

As to the index j of Ej;, it can be computed in a way similar to that for deriving Egs.

(4.10), (4.11) and (4.12) as follows:

H =Ix—; (4.21)
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tan™* {H" } (4.22)
p, = — :

g L

= PPN (qp_’_) S[))X)N. (4.23)

With the indices (i, j) of E; ready, finally we can obtain the coordinates (u;, v;) in
E; and assign the color value of the image pixel p;; of G at coordinates (u;;, v;) to pixel
qu Of Q at coordinates (k, /). After all pixels of Q are processed, the final content of O

is just the desired perspective-view image.

4.3 Experimental Results

In our experiments, before doing the unwarping procedure, we carry out the
landmark learning and the table creation procedures.first. For these works, we provide
a user-friendly interface as Fig.“4.4 shows, which can be used for identifying
appropriate landmark pairs, as described in-Section=4.2.1. Fig. 4.7(a) shows the final
result of the learning procedure. Ten landmark point pairs were identified, as shown in
this figure. Also, the coordinates of the image center, as well as the length of the
“cut-off radius” within which the omni-image is invisible because of the
self-occlusion of the omni-camera, are extracted automatically in the learning
procedure using an algorithm developed in this study[37][38]. The region within the
cut-off radius is marked by a circle with the coordinate values of the image center and
the radius length printed at the bottom of Fig. 4.7(a). We used the cut-off radius to
calculate one end p, of the full range of the elevation angles. The learned landmark
point pairs were used to estimate the coefficients of the radial stretching function as
described by Eq. (4.2) in Section 4.2.2. Fig. 4.7(b) shows the fitted curve with the 10

learned landmark points superimposed on the drawing (marked with “+7).
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Landmark pairs: <img:pixel>,[obj:mm]
>00: € 228, 190>,(110.0, 280.0, 0.0)

>03: < 261, 216>,(1310.0,1480.0, 0.
>04: < 259, 239>,(1310.0,2080.0, 0.
PN -05: < 285, 214>,(1910.0,1480.0, 0.
06: < 310, 214>,[2510.0,1480.0, 0.

< 335, 215>,(3110.0,1480.0,

£ 361, 239>,(3710.0,2080.0,

< 361, 261>,(3710.0,2680.0,

image center:( 305.0, 259.0), radius=_47.7 pixels Angle range:< 0.0, 60.7>, g:(153.596, 2.257.-0.241, 0.005,-0.000)

(a) (b)

Fig. 4.7 Landmark calibration. (a) Landmark pairs. (b) Fitted radial stretching function.

With the coefficients estimated, Egs. (4.1) and (4.2) were used to construct a
pano-mapping table, as described Iin Segtion.4.2.2. The pano-mapping table can be
used to unwarp an input omni-tmage into a-panoramic or perspective-view image of
any viewpoint, as described in Section 4.2.3. Fig. 4.8 shows some examples of images
obtained from unwarping the omni-image shown in Fig. 4.8(c). Fig. 4.8(a) is a
generated generic panoramic image. Note that this image is unique for an
omni-camera. Fig. 4.8(b) is a panoramic image viewed at distance 184.1 cm with
respect to the mirror center O, of the omni-camera with a projection height of 208.5
cm. Fig. 4.8(d) is a perspective-view image viewed at distance 184.1 cm with respect
to the camera in a projection region of 216.3x208.5 cm®. Note that Figs. 4.8(b) and (d)
will look different by changing the relative positions with respect to the omni-camera.
For example, Fig. 4.9 shows some perspective-view images generated from an
omni-image video sequence at different projection distances.

The results shown in Fig. 4.8 can be compared with those of one conventional

calibration method proposed by Mashita et al. [11], as shown in Fig. 4.9. There is
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difficulty to tell which of the reconstructed images in Fig. 4.8(d) and Fig. 4.9(d) is
better. But we can be sure that the proposed method is a relatively simple and generic
solution for all kinds of omni-cameras and no a priori knowledge about the used
omni-camera is needed in the proposed method. And this is really a great merit of the

proposed method, which is not found in other methods.

Fig. 4.8 Examples of image unwarping. (a) Generated generic panoramic image.
(b) A generated panoramic image at distance 184.1 cm. (c) Original
omni-image. (d) A generated perspective-view image.

4.4 Summary

A new approach to unwarping of omni-images taken by all kinds of
omni-cameras is proposed. The approach is based on the use of pano-mapping tables
proposed in this study, which may be regarded as a summary of the information
conveyed by all the parameters of an omni-camera. The pano-mapping table is created
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once forever for each omni-camera, and can be used to construct panoramic or
perspective-view images of any viewpoint in the world space. This is a simple and
efficient way to unwarping an omni-image taken by any omni-camera, when some of

the physical parameters of the omni-camera cannot be obtained.

T

L
¥
¥

" i

(@)

TERE N

Fig. 4.9 Unwarped perspective view images using Mashita’s calibration method
[11].
(@) Original omni-image.
(b) An unwarping result by treating the camera as an SVP omni-camera.
(c) Best result by manually adjusting some parameters in the case of (b).
(d) An unwarping result using calibrated parameters.

A possible application of this approach is panoramic imaging in a visual
surveillance system in a room [39]. We tried the idea in this study, and the
experimental results shown previously come from this test. Fig. 4.10 shows some
perspective-view snapshots generated from the taken videos of the surveillance
system, which are useful for specific person or activity monitoring. Because the
snapshots are unwarping results from a portion of an omni-image, their image
qualities are not so good, compared with images taken by a normal camera. If this
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issue is to be solved, we may add a pan-tilt-zoom camera into the surveillance system
[32] to capture images of higher quality corresponding to the tracked versions of the

perspective-view snapshots.

Fig. 4.10 Perspective-view images generated from an omni-image video sequence
taken by a tracking system. (These images can be considered as some

snapshots of a video.)
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Chapter 5

A robust and accurate calibration method for
coordinate transformation between display

screens and their images

5.1 Introduction

Projection screens are used commonly in presentations nowadays [14-15] [40-42].
The projected image on the screen includes many types of contents. Usually, we use a laser
pointer to point out mentioned.‘targetsrin the image. It is advantageous to design an
intelligent technique to locate the“laser spot on the screen automatically by a computer.
Possible applications of this technigue include-game interfacing, computer screen control,
presentation paging control, simulation of ‘clicking by a laser pointer, etc. In this study, we
want to use the computer vision technique to solve this problem.

More specifically, after using a visual camera to take an image of a screen on which
a laser spot appears, it is desired to design a robust and accurate method by computer
vision techniques to measure the position of the laser spot, no matter where the spot
appears and no matter what type of camera is used. To solve this problem, a calibration
procedure is needed to build a position relationship between the projection screen and the
taken image, followed by a transformation process from the image coordinates to the
screen coordinates.

When the display screen is planar, intuitively the resulting issue is a traditional

camera calibration problem between two planar planes [13]. When applying a traditional
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calibration method, we must know some camera parameters like the focal length of the
camera, the dimension of the CCD sensor in the camera, and so on. We also have to build a
lens distortion model before doing the calibration work [1][13]. Finally, we have to solve
some nonlinear equations to compute the solution for coordinate transformation
parameters. If there are errors in the computed parameters, such traditional methods will
reduce the final coordinate transformation precision. Especially, in the issue of simplifying
the calibration computation process, it is usual to use a camera lens distortion model of
low-order fitting functions in the radial direction of the lens. The results of the coordinate
transformation will usually include unacceptable shift errors near the border of the image.
Another kind of traditional method is homographic projection [45], by which the projector
may be allowed to be at any pose with respect to the screen plane. However, camera and
projector optics are modeled by perspective transformations, and the nonlinear distortion
property of the optical lens is not considered.

In this study, we try to-remove-the-above-mentioned drawbacks of traditional
calibration methods. In particular, we focus.an improving the accuracy of the coordinate
transformation to eliminate the shift errors near the image border. Also, we simplify the
algorithms to avoid complicated calculations in the calibration and coordinate
transformation processes. We design three calibration patterns and an algorithm for robust
extraction of geometric feature points from the calibration pattern images. Using the
techniques of deformable template matching, local thresholding, and inverse
distance-weighted interpolation, we achieve robust feature extraction and accurate
coordinate transformations. Good experimental results were obtained, which show the
feasibility of the proposed method. The experimental results were also compared with
those of a well-known calibration method to show the superiority of the proposed method.

In the remainder of this chapter, we describe the proposed method in Section 5.2,
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show some experimental results in Section 5.3, and finally make a summary of this chapter

in Section 5.4.

5.2 Proposed Method

The proposed method includes three stages: (1) taking pictures of calibration patterns
designed in this study; (2) extracting feature points from the pattern images; and (3)
conducting coordinate transformations to accomplish the calibration work. The key idea,
which is different from those of traditional calibration methods, is to use sequentially three
calibration patterns instead of the conventional way of using only one. The three sequential
calibration patterns designed for use in this study are shown in Fig. 5.1, including a white
rectangular shape, a black rectangular_shape, and a matrix of white dots on a black
rectangular shape, which are ‘called srespectively the white-rectangle pattern, the
black-rectangle pattern, and the dot-matrix-pattern in‘the sequel. We capture the images of
them, when they are projected“on. a displayscreen, with a CCD camera equipped at a
proper location in the environment, and apply image analysis technigues to extract relevant
image features for later processing. The images of the white-rectangle pattern and the
black-rectangle one are used to extract the border information of the display screen
effectively and to create a threshold distribution map (TDM). The border information and
the TDM are then used further to assist the extraction of meaningful feature points, called
landmark points hereafter, by local thresholding and deformable template matching
techniques from the dot-matrix pattern image. The landmark points are then used for
coordinate transformations by a technique of inverse distance-weighted interpolation. We

describe the details in the following sections.
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(a) (b) (c)

Fig. 5.1 Calibration patterns. (a) white-rectangle. (b) black-rectangle. (c) dot-matrix.

5.2.1 Use of Calibration Patterns

Fig. 5.2 shows the captured images of the three calibration patterns displayed on a
projection screen. We can see the grayscale value variations in the images caused by
uneven environmental lighting. This problem might cause erroneous feature extraction
results and so make the calibration work: fail: It is solved in this study by a technique of
sequential analysis of three calibration.pattern images. The advantages of using the
white-rectangle pattern and the-black-rectangle one in the calibration process include: (1)
making easy and accurate extraction of the border of the display screen from the acquired
image; and (2) creating a TDM from these two images for the later effective work of
thresholding locally the dot-matrix pattern image into a binary one. The advantages of
using the dot-matrix pattern in the calibration process include: (1) providing landmark
points in the proposed calibration algorithm; and (2) dividing the display screen images

into many small regions for use in the interpolation process which reduces geometric

(b) (©)
Fig. 5.2 Examples of captured images of Fig. 5.1.
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distortions caused by imperfect camera lens optics. If there are NxN dots in the matrix,
then we divide the display screen into (N+2)x(N+2) small regions, in each of which a

coordinate transformation is conducted locally.

The TDM is a grayscale image, each of whose pixels has a threshold value for
binarizing the pixel value of the dot-matrix pattern image at the corresponding pixel
location. The threshold value at pixel location (i, j) in the TDM can be calculated,
according to the concept of local thresholding, from the corresponding pixel locations (i, j)
in the white-rectangle and in the black-rectangle pattern images in a way described as
follows.

Let the grayscale values at pixel location (i, j) in the white-rectangle and in the
black-rectangle pattern images be denotedsby.w(i, j) and b(i, ), respectively. From the two
pattern images as shown in Figs:5.2(a)-and (b), we'see that the outer parts of the display
screen are imaged to be of approximately-the same grayscale values, while the white and
the black rectangles inside the display-screens are imaged to be of great difference in their
grayscale values. We define the pixel value t(i, j) of the TDM t at pixel location (i, j) in the

following way:

if w(i, j) — b(i, ) > 20, then set t(i, j) = b(i, j) + [w(i, j) — b, ))/2:

else set t(i, j) = 255. (5.1)

Basically, the above rule defines a threshold value at the middle of the black and the white
pixel values in the two patterns, respectively, when there exists an “effective” pixel whose
grayscale difference in the two images is large enough (> 20). Otherwise, we set the
threshold value to be 255. Fig. 5.3 shows a TDM created by the images of Figs. 5.2(a) and
(b).

The TDM is then used in a process of analyzing a dot-matrix pattern image d by



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 5 A robust and accurate calibration method for coordinate transformation between display screens and their images)

local thresholding. The aim is to obtain the white dots effectively. The result is a binary

dot-matrix pattern image d' defined by:

if d(i, j) > t(i, j), then set d'(i, j) = 255; else, 0. (5.2)

An example of using the TDM for extracting the dots from the dot-matrix pattern image is
shown in Fig. 5.4(e). We see in the above process that the use of the white-rectangle and
the black-rectangle pattern images provides the advantages of removing the outer parts of
the display screen and providing local threshold values for binarizing precisely the image

of the third calibration pattern, the dot-matrix pattern, into white dots for later processing.

Fig. 5.3 A TDM image created by images in Figs. 5.2(a) and (b).

5.2.2 Feature Extraction

Two kinds of landmark points are then extracted subsequently from the binary
dot-matrix pattern image with aids from the original pattern images. The first is the center
of each white dot in the image, which we mention as a dot center for simplicity in the
sequel. The second kind of extracted landmark point is the intersection point of a screen
border line with the line formed by a row or a column of the dot centers in the binary
dot-matrix pattern image, which we call an extended dot center in the sequel. For contrast,

the first kind of dot center within the dot-matrix pattern image is mentioned as the original
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dot center. That is, we now have two types of landmark points now, original dot center
and extended one. These extracted landmark points can be used as anchor points for
calibration. They are marked by crosses “+” in Fig. 5.4(f). We also see from the results
shown in Fig. 5.4 that the proposed method is quite effective in dealing with non-uniform

lighting appearing in the acquired images.

(f)

Fig. 5.4 An example of image analysis of dot-matrix pattern image. (a) White-rectangle

pattern image; (b) Black-rectangle pattern image. (c) Dot-matrix pattern image. (d)
TDM. (e) Binary image of (c). (f) Extracted feature points (with marks “+”).

We now describe how we extract these two types of landmark points in more detail.
There are three major steps in the extraction process: (a) extraction of the screen border; (b)

extraction of the original dot centers; and (c) extraction of the extended dot centers.

(a) Extraction of screen border

In order to extract the screen border, we establish a geometric model for the border
shape and use an edge matching technique to fit the model, thus obtaining a polygon for
use as the shape of the screen border. The main purpose is to have a more precise

extraction result of the screen border shape by which the subsequent calibration work can
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be performed more accurately. More specifically, considering the shape distortion of the
rectangular screen in an acquired image caused by imperfect optical geometry of the
camera lens, which is mostly barrel or pincushion distortion, we model the screen region in
the image as an eight-sided polygon with eight vertexes and eight line segments, denoted

by Pjand L;, respectively, wherei =0, 1, ..., 7, as shown in Fig. 5.5.

Po Lo i Ly p
2
L7
L,
P
P3
Le

Ls

Pe Ls P, I P4

Fig. 5.5 Polygonal model-of a screen region.

We then design a procedure’to.extract the vertexes from the TDM image precisely.
First, two mutually-perpendicular lines are set at the center of the TDM image, as shown in
Fig. 5.6. A 2x6 scan window as shown in Fig. 5.6(b) is moved from the TDM image center
along the vertical line to its two ends to extract the vertexes P; and Ps on the upper and
lower border lines, respectively. P; and P; on the right and left border lines, respectively,
are extracted similarly. Extraction of the vertexes is based on the concept of edge detection
using the values of the 12 pixels in each scan window.
Specifically, referring to Fig. 5.6(b), let the average grayscale value of the group of the
upper six pixels in the window be denoted as G;, and let that of the lower six pixels as G..
Then, either of the vertexes of P; and Ps is detected by searching the maximum of the edge

values |G1 — G| along the previously-mentioned vertical line. A pixel with the maximum
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edge value is taken to be P; or Ps. Search of P3 and P7 is conducted in a similar way.

(b)
Fig. 5.6 Extracting the vertex P; from the TDM.

With Py, P3, Ps, and P; extracted, we can extract the other vertexes and then the

polygon sides accordingly. We on@‘%‘e{ we extract P, and the polygon sides L;

'm ___fm Referring to Fig. 5.7, first we define

and L, here. The others are extras

a rectangular search Window% of vertexes P; and Ps, using the

A :ﬁm

coordinates (xi, y1) of P; and the %@ES ( %3 of P in the following way. The center
Li)!
P, of the rectangular search window is taken to be (xs, y1), and the width and the height of

the window are taken to be |[x3 — x3|x2 and |ys — yi1|x2, respectively.An illustration of the

window formation is shown in Fig. 5.7(a).

. Bestfit

E.Z Gl-Gz

Fig. 5.7 Extracting P,, L3, and L, from TDM image.
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Now, to find L; and L,, we conduct an exhaustive search of all possible line
segments for L; and L, in the search window. For each pixel P;' in the window, we
construct first two candidate line segments L;" and L,' by connecting P,' to P; and Ps,
respectively. We then place a fixed number of 6x2 or 2x6 scan windows (like those
mentioned previously for detecting P; and P3) on the candidate lines L;" and L," and
compute the edge value |Gy — G| for each of the scan windows. See Fig. 5.7(b) for an
illustration. All such edge values are summed up to get a border fitting measure E(P;") for
P,', which we call the edge energy of P,". Then the pixel P;'max with the maximum edge
energy in the rectangular search window is chosen as the desired vertex P,. And the
desired polygon sides L; and L, are just the line segments connecting P,'max to P1 and to Ps,

respectively.

(b) Dot center extraction

The TDM and the dot-matrix pattern:images are used next to extract the dot centers
in the dot-matrix pattern image. The details are described in the following.
(b.1) Labeling connected components in binary dot-matrix pattern image

First, the grayscale image G4 of the dot-matrix pattern (for example, see Fig.5.4(c))
is thresholded into a binary dot-matrix pattern image Gy by Eq. (5.2). Fig. 5.4(e) illustrates
an example of the result. Then, a connected-component analysis algorithm is applied to G,
to extract the connected components in G,. Some constraints on the component area, the
ratio of the component width to the height, etc. are used to filter out unwanted noise. The
resulting connected components are white dots, denoted as CC;, i =0, 1, ..., n — 1, in the
sequel.
(b.2) Finding a cross-shaped group of five white dots near image center

Then we try to find a group of five white dots which form a five-dot cross shape near

the center of Gy. The white dot nearest to the center Gy, is first selected and denoted as C.
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The nearest dot obtained by searching upward from Cy is selected next and denoted as Cs.
In the same way, the nearest dot obtained by searching downward from Cy is denoted as C..
We also do leftward and rightward searches similarly and the results are denoted as C; and

C,, respectively. See Fig. 5.8 for an illustration.

Fig. 5.8 A 5-dot cross shape near the center of binary dot-matrix pattern image.

Next, we want to construct a cross-matrix pattern (CMP) from the binary dot-matrix
pattern image Gp. The CMP has‘NxN-.crosses, with each cross “+” being located at a dot
center. For this purpose, we first constructed a rough CMP with their crosses evenly
distributed horizontally and vertically with equal distances. An example constructed from
Fig. 5.8 can be seen in Fig. 5.9. The horizontal distance Wy and the vertical one Hy
between every two crosses are computed respectively as the averages of the halves of the
width and the height of the five-dot cross shape obtained previously, i.e., Wy and Hq are
computed as

Wy = (IC1 — Co| +|C2 — Co|)/2; Hg = (|IC3 — Co| + |C4 — Col)/2, (5.3)
where | - | represents the distance between two white dots.

(b.3) Fine tuning of positions of crosses in rough CMP to obtain desired CMP
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Fig. 5.9 Rough CPM superimposed on the binary dot matrix pattern image.

The crosses in the rough CMP are not located at the real centers of the white dots.
See Fig. 5.9 for this phenomenon. But they can be used as the start positions for finding
more accurate dot center locations. For this purpose, the rough CMP is first superimposed
on the dot-matrix pattern image Gy with the center of the five-dot cross shape overlapping
on the center of Gy, or equivalently, on the-center of CC,. Then, we use the deformable
template matching (DTM) method [43][44]-to do the fine tuning work of finding more
accurate dot centers.

A deformable template DT for circular region detection as shown in Fig. 5.10(b)
with the parameters of its center (x;, y;) and radius r; is used to detect each white dot in the
dot-matrix image Gg4. The detection is started from the position of the cross of a white dot
CC; in the rough CMP. And a search range, denoted as SR, is defined for the search of a
best-match of the template DT with a desired dot. The width and the height of SR are
defined to be the values of Wy and Hy defined in Eq. (5.3), respectively. SR is centered at a
position in Gy corresponding to the center of a cross in Gy. See Fig. 5.10(a) for an
illustration. At every search point (k, 1) defined by a position (X« yx), denoted as SPy, in the
search range SR for a radius r; of the template DT, the edge values of the eight search

windows around the circle of the DT are computed and summed up as the edge energy of
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the search point (k, I). The best-match search point with the maximum edge energy is
found after all search points are tried, and the corresponding SPmax at location (Xmax, Ymax)
is taken to be the desired center position for the white dot CC;. A cross “+” is then drawn at
(Xmaxs Ymax). We do the same process for all the other dots, and this completes the
construction of the desired CMP. Fig. 5.4(f) shows an example of the final results of

applying this process.

(b)
Fig. 5.10 Deformable template matching. (a) SR and CC;. (b) Circular template with 8
scan windows.

(c) Extraction of extended dot centers on screen border

So far, we have obtained a CMP which includes accurate position information of the
original dot centers, and an approximating polygon of the screen border. We need further
the positions of the extended dot centers on the screen border. These positions can be
calculated from the geometric information mentioned above. We describe the details
below.

Referring to Fig. 5.11, an extended dot center point P; on the left-hand side of the
screen border can be extracted by utilizing the position information of the first and the
second dots CCj; and CC;; on the ith row of the dot matrix. First, we obtain the line L;
which connects the centers of CCj; and CC;; and extend it to the left-hand side. If the line

L; is above vertex Py of the polygon, then we compute the intersection point of L; with the
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polygon side Ly; otherwise, we do so with the polygon side Lg. The result is an extended
dot center point P;. We do similar works to obtain all the other extended dot centers. The
details are omitted. In Fig. 5.4(f), the points marked with crosses “+” on the screen border

are the extraction results.

Fig. 5.11 Extracting Landmark-point P; at left side.

5.2.3 Coordinate transformation from image coordinates to screen coordinates

After all the original and the “extended dot centers are extracted, they form an
(N+2)x(N+2) dot center matrix. For each of the dot center points, denoted by DP;, let its
screen coordinates be denoted by (X, Y;) and its corresponding image coordinates by (i, Vi)
where i = 0, 1, ..., (N+2)x(N+2) — 1. The (N+2)x(N+2) points divide the field of view
(FOV) (i.e., the full image) into (N+3)x(N+3) basic regions BR;, which consists of two
portions: (1) the (N+1)x(N+1) inner basic regions inside the display screen, together
forming a rectangular region called display area, denoted by Rgispiay, and (2) the other basic
regions between the border of the display screen and the outer border of the FOV, together
forming a round region called border area, denoted by Rporger-

The last step of the desired calibration is a process of coordinate transformation from

the image coordinates to the screen coordinates. The detail of the transformation, which is
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based on the concept of inverse distance weighting interpolation (IDWI1), is described in
the following.

Referring to Fig. 5.12, let image point P; with coordinates (x;, yi) be located within
one basic region R; of the display area Ruispiay and let the image and screen coordinates of
the four corner points (i.e., four dot center points) Pjo, Pj1, Pj2, and Pjz of R; be (X, Yjk) and
(X Yji), respectively, where k = 0, 1, 2, 3. Let the distance between image points P; and
Pijx be denoted as di. We use the IDWI method to calculate the corresponding screen
coordinates (X, Y;) of P; as follows, where wy denotes 1/dx and W denotes the sum of wy

through w3 (i.e., W = wp + Wy + W, + W3):

X] = (onXWO + Xj1><W1 + Xj2><Wz + Xj3><W3)/W, (5.4)

Yj = (onXWo + Yj1><W1 1 szXWg + Yj3><W3)/W. (5.5)

It is noted that the screen coordinates (Xjx Yj) are-assumed to be known in advance.

upper image border line Lyppe (Y= 0)
Skl e ) o
Po | o Poli i) e, Pj(1x Y1)
baS|c region R, . o Y
= Ko Yi) | ™ d0 Jd (X1, Yi)
(on, yJO) S 1
‘: ::: Pi (X" y) I-right
Liett ST
. d
S :
(Xja, Yia) (X2, Yio)
(Xis, Yia) (Xi2, Yj2)

Fig. 5.12 Calculating screen coordinates (X;, Y;) in a basic region R;and in border area Ry.

When a given image point P; is outside Rgispiay @nd in Ryorger, referring to Ry of Fig.
5.12 for example, we do not have a confining basic region like R; above to enclose P;. We

have to create such an enclosing region for the above IDWI method to be applicable. For

-102-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 5 A robust and accurate calibration method for coordinate transformation between display screens and their images)

this, using the case illustrated by Fig. 5.12 as an example, let the basic region below Py be
R;j as mentioned above with Liest and Lyige as its two vertical side lines and Pjo and Pj; as its
two upper corner points. Then we compute the intersection points of Liest and Lyigne With the
upper image border line Lypper (With equation y = 0) and let the results be denoted as P, and
Ps, respectively. Then, with Pjo, Pj1, P2, and P3 as the corner points of a new basic region
Ry, we can apply an IDWI process similar to the above-mentioned one to compute the

corresponding screen coordinates for the image point Pg.

5.3 Experimental results

In this section, we show some experimental results of coordinate transformations
from image coordinates to display screen coordinates by two different calibration methods.
One is the proposed method and.the othera:method proposed by Tsai [13]. The landmark
points used in these two methods were extracted from an identical image of calibration
patterns. The only difference is the way ‘adepted to do the coordinate transformation. First,
we briefly describe Tsai’s plane-to-plane icalibration method which was implemented in
this experiment. Then, we show the results of the two methods using the identical set of
image points.

5.3.1 Plane-to-plane calibration by Tsai [13]

Assume that the landmark points in the world space (for our case here, on the planar
display screen) are (X, Yi, Zi) , 1 =0, 1, ..., N, with Z; = 0, and their corresponding image
feature points are (u;, vi). The relationship between (u;, vi) and (X, Yi, Zj) can be described

by the following equations:

SX:%(pier/mm), Sy:%(pixellmm) (5.6)
W, h,

C,=—, C, =— 5.7

T VT 6.1
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Xi_Cx yi_C
u, = 3 v, = 3 Lot =u4+V? (5.8)
u =u, (L+ar?), v, =v,(L+xr’) (5.9)
U= fﬁ, Vv, = £ (perspective projection) (5.10)
z z
X X,
y| =R|Y, |+T (rigidbody transformation) (5.11)
z Z,
where
LT
R=|1y 0y Ty
SRR £ (5,12)
i cos¥ cosé sin ¥ cos @ —siné
=|—sinW¥cosg+cosW¥sindsing cos¥eosg+sin¥sindsing cosdsing
| sin¥sing+cos'¥sindcosg +—cos'¥sing+sin'¥sindcosg cosedcosg

(5.13)

In Eq. (5.6), (wi, h;) is the dimension of the image in the computer memory (640x480
pixel®in this experiment), and (ws, hs) is the physical dimension of the used CCD sensor
(3.2x2.4 mm? in this experiment). In Eq. (5.7), (Cx, Cy) is the image center. In Eq. (5.8),
(ug, Vg) specifies the distorted image point of (u;, v;) caused by optical imperfection. In Eq.
(5.9), x1 is the radial distortion parameter of the camera lens. Here we assume that only the
first order distortion is considered. In Eq. (5.10), (uj, Vi) is the perspective projection of (X,
y, z) onto the image plane with the camera lens center of the camera as the origin of the
camera coordinate system. In Eq. (5.11), (x, y, z) is the result of the coordinate
transformation of (X;, Yi, Z;) by rigid body rotation and translation specified by the rotation

matrix R and the translation vector T. In Egs. (5.12) and (5.13), R and T are represented by
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detailed parameters.

With sufficient known landmark point pairs (u;, vi) and (X, Yi, Z;), we can use Tsai’s
method [13] to calculate all the parameters R, T and 3. Then, we can use these parameters
to calculate the world coordinates (X, Yi, Zj) of any image point (u;, vi) to complete the
coordinate transformation, as was done in our experiment.

5.3.2 Comparison of results of proposed method and Tsai’s method

Referring to Fig. 5.4 again, we used calibration patterns Figs. 5.4(a) through (c) to
extract landmark points which are marked in Fig. 5.4(f) with “+.” These landmark points
were used to conduct calibration both by the proposed method and by Tsai’s method as
described previously. After the calibration process, the dot centers of the dot-matrix image
were used to perform the coordinate transformation to get the coordinates of the dot
centers in the display screen. Both:results by using.a 5x5 dot-matrix pattern for calibration
are showed in Figs. 5.13 and 5.14 for comparison. 'Fig. 5.13 shows the results using the set
of the extracted image points which arevidentical to those used for calibration. Fig. 5.14
shows the results using a set of image paints which were extracted from a new dot matrix
pattern image. In the figures, the listed data r:<xxx, yyy> specify the real coordinates of the
dot centers in the dot-matrix pattern, c:<xxx, yyy> specify the coordinate transformation
results using the proposed method, and t:<xxx, yyy> specify the coordinate transformation
results using Tsai’s method.

Observing Figs. 5.13 and 5.14, we can see that the coordinate transformation errors
of Tsai’s method are larger than those of the proposed method, especially near the image
border. In Fig. 5.13, we see that no coordinate transformation error was created by the
proposed method. This is owing to the fact that the input image points used in the
transformation are the same as those used in calibration. In Fig. 5.14, we can see some

small coordinate transformation errors created by the proposed method. They were caused
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by small image variations, leading to extraction of the dot centers at slightly different

positions. But these errors are still smaller than those yielded by Tsai’s method.

< 213, 170> r< 426, 170> r< 639, 170> r< 852, 170> <1065, 170>

t:< 205, 166> t:< 421, 166> < 637, 168> t:< 852, 167> t:<1085, 169>

r< 213, 340> r< 426, 340> r< 639, 340> r:< 852, 340> r:<1065, 340>

t:< 207, 339> t:< 422, 342> t:< 636, 339> t:< 851, 340> <1065, 339>

<213, 510> r:< 426, 510> r< 639, 510> < 852, 510> <1065, 510>

t:< 209, 513> t< 422, 509> < 636, 510> t:< 850, 511> <1066, 512>

< 213, 680> r:< 426, 680> r< 639, 680> < 852, 680> r:<1065, 680>

t:< 208. 680> < 423, 681> < 637, 683> t< 852, 686> <1066, 681>

r< 213, 850> r:< 426, 850> r< 639, 850> < 852, 850> r:<1065, 850>

t:< 209, 853> t:< 425, 855> :< 639, 854> t:< 851, 854> <1065, 851>

Fig. 5.13 Comparison using calibration image points. The precise landmark position, the
computed position by proposed method, and that by Tsai’s method are listed under
each dot.

5.4 Summary

A robust and accurate method for calibration and coordinate transformations from
image coordinates to display screen positions has been proposed. By using three
sequentially displayed calibration patterns, including a white-rectangle shape, a
black-rectangle shape, and a dot matrix, relevant landmark points can be extracted
accurately and robustly for calibration. Deformable pattern matching is used for creating
more accurate geometric models for the display screen shapes in acquired images. The

transformation of the coordinates of a point in the image to the coordinates of the display
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screen is done by using an inverse distance weighting interpolation method. Comparing
the results with a conventional calibration method, we showed that the proposed method

has the merits of more accuracy, robustness, and simplicity.

nd 213, 170> r{ 426, 170> < 639, 170> r< 862, 170> r:<1065, 170>

< 205, 166> t< 421, 166> t:< 635, 166> 1< 852, 167> <1065, 167>

r< 213, 340> r.< 426, 340> r:< 639, 340> r< 852, 340> r:<1065, 340>

< 207, 339> < 422, 338> < 636, 339> 1< 851, 338> 1:<1065, 339>

n< 213, 510> n< 426, b10> < 6349, 510> n< 652, b10> r:<1065, 510>

t< 209, 513> < 422, 509> t< 636, 510> 1< 850, 511> <1066, 512>

rn< 213, 680> r.< 426, 680> < 639, 680> r< 852, 680> r:<1065, 680>

< 210, 685> t< 423, 661> t< 637, 663> 1< 852, 686> <1066, 631>

r< 213, 850> r.< 426, 850> r:< 639, 850> r< 852, 850> r:<1065, 850>

1< 209, 853> t:< 425, §b5> < 639, 8ba> 1< 8561, 852> 1:<{1065, 854>

Fig. 5.14 Comparison using re-captured image points. The precise landmark position, the
computed position by proposed method, and that by Tsai’s method are listed under
each dot.
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Chapter 6

A camera mouse for computer cursor control

6.1 Introduction

It is a common practice to control the cursor of a computer with a mouse on a flat pad
at a close distance to the computer monitor. However, in cases of playing shooting games
on computers or making presentations on large screens, it is required to maintain a certain
distance from the user to the monitor. Also, thé- user tends to stand up in such cases,
especially in the latter case of making presentations. It.is so inconvenient to hold the mouse
to control the cursor. It is desired to have a certain type of hand-held device, which can be
operated in the air, for these applications.

From the technical point of view, we may adopt three ways to design such a kind of
device: (1) using a conventional wireless remote controller with capabilities of paging and
cursor movement control; (2) using a controller with a capability of detecting the device
movement, which may be achieved by the use of inertial sensing devices like gyroscopes,
accelerometers, etc. [46][47][48]; and (3) using a visual device like a video camera which
has a self-locating capability provided by computer vision techniques [49][50].

Some drawbacks can be found in the first and second approaches. The main drawback
inherent in the first approach is that the operator uses his/her fingers to push buttons. This

results in slow responses, and is thus inappropriate for fast-speed game control. The main
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drawback of the second approach is that inertial sensing techniques are not mature yet and
the costs of the devices are high.

On the contrary, digital cameras and related devices of CCD sensors are becoming
cheaper and popular. Computer vision methods based on the use of such devices also can
be implemented more stably and reliably nowadays. Therefore, in this study we try to
adopt the third approach and use a web camera as the hand-held device for cursor control.

Some related studies can be found in [49][50][51][52]. Nesi and Bimbo [49] proposed
a kind of vision-based 3D mouse which used stereo vision for hand tracking and gesture
recognition in the 3D space. The mouse position was represented by the 3D position of the
hand that was estimated by computing the center of gravity at each time instant. Two
independent hand postures were defined in order to.emulate the buttons on traditional 2D
mouse for switching off the transmission of hand movements. Dementhon and Davis [50]
developed another kind of vision-based:3D-mouse ' which was based on an algorithm of
2D-t0-3D correspondences. The mouse was-a small object held in one hand of the user, on
which there were four non-coplanar infrared sources. One camera was fixed next to the
computer monitor and adjusted to face the user. The centroids of the four spots were
computed by the micro-controller integrated with the camera, and then transmitted to the
computer to calculate the pose of the 3D mouse sixty times per second.

Yang and Tsai [51] proposed an inside-out vision-based 3D mouse, which is a camera
held by hand to view a square mark in front of the mouse. The orientation and the position
of the mouse are computed via monocular images of the mark. Resolution adjustments and
some speed constraints were proposed to reduce computation errors. Simulations and real

image sequences were both conducted. Li, Hsu and Pung [52] proposed a 3D mouse which
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uses a mirror and a single camera to restore the 3D position of a finger tip. The camera is
positioned in such a way that it captures both the hand as well as its mirror image. The
captured images are then processed to extract the contour of the hand for locating the
position of the finger tip. A prototype system was implemented and the performance of the
3D mouse before different backgrounds was analyzed.

All the above-mentioned methods are vision-based 3D mice which compute 3D
information of the mouse position. For many applications, 3D information is not necessary,
and a “vision-based 2D mouse” is sufficient. In this study, we concentrate on the design of
such a kind of mouse. More specifically, we hold a web camera in hand as the mouse and
let it look at a computer monitor screen. After taking an image of the display screen, we
use image processing techniques+to detect and-track appropriate features of certain
artificially-attached landmarks attached on the monitor and the monitor screen corners,
thus achieving the function oflocating=thercursor which is controlled by the in-air
movement of the hand-held camera.” The experimental results show the feasibility of the
proposed method.

Some merits of the proposed method are: (1) the method requires no complicated
camera calibration; (2) the method is reliable because of the combined use of display
feature detection and tracking; (3) the method is robust against loss of one or two landmark
points in the tracking, which allows the user to have high freedom and space for hand
movement; (4) the method allows unintended device rotation by affine transformation to
correct the rotation error.

In the remainder of this chapter, we describe in detail the proposed method in Section

6.2. In Section 6.3, we show some experimental results. Finally, we make a summary of

-110-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 6 A camera mouse for computer cursor control)

this chapter in Section 6.4.

6.2 Proposed Method

A system setup for the proposed method is illustrated in Fig. 6.1. In the sequel, we call
the web camera we use as the mouse a camera mouse. The camera mouse is a video
camera. The video taken by the mouse is transmitted through a USB or wireless connection
to the computer for image processing and cursor position determination. It is desired to
allow the mouse to have a larger movement area in the air, widening the application

domain of the mouse. For this purpose, we make the following two assumptions.

(1) The camera mouse is operated at'a sufficient distance from the computer monitor
screen so that the area of the field of view (FOV) of the camera is at least four times of
the area of the screen (i.e., both the width and the:height of the FOV are two times of
those of the screen, respectivély). |

(2) The four corners of the outer frame of the computer monitor are attached respectively
with four landmarks, each being a black circle at the center of a white rectangular

shape.

(amera mouse

13

Device side

Driver side

Fig. 6.1 Hlustration of proposed camera mouse system.
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The reason why we attach landmarks for corner detection is that the colors of the
image displayed in the computer monitor sometimes will be identical to that of the outer
frame of the monitor such that detection of the monitor corners becomes difficult by image
processing. On the contrary, with the black circle against the white background on the
landmark, detection of the landmarks becomes easier. With the landmarks being detected,
we can then locate the corners of the monitor screen easily because the relative location of
each corner with respect to the corresponding landmark center is fixed. Fig. 6.2 shows an

example of images of a computer monitor in which an image of a boy is displayed.

i —

r"""”l1't||

EH Hn

AR

Fig. 6.2 An example of computer monitor images.

......

In the proposed method, the camera mouse system initially, in the detection stage,
detects the four landmarks and utilizes them to locate the four corners of the computer
monitor screen. Subsequently, the system initializes a tracking stage, in which it tries to
track the four landmarks in each image frame in the video sequence taken with the camera
mouse. Sometimes the hand movement might be too large such that one or two of the four
corners disappear in the taken image sequence. The proposed system will, in such cases,

use the position information of the existing corners in the current image frame as well as
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that of the corners in the last frame to predict the positions of the missing corners. The
prediction is based on the use of the movement vectors of the corners. This type of
prediction is conducted until the missing corners appear again in the FOV of the camera
mouse.

With the four corners of the monitor screen in an image being detected, we can find
next the relative location of the image center with respect to a corner of the monitor screen,
which supposedly is the desired computer cursor position pointed to by the camera mouse.

More details of the proposed method are described in the following.

6.2.1 Locating landmarks and computer monitor screen border in the detection stage

We locate the landmarks and the horder of the computer monitor screen in the

following way.

1. Take an image frame from the video taken by the camera mouse, and threshold it
into a binary image | with'a pre-determined threshold value.

2. Find black regions in | by a connected component labeling algorithm [24], aiming
to detecting the black circular regions in the landmarks.

3. Filter out non-circular regions by checking the appropriateness of the area and the
width-to-height ratio of each black region.

4. In an exhaustive manner, check in the following way the respective centers Cy, C,,
Cs, C4 of every four remaining circular regions CR;, CR,, CR3, CR4 to see if the
quadrilateral shape S formed by C; through C4 meets the condition of being similar
to the rectangular shape of the computer monitor screen:

a. check if the opposite sides of S are roughly equal in length, i.e., check if |C; —

Cy| = |C3 — Cy] and if |Cy — Cy| ~ |C, — C3|, where the notation | - | means the
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distance between two points;

check if the four corners formed by C; through C, are all of roughly right
angles;

check if the width-to-height ratio R of S is roughly equal to that of the
computer monitor which is measured manually in advance, where R is
computed as the ratio of (|C; — Cy| + |C3 — Cy|)/2 over (|C; — Cy| + |C; —

Cal)/2.

Fig. 6.3 shows an illustration of checking the above three conditions.

If there exists at least a group of four black regions which meet the above

conditions, then collect all of them into a candidate set D, of landmark regions and

continue; otherwise, go to Step 1 to.process the next image frame.

Find out the real landmark circles in D, ~in-the following way according to a

concept of edge strength of the 'shape formed by the black region centers. Refer to

Fig. 6.4 for an illustration of the following steps.

a.

For each group G; of four black regions in D, with region centers C; through
C,, take a side of the corresponding quadrilateral shape S;, say CiCi+1, and
find the corresponding parallel side C;'Ci.1' of the computer monitor screen
border by applying the Hough transform within a certain rectangular search
window W to the left or right of line C;C;;; or below or above it.

Take the corresponding peak value in the Hough space as the edge strength E;
of the detected line C;'Ci+1".

Perform the last two steps for all the four sides of S; and sum up the four edge

strengths E; through E, to obtain a total energy strength E; for G;.
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d. Find the maximum total energy strength E in the D,, and take the

corresponding group Sy, of four black regions as the desired set of landmark

circles.
C,
Cy
S — \D
......................... C .

b o
J /]
Cs i

Base line

Fig. 6.4 Detecting of border lines.

6.2.2 Computing cursor location in the tracking stage
In the above process of detecting landmark circles in an image frame of the taken

video of the computer monitor, we also obtain the border of the computer monitor screen,
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i.e., the four sides C;'C,', C,'C3', C5'Cy4', C4'Cy" of the screen. We may now use such border
information to compute the location of the cursor in the computer monitor screen. Note
that the position of the cursor is just the position of the image center with respect to the
upper-left corner of the computer monitor screen, which we assume to be C;' in the sequel.

Assume that the points C;' through C,' have image coordinates (x1', y1') through (x4',
y4'), respectively, and that the image center, denoted as Co', have image coordinates (Xo',
Yo'). Without perspective transformation created by camera movement and rotation, it is not
difficult to figure out that the relative cursor position with respect to C;" may be computed
simply to have coordinates (Uo, Vo) With ug = k(Xo' — x1") and vo = K(yo' — y1") in the monitor
screen coordinate system, where k is a scaling factor.

However, perspective transformation does exist, and so the above simple cursor
coordinate computation must be- modified. For this purpose, we use an affine transform
which is defined as a mapping . of the four -corners C;' through C, of the
perspectively-transformed monitor screen'shape S’ to the four corners C," through C," of a
corrected rectangular screen shape S". Let C;" through C," have coordinates (xi", y1")
through (x4", y4") with C;" as the origin. How to define these coordinates will be described
later in this section.

On the other hand, an affine transform may be described as

X" =ax'+hy' +c, (6.1-1)
y" =dx' +ey' +f, (6.1-2)
where (x', y) and (x", y") are the coordinates of corresponding corners of S' and S",

respectively, and a through f are six unknown coefficients to be determined. Substituting

the coordinate data of three of the four corresponding corner pairs of S' and S™ into the

-116-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 6 A camera mouse for computer cursor control)

above equations, we can solve the six coefficients a through f. Then, the new coordinates
(X", Yo') of the image center Cy' may be computed accordingly, and so may the new
coordinates (x;", y1") of the upper-left corner C;' of the monitor screen. In turn, the desired

position (U, Vo) of the cursor may finally be computed as

Uo = k(Xo" — x1") = kx[a(xo' — x1") + b(yo' — y1') + ]; (6.2-1)
Vo = K(Yo" — ¥o'") = kx[d(xo' — x1") + e(yo' — y1') +f]. (6.2-2)

Fig. 6.5 shows an illustration of the above process.

Final cursor position

o [ c,m

:_:-Cl" - -j ............ ? Czl

Cs"

Original screen Cs'

Fig. 6.5 Affine transformation and cursor position computation.

6.2.3 Computing corner coordinates of corrected rectangular monitor screen shape
We now describe how we define the coordinates (x1", y1") through (x4", y4") of the four
corners C;," through C,", respectively, of the corrected rectangular monitor screen shape S"
mentioned previously. Let the origin C," be given the coordinates (0, 0). Next, we compute
the side lengths L and H for use as those of S" from the corners C;' through C,' of the

perspectively-transformed monitor screen shape S' in the following way:

L= (|C1' - C2'| + |C3' — C4'|)/2, (63)

-117-



A Study on Camera Calibration and Image Transformation Techniques and Their Applications
(Chapter 6 A camera mouse for computer cursor control)

H= (|C1' — C4'| + |C2' — C3'|)/2, (64)

where | - | means the distance between two points. Then, the coordinates of corner C," of

S" are set to be (L, 0), those of C3" to be (L, H), and those of C," to be (0, H).

6.2.4 Dynamic tracking of landmarks for continuous cursor position computation

So far we have described how we find the locations of the landmarks specified by their
centers C; through C4, as well as the corners of the monitor screen C;" through C,'.
Because the relative position between each pair of C; and C;i'* is fixed, we only have to track
the landmark positions for continuous cursor position computation in the subsequent cycles,
and so save time in the entire process.

Many methods have been proposed for target tracking [53][54][55]. In this study, we
adopt the method of deformable-template- matching [56], which is effective for tracking
objects with fixed geometric shapes. More specifically, we use each detected circular
landmark center in the previous cycle to generate a tracking window for the current cycle.
And within each tracking window, we try to detect exhaustively all possible circular shapes
and select the best-matching circular shape as the detected circular landmark for the
current cycle. The details of the proposed landmark tracking process are described in the
following.

1. Use the four circular landmarks detected in the previous cycle as centers to generate
four corresponding tracking windows, each with its side length being five times the
diameter of a circular landmark.

2. Find a circular landmark within each tracking window W in an optimal way as

described in the following.
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a. Assume that the circle to be detected has the parameters (r;, Xi, yi) where r; is
the radius, (X, yi) specifies the coordinates of the circle center, i =1, 2, ..., m
and m is a pre-selected number of possible candidate circles within the
tracking window W.

b. For the candidate circular shape S; corresponding to the parameter set (ri, X;,
Yi,), compute a fitting measure F; as illustrated in Fig. 6.6, where (1) F; is
computed as the sum of the edge values of eight “sampling bars” located
evenly around S;; (2) each sampling bar is composed of n “sampling pixels”
with n/2 ones within the circle (called inner sampling pixels) and the other n/2
ones outside the circle (called outer sampling pixels) where n is a pre-selected
number; and (3) the edge value E; of a sampling bar is computed as the
difference between fhe sum of the g‘ray‘vales of the inner sampling pixels and
the sum of the gray values  of the-outer sampling pixels.

c. If the largest fitting rheasure e Of éll of the m candidate shapes is larger
than a pre-selected threshold value, then take the corresponding candidate
shape Smax to be the detected circular landmark within the tracking window W;

otherwise, decide that no landmark exists in W.

Ei=01—-02
a sampling bar

Fig. 6.6 Eight sampling bars at a candidate landmark.
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6.2.5 Tracking with missing landmarks

Due to possible large movements of the camera mouse, screen corners might be out of
the field of view of the camera, causing disappearance of one or two landmarks. In this
case, we compute the displacement vector of a found landmark in the current cycle with
respect to its version in the last cycle, and utilize the vector to compute a predicted position
for each missing landmark, based on the position of the missing landmark in the last cycle.
That is, we obtain the position of the missing landmark in the current cycle by adding the
vector to the position of the landmark in the last cycle. We then use the predicted positions
of the missing landmarks as well as the detected positions of the existing landmarks to
compute the cursor position as described previously. Finally, if only one landmark is
detected (i.e., if three landmarks -are missing), then the detection of the landmarks is
regarded to fail, and the cursor=position of the last cycle is used as a substitute for the

current cycle before the next cycle is started:

6.3 Experimental Results

In this section, we show the results of two of the experiments we have conducted. In
the experiments, with a camera mouse we took continuously images of the screens of a
notebook PC and desktop PC as two videos, simulating using the mouse for cursor control.
The program implementing the proposed method was written in C™* on a PC with a
Pentium-4 CPU with the speed of 3.0 GHz and the memory of a 1-GB RAM. The sizes of
the images are 320x240 pixels. The target objects in the images, the two PC’s, have screen
resolutions of 1024x768. The average time to process an image with the target object of

the notebook PC is 11 mini-seconds, while that to process an image with the target object
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of the desktop PC is 14 mini-seconds.

Fig. 6.7 shows six of the image frames of the first video, and Fig. 6.8 shows the results
of superimposing the computed cursor positions over the image frames. In the figures, each
coordinate pair (xxx, yyy) specifies the relative position of the image center with respect to
the upper-left corner of the PC screen. It can be seen from the coordinate data that the
computed cursor positions are precise enough for general applications, which means that

the proposed approach is basically feasible.

Fig. 6.7 Some snapshots extracted from a video with 412 frames of images.

Fig. 6.9 shows the computed cursor positions of 12 image frames of the second video,
from which the robustness of the proposed method in the aspect of tolerating missing
corners in the landmark tracking process can be seen. The right side of the PC screen
disappeared due the left movement of the mouse camera. But the proposed method still can
compute the cursor positions by landmark position prediction until the mouse camera
moved back to its normal positions in the frame of no: <745>.

Fig. 6.10 shows the layout of four square-shaped targets for testing the access ability
of the proposed camera mouse. Fig. 6.11 shows the images of access results of these

targets.
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Fig. 6.8 Some snapshots of cursor locations on a notebook PC extracted from a video
with 412 frames of images..%' |

6.4 Summary

In this study, we have proﬁdsed ‘ar ‘visivon‘;baséd camera mouse for cursor control on
computer monitor screens. A hand-held caméra, which takes consecutive images of a
computer screen, is used as a mouse. The cursor of such a mouse is regarded to be the
center of the taken image, whose position with respect to the upper-left corner of the
computer monitor screen is computed for each image frame. We attach four landmarks on
the corners of the outer frame of the computer monitor and detect the landmarks in each
image frame by a deformable template matching technique. We then use them to compute
the corresponding monitor screen corner positions for the purpose of computing the cursor
position. Perspective transformation of the monitor screen shapes is solved by affine

transformation. And missing of landmarks in image frames due to large camera mouse
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movement is solved by landmark position prediction using landmark information found in
previous cycles. The proposed method does not need tedious camera calibration works.
Good experimental results show feasibility of the proposed method. A good application of
the proposed mouse camera is to replace the gun used in shooting games on large LCD
display screens in order to increase the fun of game playing and to reduce the hardware

cost.

Fig. 6.9 Some snapshots of cursor locations on a desktop PC extracted from a
video with 880 frames of images.
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Esition:ﬂ228.944],di5t:[152.2, -2.9, 0.3, 85.9. 1.4} in_spec.......]

Fig. 6.11 Images of access results.
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Chapter 7

Conclusions and Suggestions for Future

Research

7.1 Conclusions

In this study, three new methods are proposed for relative topics of image
transformation of the omni-camera and two smart methods are proposed for applications of
traditional camera calibration. First;a systematic method has been proposed to derive a set
of new and general analytic equations -for -unwarping images taken from an
omni-directional camera with a hypercatadioptric camera. The derivation is made possible
by careful investigation on the system configuration and precise calibration of involved
system parameters. Second, a new method called “edge-preserving 8-directional
two-layered weighting interpolation” has been proposed for interpolating unfilled pixels in
a perspective-view or panoramic image resulting from unwarping an omni-image taken by
a non-SVP hypercatadioptric camera. Third, a unified approach for unwarping of
omni-images into panoramic or perspective-view images has been proposed. The approach
does not adopt the conventional technique of calibrating the related parameters of an
omni-camera. Instead, it is based on a new concept of pano-mapping table, which is
created once forever by a simple learning process for an omni-camera of any kind as a

summary of the information conveyed by all the camera parameters. The learning process
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takes as input a set of landmark point pairs in the world space and in a given image. With
the help of the pano-mapping table, any panoramic or perspective-view image can be
created from an input omni-image taken by the omni-camera according to an analytic
computation process proposed in this study.

For applications of traditional camera calibration, first, a robust and accurate
calibration method for coordinate transformation between display screens and their images
has been proposed. The images of three specially designed calibration patterns, which are a
white rectangle, a black rectangle, and a dot matrix picture, are captured and processed
sequentially to assist achieving robust extraction of relevant features from the calibration
pattern images, especially the border features in the image of the display screen. Good
performance of the proposed method was demonstrated by comparing the experimental
results of the method with those of-a well-known- calibration method. Second, a camera
mouse with vision-based method:for computerrcursor.control using a video camera held in
hand in the air has been proposed. The method ‘does not need any calibration procedure.
Actually, it is an on-line calibration concept. The proposed method computes the cursor
position with the help of four landmarks attached on the corners of the outer frame of the
computer monitor. The landmarks and borders of the monitor screen are detected in the
first image frame of a captured image sequence by a deformable template matching
technique, and then a landmark tracking procedure is conducted to keep track of the
landmarks in the subsequent image frames. The cursor position is computed as the
coordinates of the image center relative to the upper-left corner of the monitor screen.
Perspective distortion of the monitor screen shape is corrected by an affine transformation,

and missing of screen corners in the taken image due to large camera movements is solved
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by prediction of the corner position using corner information of the last image frame.
In the following, conclusions for each topic in this dissertation study are given

individually.

(a) Analytic image unwarping for omni-directional cameras with hyperbolic-shaped
mirrors

An approach to systematic calibration and analytic image unwarping for
omni-directional non-SVP hypercatadioptric cameras with hyperbolic-shaped mirrors has
been proposed. We used the calibrated parameters of the camera to derive precise
unwarping equations. The derived equations have been validated to yield the same
unwarping results as those yielded by a perfectly designed SVP camera by adjusting the
calibrated parameters to fit the® SVP sconstraint:, Furthermore, we have shown the
advantages of our method over:-the SVP-constrained method for real cameras by some

simulation and experimental results:

(b) Improving quality of unwarped omni-images by a new edge-preserving
interpolation technique

We have proposed in this study a method of “edge-preserving 8-directional
two-layered weighting interpolation” for processing an unwarped image with irregularly
distributed unfilled pixels which is the result of unwarping an omni-image taken from a
non-SVP hypercatadioptric camera. In addition to possessing the edge-preserving
capability, the method takes into consideration three concepts of weighting for the
involved interpolation scheme: (1) inverse-distance weighting; (2) pixel-count weighting;
and (3) region-wise weighting. This method has reasonable processing speed and produces

good image quality, compared with other conventional methods, as seen from the
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experimental results.

(c) Using pano-mapping tables for unwarping of omni-images into panoramic and
perspective-view images

A new approach to unwarping of omni-images taken by all kinds of omni-cameras
has been proposed. The approach is based on the use of pano-mapping tables proposed in
this study, which may be regarded as a summary of the information conveyed by all the
parameters of an omni-camera. The pano-mapping table is created once forever for each
omni-camera, and can be used to construct panoramic or perspective-view images of any
viewpoint in the world space. This is a simple and efficient way to unwarping an
omni-image taken by any omni-camera, when some of the physical parameters of the

omni-camera cannot be obtained.

(d) A robust and accurate calibration method for coordinate transformation between
display screens and their images

A robust and accurate method for calibration and coordinate transformations from
image coordinates to display screen positions has been proposed. By using three
sequentially displayed calibration patterns, including a white-rectangle shape, a
black-rectangle shape, and a dot matrix, relevant landmark points can be extracted
accurately and robustly for calibration. Deformable pattern matching is used for creating
more accurate geometric models for the display screen shapes in acquired images. The
transformation of the coordinates of a point in the image to the coordinates of the display
screen is done by using an inverse distance weighting interpolation method. Comparing the
results with a conventional calibration method, we showed that the proposed method has

the merits of more accuracy, robustness, and simplicity.
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(e) A Camera Mouse for Computer Cursor Control

A vision-based camera mouse for cursor control on computer monitor screen has
been proposed. A hand-held camera, which takes consecutive images of a computer screen,
Is used as a mouse. The cursor of such a mouse is regarded to be the center of the taken
image, whose position with respect to the upper-left corner of the computer monitor screen
is computed for each image frame. We attach four landmarks on the corners of the outer
frame of the computer monitor and detect the landmarks in each image frame by a
deformable template matching technique. Perspective transformation of the monitor screen
shapes is solved by affine transformation. And missing of landmarks in image frames due
to large camera mouse movement is solved by landmark position prediction using
landmark information found in previous cycles. -The proposed method does not need
tedious camera calibration works,-Good experimental results show feasibility of the
proposed method. A good application of:the-proposed mouse camera is to replace the gun
used in shooting games on large LCD display: screens in order to increase the fun of game

playing and to reduce the hardware cost.

From the application view of image unwarping for omni-cameras, if the
omni-camera is used in the indoor environment with sufficient easily-identified
corresponding point pairs between omni-images and the world space, we can totally use
Method (c) to replace (a) with extra benefits and no need to do image interpolation. But if
the non-SVP hypercataoptric camera is used in the outdoor environment, Method (c) is not
easy to use because of difficulty to identify corresponding point pairs; instead, Methods (a)

and (b) should be used to handle these situations.
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7.2 Suggestions for Future Research

The research of image unwarping for omni-cameras is rising and flourishing in
recent years. Many approaches and theories have been proposed in this field. Most of the
previous works focus on the study of the omni-camera itself. In the future, studies about
cooperation of multiple omni-cameras or hetero-type cameras in visual surveillance
applications will play important roles. This study is just a beginner in the field. We hope to
have chances to do furthermore studies. Some attractive and interesting topics that are
related to this study are worth further researches. They are collected and described in the
following.

(1) The study of improving .geometry accuracy of unwarped image with
pano-mapping table method.

In Chapter 4, we assume that the‘mirror and: lens in the omni-camera are perfect
and rotation-invariant. So, a set“of calibrated parameters for the radial stretching
function is enough to describe the mapping between images and the world space at
every azimuth angle. If the geometry accuracy is a serious concern, we can do
calibration at each azimuth angle to get different parameter sets under different
angles. This idea may be validated in the future work.

(2) The study of the hybrid visual surveillance system, which includes multiple
omni-cameras, PTZ (pan, tilt, zoom) cameras, and perspective cameras.

A visual surveillance system with a single omni-camera may be sufficient for
low-end applications to detect abnormal intruding objects. But for high-end
applications, for example, identification of what kind of intruding object, we need

clearly captured perspective images, and the unwarped one from omni-images is too
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coarse for this case. If a PTZ camera is incorporated into the surveillance system, a
fine perspective image can be captured by this PTZ camera under the help of object
locating capability of an omni-camera, which can satisfy this requirement.
(3) The study of multi-pointers/cameras pointing system for entertainment game.

We can extend current one-pointer and one-camera pointing system to
multi-pointer/one-camera or one-pointer/multi-camera or even multi-pointer/
multi-camera system to increase the enjoyment and versatileness for applications in

entertainment.
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