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Index-Based Iterative Source-Channel Decoding

Student: Yen-Chang Pan Advisor: Dr. Wen-Whei Chang

Department of Communication Engineering

National Chiao Tung University

Abstract

This thesis presents a new method of iterative source-channel decoding (ISCD)
technique. The ISCD consists ‘of a channel decoder followed by a source decoder,
which are connected with a feedback"loop.~The. main attraction of ISCD is that
reliability gains resulting from both ‘artificial ‘and source residual redundancy can be
exchanged iteratively in a turbo-like process. The extrinsic information produced by
each decoding algorithm is used to strengthen the a priori information of another
decoder. However, conventional ISCD system computes the extrinsic information in
bit-level and therefore the correlation of source parameters cannot be fully utilized. A
new index-based ISCD is presented which consists of a softbit source decoder (SBSD)
and a channel decoder based on the modified BCJR algorithm using sectionalized
code-trellis. The index-based ISCD does not produce bit-level information in its
decoding process and therefore improves the way of utilizing the source correlation.
Simulation results show that significant improvements of error robustness are
achieved by ISCD compared to conventional concatenated decoding schemes.
Furthermore, the index-based ISCD outperforms the bit-based ISCD under all

channel-SNR conditions.
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Chapter 1

Introduction

In digital multimedia communications, the characteristic parameters extracted from
media sources are highly sensitive against transmission errors. Some bit errors in the
received parameters can result in extremely annoying artifact. How to design a robust
coding/decoding system involves a lot of technical challenges. In a conventional
system design problem, the source:codec and channel codec are designed separately
and independently. This approach is-justified by Shannon’s separation theorem [1],
which ensures the optimal performance: of the overall communication system.
However, separate design of the source and channel codec is based on the assumed
optimality of each other and therefore is not feasible due to impractical constraints. In
real-world communication systems, complexity and signal delay are highly limited so
that the design of perfect source and channel coding techniques is impossible.
Moreover, the separate design prevents one codec from taking advantage of the
imperfection and characteristics of the other. It has been shown by many researchers
that the system performance can be further improved by a joint design of the source
and channel codecs. The name joint source-channel coding/decoding (JSCC/JSCD)
has been used to refer to all the techniques that were developed to compensate for the
drawbacks of the separation principle.

While joint design of source and channel codecs seems to be a better solution, the
way how to realize is still not clear due to the lack of good models and necessary
theories in this area. It is expected that a joint source-channel codec design is much
more difficult than the separate design. To overcome the difficulties, a number of joint
design approaches have been proposed in the past two decades. Depending on

whether the implementation is for the transmitter or receiver, joint design methods can
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be divided into JSCC and JSCD. The very early work in JSCC involves an integrated
design of source and channel codecs. However, due to the difficulties in designing
practical encoders and decoders, there are very few papers in this research area. To
make JSCC realizable, integrated design of source codec and channel codec is
simplified by fixing one codec and designing the other so that the end-to-end
distortion is minimized. Related techniques can be roughly divided into three
categories [2]: source coding robust to channel errors, channel coding adaptive to
source properties, and combined source-channel coding.

In this thesis, we will focus the JSCD design problem at the receiver site. Due to
practical constraints, the outputs of a source encoder are not independent identically
distributed (i.i.d.) and exhibit some form of non-uniform distribution and correlation,
which are referred to as source residual redundancy. A common approach is to take
advantage of the source residual redundancy at the source or/and channel decoder to
improve the channel robustness as well as signal quality. This is called redundancy-
based JSCD and can be further divided into.three categories: error concealment,
source-controlled channel decoding (SCCD); and iterative source-channel decoding
(ISCD).

In error concealment, the residual redundancy is exploited by the source decoder to
reduce the subjective effects of the residual errors which are not eliminated by the
channel decoder. In this way, the remaining channel errors are “concealed.” The
general concept of this JSCD technique is proposed by Fingscheidt and Vary in [3]
and is called the softbit source decoding (SBSD). The SBSD technique can be used
after channel decoding with soft-outputs or for the case where channel coding is not
used at all. The estimation is carried out for the encoded parameters rather than for
individual bits of the parameter indexes, since the dependencies of the indexes are
stronger than the correlations of the index bits. Fingscheidt’s approach to SBSD
exploits source residual redundancy in terms of an unequal parameter distribution and
inter-frame correlation. By additionally exploiting correlation between source codec
parameters, the capabilities of SBSD have been extended [4].

In contrast to SBSD which incoperates the residual redundancy into source
decoding, the SCCD was proposed by Hagenauer [5] with an attempt to exploit the
residual redundancy in a channel decoding process. Unlike conventional channel

decoding schemes, the inputs of the SCCD decoder also include source a priori
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information. When the channel is less noisy, the channel decoder relies mostly on the
received symbol values; otherwise, as during deep fade, decoding relies more on the a
priori information of the symbol than the received symbol value. The most commonly
used a priori information is the a priori knowledge of the source distribution, which
can be obtained in advance using a training sequence. Conventional BCJR algorithm
[6] for decoding convolutional codes has been devised based on a bit-level code trellis.
In our recent work [7], we developed a modified BCJR algorithm for the SCCD and
investigated its application to distributed speech recognition (DSR). The basic
strategy of our modified BCJR algorithm is to sectionalize the bit-level trellis in a way
that bit-level as well as symbol-level source correlations can be exploited. To proceed
with this, we chose to decode the quantizer indexes in a frame as nonbinary symbols
according to their index length.

In ISCD scheme, SBSD and SCCD are combined together in an iterative process to
achieve further improvement compared with using SBSD or SCCD alone. The
breakthrough of channel coding wasmade When Berrou et al. introduced the turbo
codes [8][9]. At the transmitter: site the encoding scheme consists of a parallel
concatenation of two recursive Systematic convolutional codes, wherein the inputs of
the constituent encoders are separated by a large interleaver. At the receiver site an
iterative decoding strategy is applied to exchange so-called extrinsic information
between both constituent decoders in each iteration step. The extrinsic information
from one decoder is used as the additional a priori information for another. This
strategy resembles the belief propagation decoding algorithm for low density parity
check (LDPC) codes originally introduced by Gallager [10]. The novel iterative
decoding approach made it possible to reach Shannon’s performance bound quite
closely by 0.5dB with reasonable computational efforts and delay. It has been named
turbo because the iterative exchange of information reminds them of the turbo-charger
of combustion engines. The general turbo principle introduced by Hagenauer [11]
shows that it can be further applied to most of the concatenation of two systematic
soft-in-soft-out (SISO) decoders. The soft-input-soft-output (SISO) property of SBSD
makes it a well candidate as the constituent code in a turbo-like system. The ISCD
derived by Adrat [12] has successfully adapted the turbo principle to the system with
concatenation of a channel decoder and a softbit source decoder. The former utilizes

the explicitly artificial redundancy and the latter utilizes the implicitly residual
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redundancy. The ISCD takes the advantage of turbo principle and raises the estimated
quality of source parameters to a level higher than conventional separated decoding.

However, since SBSD is essentially a symbol-based algorithm which estimates the
a posteriori probabilities of each source parameter; it must be modified in order to be
concatenated with a bit-based channel decoder. Adrat provided a solution for
modifying the SBSD, which adds additional calculation for extrinsic information of
each bit within an index. This not only makes SBSD more complex, but also splits the
turbo decoder into two sub-blocks that operates with different segment-perspective.
Since general form of ISCD is a sub-optimum solution derived from the optimum
estimation of source parameters [13], there must exists an alternate ISCD system with
consistent decoding algorithm. From now on we will refer to Adrat’s solution as
bit-based 1ISCD, and we would like to seek a solution starting with a modified channel
decoder, namely index-based ISCD.

Symbol-based turbo code has been proposed by Bingeman [14], which parses the
parallel data streams of the turbo encoder into'n-bit symbols and maps each symbol to
a point in a 2"-ary signal set. Furthermare, the. interleaver is restricted to permute in
terms of sub-blocks. With this restriction in place, the effective encoder operates on a
symbol-by-symbol basis. Trade-offs  between the-BER performance, code rate,
spectral efficiency, and decoder complexity can be-made by the selection of different
symbol sizes and modulation techniques.‘In"the case of symbol-based turbo code with
BPSK modulation, the BER performance can be improved while at the same time
decreasing the decoder complexity as compared with the traditional turbo code.

In this thesis, we will develop the index-based ISCD based on the modification of
BCJR decoder. Apparently the term “symbol” here corresponds to the index of the
quantized parameters at the output of source encoder. The bit-based interleaver
between the source and recursive systematic convolutional (RSC) encoders is
replaced by an index-based interleaver to ensure the proper order of parameters at the
input of the RSC encoder. The contents of the quantizer, the bit-mapper, and the RSC
encoder remain the same as in bit-based ISCD. At the receiver site, the BCJR
algorithm is modified to operate in a symbol-by-symbol manner similar as in [7]. In
order to simplify the SBSD, it also receives and delivers the symbol-based extrinsic
information similar as in [4]. The derivation of extrinsic information from the SBSD

in [3] in the index-based perspective is given and therefore the turbo decoder only
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exchanges index-based terms without the conversion between bit-level and index-
level. Experimental results show that the parameter-estimate quality of the index-
based ISCD outperforms the bit-based ISCD, especially for heavily noisy channels.
The bit-based ISCD will be reviewed in Chapter 2. It includes the detail of the
conventional BCJR algorithm with adaptation to turbo decoding and the modified
SBSD with the extrinsic information. In Chapter 3 we will derive the index-based
ISCD by further modifying the modified BCJR algorithm and applying an index-
based interleaver, and give the interpretation of index-based extrinsic information.
Chapter 4 transforms the algorithms in Chapter 3 from probability-domain to
log-domain in order to meet the requirements of real-time implementation. The
simulation results of both systems will be shown and compared in Chapter 5. Finally,

we will conclude the thesis and list some future research directions in Chapter 6.



Chapter 2

Bit-Based Iterative Source-Channel Decoding

Iterative source channel decoding (ISCD) [4] is a turbo code-like system for
multimedia communication. Unlike conventional system, an interleaver is added
between source (including quantizer and bit mapper) and channel encoder to generate
uncorrelated bit sequences at their input. Similarly, a de-interleaver is also added
between channel and source decoder to recover the order of original data. The reason
for doing this is to make source and:-channel’ decoders to deal with mutually
independent signals. Additionally, the decoder is modified with an extra feedback
process that takes advantage of.iterative information exchanging. This is so called
“turbo principle” and is widely "applied .in<systems with two channel encoders
(decoders), known as turbo code. Here we have BCJR channel decoder and a softbit
source decoder with distinct decoding algorithms. The crucial part is to determine
extrinsic information exchanged from one decoder to another.

In this chapter, we will briefly introduce the detail of an ISCD system. Starting
from the transmitter, all constituent blocks will be clearly defined. At the receiver side,

we will discuss two decoders separately.

§2.1 System Implementation

Consider the block diagram of the transmitter shown in Figure 2.1. At time instant t,
we have a real valued source v,, which is quantized by a scalar Max quantizer and

then mapped to an M-bit sequence u, as follows:

0, = 0 (1), (2) o () o (M)



For consistency of encoding and decoding, we assume all bits are pre-modulated
using Binary Phase Shift Keying (BPSK), e.g. u,(m) € {+1,—1} for all t and m.

Define the set:
.
U ={u,U,,....Up,..., Uy |

which contains a large amount of M-bit sequences, are passed through a bit

interleaver @ to generate the independent bit pattern x%:

X =X X0 Xy X

where L = MT is the size of the interleaver. Each bit x; corresponds to a specific

re-ordered bit u,(m):

X :ut(m), 1=12,..,L (2.1)

The interleaved bit pattern xt is considered as the information bits for the channel
encoder. We will focus on the (n,1) —Recursive Systematic Convolutional (RSC) code
with constraint length v. Thus, each’input bit x; will generate one systematic output

bit y§ =x; and n— 1 parity check bits-y;’:
Vi = YpYaeanY, Ve |

y|:{Y|S’y|p}:{X|'y|p}’ |=1’2""’|: (2.2)

where the length L includes L information bits and the termination bits for the RSC
encoder. The block output le is then transmitted through an AWGN channel.

Let the noise-corrupted channel output be Vlz e RE |, which provides
channel-related information for the decoding algorithm. Since the channel is assumed
memoryless, we can calculate the received block information P(Y}|Y}) as the
product of bit-based probabilities of systematic and parity outputs p(y;|x;) and
p(§7 |y?). With proper channel estimation (channel signal-to-noise ratio Eg/N, is
known), we have the explicit terms of channel-related information in terms of channel

transition probabilities:

i 1 E, (o
p(¥ |X'):@a _ -exp{—N—(Y. —m)ﬂ (2.3)

0



n-1
1 E 2
JPlyP) = .exp| ——=[gP —yP
p(¥7[v) { @%J p{ St | } 04
where o2, = No/2 is the variance of noise and ||-|| is the norm function.

The receiver will exploit both channel-related and source a priori information in
the decoding algorithm to better estimate the output ;. Its structure is illustrated in
Figure 2.2.

Iterative source-channel decoder is in turbo-like structure. In order to achieve good
performance, the constituent components must satisfy the turbo principle:

1. Concatenation of component blocks

2. Interleavers

3. Soft-In-Soft-Out (SISO) process

4.  Exchange of extrinsic information
Since the channel information is passed to both decoders, the system is called a
parallel concatenated scheme. During the, iterative process, each decoder calculates
the extrinsic information of every possibly transmitted bit; which is then combined
with the source a priori information to generate the'more reliable a priori information
used for next decoding iteration. The bit-level a posteriori probabilities (APP) can be
used to compute the index-level-APP based-on the independence assumption in each
index bit pattern. In summary, the estimation of the parameters ¥, consists of the
following steps:

1. Set k=0, Pl(x) =1 foralll.

2. Pass the channel-related information {p(57|x,),p(§7|y;)} and bit-level a
priori information P(x;) -Ps[g’;[t,] (x;) to channel decoder’s input. The channel
decoder uses BCJR algorithm to calculate bit-level extrinsic information
P2 (x,) and bit-level APP P(x,|¥%). De-interleave P/2*(x,) to obtain
P (4, (1)) for use in softbit source decoding.

3. De-interleave P(x,|¥}) and use the MMSE algorithm to compute the

conditioned mean for the parameter 7,:

M
v, (after channel decoding) = > v, (i)- 11 P(xI Y

i=0 le(interleaved positions of u, (1))




where wv.(i) is the codebook value of index i. The resulting
parameter-to-noise ratio is defined as performance at the (k*)-th iteration. If
the improvement is less than a preset threshold, stop process; otherwise, go to
step 4.

4. Pass de-interleaved channel-related information p(,(A)|u. (1))
index-level a priori information [P(utlut_l)-H%=1PC[§’“](ut(m))]

softbit source decoder’s input. Perform the softbit source decoding algorithm
to calculate bit-level extrinsic information PS;’;{, (u:(2)) and index-level APP
P(u|TT). Interleave PEX(u,(2)) to obtain P (x,) for use in channel
decoding.

5. Use P(u.|UT) tocompute the conditional mean for the parameter

M.
v, (after source decoding) = " P(ut :i‘OI )'Vt (i) (2.6)
i=0 '

The resulting parameter-tg-noise ratio-is defined as performance at the (k +
1)-th iteration. If the improvementis less than a preset threshold, stop process;

otherwise, k « k + 1 and return to step 2.

§2.2 BCJR Algorithm for Channel Decoding

BCJR algorithm [6][15] is widely used for soft-input soft-output channel decoding
of convolutional codes. In order to increase the reliability of current information bit, it
observes the entire received block Vlz and utilizes the trellis structure of
convolutional encoder to derive a recursive formula that drastically lower the
computational complexity. Furthermore, the recursive reliability passing structure
makes BCJR an adequate constituent decoder in iterative decoding. In this section we
will briefly review the BCJR algorithm. Specifically, we show how to derive APP
from the received signal and define extrinsic output for each information bit. For

convenience, we only consider the case for x; = +1 among all formula in this
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section; however, similar calculations are needed for x; = —1 to ensure the sum of
P(x, = +1|¥}) and P(x, = —1|¥}) equalsto 1.

The trellis diagram determines the current output bits by observing the current input
bit and the latest state content updated by the previous input bit. In other words, the
current input bit and the latest state content determine a unique state transition (or
branch). We can also use this transition to update the state content before dealing with
the next input bit. Therefore, we include the state information to a posteriori

probability of x;:

IO(X| =+l,?1':) z p(SH,Sl,?lE)

p( _ 1\7£): ) (e
X =+1Y; P(YlL) | P(YlL) 29
:C-( Z): p(sl_l,s,,\?f)
11,5 )€

where C is a constant independent of x;, s;_; and s; are the state before and after
the current state transition, and Xjf ‘is the ‘set of all state transitions s;_; — s
resulting from the input bit x; ="41! Figure 2.3.shows an example.

By assuming a memoryless channel and the‘independence of input bits x;, the joint

probability p(s,_1,s, Y1) can be splitinto-three terms:
p(5|—1’5|’?1|:) = p(5|—1!?1|_1)' p(swyl |S|-1)' p(?I51|SI)
é0‘|—1(5|—1)'7’|(S|—1'5|)'ﬂ|(s|) (28)

The forward recursion for forward metric «;(s;):

 (8)=27(84:8) a1 (s4) (2.9)

Sj4

The backward recursion for backward metric B;_; (s;_1):

ﬂ|_1(3|—1)=§7/'(S'—l’sl)'ﬂl(s') (2.10)

The branch metric y;(s;_1,s;):

(2.11)

The 2" equality comes from (s;_;,s;) € 2} in (2.7), and the 3" equality holds for a
memoryless channel. It is common to start a convolutional code with an all-zero state,

and force it back to all-zero state after encoding all information bits. Therefore, the
10



forward and the backward metrics can be initialized as follows:

1 s,=0
“0(50):{0 540’

ﬂﬁ(sﬁ):{(l): ZLL ¢(())'

The next task is to define extrinsic information of the path “CD to SBSD”,
specifically, the term Pc[f,"t] (x; = +1). Note that extrinsic information may not be a
legible probability (they are not summed to 1), we must calculate Pa’i,” (x; = 1)
separately.

By observing the inputs of SBSD, we find that there are three distinct groups of
information:

® Channel-related information: p(i,(1)|u:(1)) = p(F1x)

® Index-level a priori information: P(u;|u;_;)

® Extrinsic information from channel decoder: P Lext] (ut(ﬂ))

Since SBSD and CD use the same| channel-related information and the bit-level a
priori information can be derived from marginal probability of index-level a priori
information, both terms must be.separatedyfromsthe extrinsic information P, [ext] (x; =
+1. We first consider the extrinsic'part.in the branch metric:

N (S|-1v5|): P(X| —+1 (y| |XI —+1 (yI ‘yl )
= P(XI _+l (yl |X| —+1) 7’|[eXt](s|71'S|) (2.12)

where y/*(s,_1,5) = p(§7|y?). With (2.12), (2.7) becomes:

?f): C- Z aH(SH)'?ﬁ (Sl—llsl )ﬂ| (5|)

(s10.8)ext

=C-P(X|=+1)'p()7|s‘xl=+1)' Z 1 (S1) 7[ (s.08)-A(s) (2.13)

(s14.8)ext

2C-P(x =+1)- p(yls‘xl :+l)'PC[E>XI](XI =+1)

P(xI =+1

Where the extrinsic information derived from the channel decoding is

PC[EXI](X| =+1)= Z al—l(sl—l)'yl[em (SI 1'5') A (S') (2.14)

(514,51 )€z
After the 1% decoding iteration, the a priori information is updated by the feedback of
SBSD:

P(x =+1)« | Pl (x = +1)-P(x =+1) | (2.15)

11



which also updates the branch metric:
7(8.0:8)=P(x =+1)- Ps!é?t]) (% :+l)' p(y|S |X| :+l)'7|[exq (5.4:5)
Finally, the APP in (2.13) becomes:

P(XI = +l‘?1£)= C-P(x =+1)- PS[BE?I; (% =+1)- p(yls % = +1)' PC[E)XI](XI =+1) (2.17)

§2.3 Softbit Source Decoding

In this section, the softbit source decoding (SBSD) algorithm [3] is developed to
exploit the 1¥-order a priori knowledge (AK1) source information. To proceed with
this, the index transition probabilities P(u.|u,_,) are calculated in advance by a
large amount of training data. The index-level APP is derived as follows:

P(u, =i|0] )=P(u,=i|0;)
= P(ut = i‘Oi‘l,ﬂt)

M

LN

=C-p(0, |uy =) . P(u, =iju,_, = j)- P(uH = j‘Ui’l)

where
p(C,[u, =)= ]M[ p(Ut(m)\Ut(m)) (2.19)

is derived from the product of bit-level channel-related information under a
memoryless channel assumption. Since channel decoding is performed before SBSD,

we can combine its extrinsic information with a priori information as follows:

M
P(u,=ilu_ = j)«|P(u =iju =j) PC[E’DX‘](Ut (m))
m=1
{ug=i}

(2.20)

Then (2.18) becomes:

M1

P<ut :i‘oi)zc' IM[ p(at (m)‘ut (m)) PC[EDXl](ut(m))' P(ut :i‘ut—l = J) P(ut—l = J‘UF) (221)
}

m=1 j=0

{u=

Similar as the case of channel decoding, our next task is to find the SBSD’s
extrinsic information that can be fed back to channel decoder. At this point we notice

that the SBSD algorithm is index based, which differs from the bit-level channel

12



decoder. Therefore, we must compute the marginal APP of a specific bit u;(4) using
the index-level APP in (2.21). Additionally, we classify the input of channel decoder
into bit-level channel-related information p(¥|x; = +1), which corresponds to
de-interleaved p(@i;(1)|u;(1) = +1), and bit-level a priori information P(x; = +1),
which corresponds to de-interleaved P(u;(4) = +1). The next step is to express the
bit-level APP in terms of bit-level extrinsic information of SBSD and CD:

P(ut (2)=+1/0] ) = (%1) P(u, \0;)
=C-P(u (1)=+1): p(at (A)u, (2)= +1)~ Pl (u (1) =+1)- -

XTI m (m) 27 (m) 3 (et s = i) P 01)
Uit (A)=+1 ;‘j =

2C-P(u (4)=+1)- (0 (4)|u (4)=+1)- P (u (2) = +1)- PES (u, (1) = +1)
In the above equation, we assume independency of bit u,(41) and other bits
ul™ = {ue (1), o, ue (= Du, (A 4+ 1), ., u, (D}

P(ut |ut—1 = J)

[ext] LA
P(ut (/1)|ut—1 == J) S P(Ut (ﬂ,) _ +1) (223)

where u, = {ut(/l), uEe"t] (/1)}. We also defifie the extrinsic information of SBSD:

1

PR (u(2)=+1)2 3 TT p(a (m)ju, (m))- RS (U (m)):

o PuF (A = 1)-Plucs= iJ0r) (2:24)
ugl (4)=+1) m=!

M 2{%
=0
m

b

Then (2.24) is fed back to channel decoder input as the term P/ (x, = +1) in
(2.15).

13
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Figure 2.1: Block diagram of bit-based transmitter
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Figure 2.2: Block diagram of bit-based receiver
ex/
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i

Figure 2.3: An example of code trellis
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Chapter 3

Index-Based Iterative Source-Channel Decoding

When using the bit-level ISCD, there are two shortcomings in compatible
conversion between bit-level and index-level information during decoding process.
One is the multiplication of bit-level APP after channel decoding algorithm. Another
is the independence assumption between a particular bit and other bits within the
same index when deriving extringic information-for SBSD. A better solution is to
develop a consistent decoding process operates.at the.index level.

To accomplish this goal, we need to modify the BCJR algorithm in a way that only
index-level information is involved. In our previous work [7], a modified BCJR
algorithm has been proposed to estimate index* APP for source-controlled channel
decoding. The basic strategy is to sectionalize the channel code trellis and utilize
source residual redundancy. We now wish to develop a new ISCD algorithm that
exchanges extrinsic information at the index level.

Due to the existence of an interleaver, the bit sequences entering the channel
decoder will no longer have correlation, and therefore we simplify the modified BCJR
algorithm without the use of residual redundancy. Besides, we will use the

index-based interleavers which do not scramble the bit order within an index.

83.1 System Implementation

Consider the index-based transmitter shown in Figure 3.1, where only the
index-based interleaver is different from the bit-based interleaver in Figure 2.1. An
index-based only permutes the order of different indexes, but never changes the order

of bits within each index. Therefore, after interleaving, a sequence of indexes will

15



appear in a memoryless form. We denote such an interleaved and memoryless index

sequence as:

X7 = (X Xgree X,y ooy X1 )

X, =u, 7rv=12,.,T

(3.1)

The basic structure of the channel encoder remains unchanged. We only need to
change the viewpoint of how to encode the input signals. Here we focus our
discussion on the (n,1) — RSC code. Let (n,1)—(Mn,M), the code rate remains the

same and therefore we define the index-level channel encoder output:

Vi {faYorYory]

V=)=t em1200 52)

where y2 and y? correspond to systematic and parity output, and the length T
includes T indexes and termination redundancy. Specifically, y; contains M bits
and y? contains (n— 1) - M bitsi“Transmission-over an AWGN channel is still at
bit-level and the bits within eachioutput yz -are still in bipolar form (€ {+1, —1}).

At the receiver side, we must first transform the bit-level channel information into
its index-level version. Since an. AWGN channel is'memoryless, the channel-related
information (2.3) and (2.4) of different bits*are independent. The index-level
channel-related information of systematic and parity parts of encoder output are
expressed in terms of index-level channel transition probabilities:

3 1 § E, 2
) o) L a3

yp)_ ; o .exp _5 2
‘ \/Zo-noise NO (3'4)

w Ofoise = is the vari IS ||| is unction.
here ¢2,;,. = No/2 is the variance of noise and ||-|| is the norm function

7S S

yf _XT

p(v? yP-y?

Figure 3.2 shows the block diagram of the receiver. While the basic structure of
receiver is similar to the bit-based version, the information exchanges between
constituent decoders are performed at the index-level, resulting in a more consistent

iterative decoding process. Decoding process is modified as follows:

1. Set k=0, Pl™(x.) = P(x,)

16



Pass channel-related information {p(¥5Ix,),p(§¥|y?)} and index-level a

priori information Ps[gg“g](x,) to channel decoder’s input. Perform the
modified BCJR algorithm based on a sectionalized trellis and calculate the
index-level extrinsic information P1¢*(x,) and index-level APP P(x,|¥T).
De-interleave P%*(x,) to obtain P'®*(u,) for use in softhit source
decoding.

De-interleave P(x,|Y{) and use the MMSE algorithm to compute the

conditional mean for the parameter ,:

M1 .
v, (after channel decoding) = > P(xr :i‘\?f)-vt(i)
(r:interleav:;(:)osition of t)

(3.5)

where v.(i) is the codebook value of index i. We then calculate the
parameter-to-noise ratio, which is defined.as the performance at the (k*)-th
iteration. If the improvement is less-than a preset threshold, stop process;
otherwise, go to step 4.

Pass de-interleaved channel-related.information p(ti;|u,) and index-level a
priori information [P(utlut—l) . plext] (ut)] to softbit source decoder’s input.

Perform the softbit source decoding algorithm and calculate the index-level

extrinsic information P%t(u,) and index-level APP P(u,|TT). Interleave

ext

SBSD I(u,) to obtain psg’;g (x,) for use in channel decoding.

Use P(u.|UT) to compute the conditional mean for the parameter ,:

M

v, (after source decoding) = Z P(U —"UT) (3.6)

The resulting parameter-to-noise ratio is defined as the performance at the
(k + 1)-th iteration. If the improvement is less than a preset threshold, stop

process; otherwise, k « k + 1 and return to step 2.

17



83.2 Modified BCJR Algorithm

It is necessary to modify channel decoder to make the decoding to perform on an
index at each time. We proposed to merge the bit-level channel output by regarding M
consecutive bits as an unit. Since a state transition occurs in accordance with each bit
entering the channel encoder, we must build an M-stage merged trellis diagram of
RSC code, which is called “sectionalized trellis diagram.” Figure 3.3 shows an
example, where two bits of the trellis code diagram is merged. Note that all states had
become four-in-four-out. If we merge more bits within an index, parallel transitions
may occur. Specifically, the constraint length of RSC code is v and the goal is to
merge M bits into an index, parallel transitions will occur while M > v.

The conventional BCJR algorithm must be modified to deal with the increased
branch number and parallel transitions. From another perspective of viewpoint, we
identify a transition branch according to the input index value. Although many
parallel transition branches exist between;fixed states, each branch still corresponds to
an unique input index value x..=1i and,an.unigque output y,. Our new algorithm
splits the forward, backward, -and_branch metrics by adding specific index value
notation for different input x;. This makes decoder not to suffer from parallel
transitions; however, it also needs to multiply. metrics and increases the storage
memory. Starting with the a posteriori probability (APP):

?f)zz P(xT :i,sr,\?f)

P(x, =i 2 P(\?f)

=C'ZP(Xr=i’5r’W) (3.7)

the value i takes from 2M different possibilities. Here the summation is performed
through all states rather than the transition set (s,_,,s;) € XL, since the latter may
contain repetitive elements. The joint probability term can be split into:
P(xr :i,sr,\?f)z P(x, = i,sr,\?f)- P(\?f+1 X_ = i,sT,\?f)
2ai(s.)-A(s) 8

where al(s,) and Bi(s,;) represent forward and backward metric, respectively. We

can further derive the recursion formula:
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al(s,)=P(x, =i,s.,Y/)

=SS P(%, =08, = 05, YL,

Sea )

-2 TP (%= b5 )P -

Seq

£2.2.00(5.) 7 (5008.05.4)

Seq

X4 = ]S, ?1171) (3.9)

1Yrv )t

and
Zzﬂ 7/1- YoiSiiSy ) (3.10)

Both recursions utilize a common term y; ;(¥,, s;, s;—1), Which is the branch metric

at time instant 7. Furthermore, we have:

7i,j(yrlsﬂsz—1)=P( . =1LS.Y, =], ,1,Yf 1)
=P(x, =i =], wY"l) P(s. = Js0 V)
‘P(yr 2 1, X0 J’Sr—l7?11—_1) 31
~P(x, =i)-P(s, X, =15 )P(¥.[s..x, =i)

Implicit in this equation we assume that interleaved indexes are independent and
channel is memoryless. The term P(x; = 1) _is the & priori probability of x,, which
can be computed in advance by-a training data.*The term P(s.|x, =1i,5,_1) iS a
branch indicator function, which has a binary form as follows:

5 )lg L )

P(s,

0, otherwise (3.12)

where S(x, =i,s;_;) determines a specific branch corresponding to index i and
previous state s,_,. In bit-based version of BCJR algorithm, we had ignored this kind
of indication, since the bit-based trellis structure was relatively simple. However, such
a branch indication becomes crucial for grouping the propagated branches. In order to
avoid chaos as M grows large, this branch indicator function eliminates most of
unnecessary branches when we focus on index i. The last term P(¥,|s;, x; = i) is
the received channel-related information in (3.3) and (3.4). With the above

representation of branch metric, recursion formula can be simplified as follows:

al(s)~P(x, = i)-P(yT S, X, :i)ZZaj_l(sr_l)-P(sr

Sea

X.=15.) (399
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Xz‘ = j7sr—l)' P(y‘r

m@”w§;M@»ma=nw%

Same as Chapter 2, the next task is to determine an index-based version of extrinsic

information. Similarly, we extract the intrinsic parts of branch metric:
yi,j(YT’Sr’Sr—l):P(XT:i)'P( T —1)'P(~ ’ r_.)
EP(x, =i)-P(Vix, =i) 75 (5.5.05.) (3.15)

where

[ext]

Vi

(yr 1S, l) P(Sr X, :i’sf—l).l:)(yf S X :I)

(3.16)
contains only the information of parity output corresponds to input i and an unique
state transition. By substituting (3.15) into (3.9) and (3.8), we have the relation

between APP and extrinsic information:

W)CZZZ%lumJA,JﬂL)

=C- Y>> al(s (X =) P(yj

S S
2C-P(x, =i)-P(yi X; =i)-ng“1(xr <i)

P(x,:i

i) 75(9,05.5.4) AL (s.) (3.17)

where the channel decoder extrinsic information corresponds to input i at time instant

T IS
R0 =)= LTV (s ) A5 g

Following the structure of iterative decoding, the a priori information P(x, = i) is
equal to the feedback of SBSD’s extrinsic information. During decoding process, we
will update P(x, = i):

P(x, =i) « Pl (x, :i).

T

This is different from the discussion in Chapter 2, where the bit-based algorithm
multiplies the bit a priori information P(x; = £1) to the feedback extrinsic term

ext

P (x, = +1). The main reason is that for the computation of P/%*(x, = +1), the
term P(x; = +1) was considered as intrinsic information and was separated from
extrinsic term. Here, however, extrinsic information of SBSD is obtained from source
redundancy (which will be discussed later). There is a conflict between probabilistic
meaning of P(x, =1i) and ps[g’;,g (x; = i), and therefore utilizing both terms at the
same time will lead to information reuse and serious performance degradation. Thus
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we may set P(x, = i) = P (x, = i) = 1/2Mat the initialization step. Initiating
P(x, = i) = 0™order source redundancy will result in a better performance at the
0™-jteration. With a priori information replaced by the feedback term, the updated

branch metric and APP output of channel decoder can be modified as follows:

yi,j (yr’sr’sr—l) = PS[I:);I; (Xr = I) P(yi

) 7'e’Xt (¥15.15.4) (3.19)

P(XT:i xT=i)~PC[eDXt](xT=i)

¥ )=C-PEd (x. =i)-P(5: 3.20)

83.3 Softbit Source Decoding

In Chapter 2, SBSD algorithm was modified to fit the bit-based system and the
derivation of extrinsic information was complicated. Furthermore, the independence
assumption of bit u;(1) with other bits within the same index u, in (2.23) was not
appropriate and may cause performance degradation.

In this chapter, inputs of both, decoders are raised up to the index level, and
therefore the compatible transformation between bit and index no longer exists. The
new derivation of BCJR algorithm over sectionalizedtrellis allows the SBSD to retain
its original form. The intrinsic-extrinsic-separation can be directly applied to (2.18).
Since the SBSD algorithm often operates “after’” channel decoding, we first define the

a priori information update:
P(ut =i|ut_1= j)(—[P(u —||Ut 1= ) eXt](u ')} (3.21)

Substitute (3.21) into (2.18), the relation between APP and extrinsic information can

be revealed:

M1

P(ut:i‘U;): p(a, Ju, =i)- ZP(U =ilu_, = J)-PEY(u, —i)-P(ut_l:j‘Ui’l)
:C-p(ﬂt\ut:i)-PC[Ef‘](ut:i)-;P(ut:i\uH:j).P(uH:j

2C- p(at‘ut =i)' Pc[gd](ut = I) Ps[éétg (ul = I)

Now the extrinsic information of SBSD becomes:

P (u, Z P(u, =i, =1j)- ( t—1=j‘05_l) (3.23)
which utilizes 1¥-order Markov redundancy of source codec. Besides, (3.23) is a
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recursive formula, which is updated by APP of index at time t-1. This term is also fed
back to the input of channel decoder as updated a priori information.

Vv Max leiantlzer ut o D XT | Channel yr |  AWGN ~
t . . Index Encoder Channel Y.
Bit-Mapping

Figure 3.1: Block diagram of the index-based transmitter

P(x [V
P(31y7) ] oo e
PEb) T ) J D
(or P(Xr)) ’(Dlndex-l PC[EXt](XT) g
—L 2o Gimin [V,
(I)Index-l P[ext] (Ut )

CD

[ Pindex ]Pészﬂ(ut)

(o) :
p (l..lt ‘Ul) ul |Ut ! | Soursciﬁl)ligodcr

P(ut ‘UI)

Figure 3.2: Block diagram of the index-based receiver
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Chapter 4

Index-Based ISCD Algorithm in Log-Domain

Log-likelihood ratio (LLR) or log-value (L-value) implementation is widely used
for simplifying the bit-based iterative source-channel decoding systems [13]. In this
section we would like to transform the index-based iterative source-channel decoding
from probability domain to log-domain. The main reason is that x, contains M bits
and therefore, at least M probability terms must be multiplied together to obtain the
index-based information, e.g. (3:3) and (3.4). This will result in numerical precision
problem when the algorithm is implemented with “finite word-length on a digital

computer.

84.1 Log-Likelihood Ratio

Consider a bit-based system involving a binary signal u,(1) € {+1,—1}, then its
L-value is defined as:
P (ut (l) - +1)

L(u (4))= 'OQW (4.1)

where log represents the natural logarithm. We can deduce that bit-based L-value
merges two probabilities in to a single ratio without losing any information. Moreover,
all common terms will be cancelled out after the division. Another advantage is that
all multiplication has been changed to addition, which is a very good property for
circuit realization. However, for index-based system discussed in Chapter 3, we
focused on index u, € {0,1, ...,2M — 1} with 2™ realizations. There are more than
two probabilities corresponding to each index. A single L-value is insufficient to

preserve all information of these probabilistic terms. Therefore, an index-based
24



L-value has been proposed in [14] as follows:

— 3 i=12,...,2" -1 4.2)
which reduces one probability term and enjoys similar advantages as in bit-based case.
The final results of this Chapter are summarized in Figure 4.1. The information
exchanges are performed in terms of their index-based LLR, which will be discussed
in subsequent sections. Notice that channel-related L-value term L., (x;) = L., (u;)
is defined by applying (4.2) to (3.3). Since x, € {+1,—1}", L., (x,) can be
simplified as follows:

S

yZ' _XT

? —log< ex —ES
~ g4 exp N,

| e
:%[(Y/i X, )x,:i *(yj X, )x,o:i‘ i=12..2" -1

where L, = 4E/N, and (¥; -X,)_is the dot.product of a real-valued vector y§; and
a binary vector x,. Since the computation of MMSE parameter estimate still needs
the APP values at the end of decoding process, we define an inversion of L-value
definition for channel decoder’s output:

1

- —, =0
1+Zexp[L(xr = j \?f)}
P(XT:H?T): a ot
1 j;p[uxf—u)v_{] gy Y
1+§9Xp[|—(xr =j Yf)}

which contains a normalization and is performed at the end of both decoding

algorithms.

84.2 Modified BCJR Algorithm in Log-Domain

In previous work [11][15], log-domain BCJR algorithm is derived directly from
conventional bit-based BCJR algorithm. In this section we will derive the log-domain

modified BCJR algorithm by defining the log-domain forward, backward, and branch
25



metric. We begin with applying (4.2) to index APP in (3.7) and (3.8):

P(xrzi

v
P(xT =0 \7f)
D.ai(s) Bi(s.) (4.5)

= i=12,.,2" -1.

2. (s) Bl(s.)

ST

L(XT:i

\?f) 2 log

=log

Recognizing that summations cannot be performed directly in log-domain, we suggest

to simplify the calculations by using the following equation (see Appendix A):

max” (a,b) = Iog(ea +eb) =max(a,b)+log (1+ e—\a—b\) we)

where a, b are arbitrary real numbers. Since the summation includes 2V terms
corresponding to all possible states of s, we can apply max* function defined in (4.6)

to sums of more than two exponential terms by:

max” (a,b, c) = log (e%#€" €)= max"| max" (a,b),c] (87

where ¢ is an arbitrary real aumber. Since the' summands in (4.5) must be in

exponential form, we thus compute the natural logarithm of forward metric by:

@, (s.)=loga; (s,)

X, =i ,SH)Zexp[log al, (s,l)]} (4.8)

=logP(x, =i)+logP(y., |, :i,s,)+log{ZP(sT

=logP(x, =i)+logP(y, |x, :i,s,)+max*{log P(s,

X, =0,5._)+ m?x* [a!, (SH)J}
where we apply (4.7) twice for 2" equality and

max” | f (k) [2max’[ f (1), f(2),.. f(K)], ke{l2..K]
Note that the L-value of branch indicator function is defined by

logP(s
g ( —oo0, otherwise

Similarly, we have the natural logarithm of backward metric:

Bli(s.4)210g Bl (s, )
= Iogzj:P(x, = j)g‘ﬁ) (s.)-P(s.

S, X, = j) (4.9)

s.x. = 1)]]

By applying (4.7) to (4.5), we also obtain the APP in terms of (4.8) and (4.9) as
26

Xr = jlsrfl)'P(yr

X, =], )+logP(y,

=max” {Iog P(x, = j)+max’ [ﬁj (s.)+logP(s,
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follows:

L(x, =i

?lf)=|Og{§exp[a;(sr)}exp[ﬂ;(sr)]}_|og{§exp[af(sf)].exp[ﬂf(S,)]} (4.10)

—max [ (5,)+ 71 (5.)] - max [ (5,)+ 7(5.)]

Since the APP is calculated explicitly, the extrinsic information can be obtained by
subtracting the L-values of intrinsic information. By interpretation of (3.17), we split
the L-value of APP into:

L(x,:i ‘AE
2L, (x, =1)+Ly(x, —|)+L[§§]( X, =1i)

where the three terms represent the L-values of a priori, channel-related, and extrinsic

(4.11)

information derived from channel decoding. The last term can also be derived
explicitly

L (x, =i)= max’ {E (s.)+log P (97 |s, axp =1)+ max’ {Iog P(s.|x, =i,5.)+ max’ [o?,",l(s,,l)]}} (4.12)

—max’ {Ef (s.)+1ogP(y!s.. X, =0)+ max_ {Iog P(s.|x, =0,s.,)+ m?x* (@), (SH)]}}
Furthermore, if we define the-L-value feedback from softhit source decoder:

[ext] —
L2 (x, =i)2lo QM, i=12,..2" 1

Pas (X=0) (4.13)

Following the description of how to obtain (3.19) in Chapter 3, we will modify the
iterative form of recursion formula (4.8) and (4.9) as follows:

2 (s,) =L (x, =i)+logP(¥, |x, =i.s )+max {Iog P(s.[x, =i,srfl)+max*[ajfl(sﬂ)}} (4.14)
Bri—l(sr—l):m?x*{ [e;ts]o(x )+max [B (s.)+log P(ST . r71)+|09p(~7 e X = )]} (4.15)

Finally, we have the iterative form of index APP in (4.11):
(%, =¥ ) = Loy (x, =1)+ Ly (x, =)+ L) (x, =) @16

84.3 Softbit Source Decoding in Log-Domain

The bit-based L-value of SBSD has been proposed by M. Adrat [4]. Here we follow
the similar procedure in the previous section to derive the log-domain index-based
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SBSD. We first apply the definition (4.2) to (2.18):

P(u, =i|U!
L(u, =i U;)é(ut | j)
P(u,=0|0;)
p(u[ ‘ut = i)'zz_:lp(ut :i‘ut—l = J) P(ut—l = J‘Uiil) (417)
=log o , i=12,..2""
p(ﬂt‘utzo)' P(Ut:O\Upl:j)'P(UH:J"Ufl)
j=0
From the discussion in Section 3.3, we substitute (3.21) to (4.17):
~ o [ext] s Zzlp(ut :i‘ut—l = J) Plu, = j 0;71
(o =101) tog PO ) pog RO (=) g T3 | | (4.18)
p(Ul ‘Ut :O) Feo (UI :0) z P(Ut :o‘ut—l = J) P(ut—l =] 0;71) .

j=0

éI-ch(ut:i) [eg](ut:i)+|-[se;ts]D(ut:i)

where the three terms represent the de-interleaved (4.3), the de-interleaved extrinsic

information in (4.16), and the extrinsic information derived from source decoding:

M1 5
Z P(Ut :i|ut—1 = J) P(ut—l = j‘Ui_l)
Lspeh (U, =1) = log 5=

JZ; P(ut Lo, j). P(UH _ j\U}‘l) (4.19)
By applying (4.7), we can further simply the above calculation as follows:
L, (u =1) = max 109 P (U= ifuge=1) + log P(u,, = [0}
_ m?x* :Iog P(u, =0|u,, = j)+log P(ut_1 = j‘U}‘l)}
= max’ [Iog P(u =ifu =)+ L(u, = j\O;-l)] (4.20)
- max’ :Iog P(u,=0fu,, = j)+L(u, = j‘Ufl)J
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Figure 4.1: Log-domain index-based ISCD
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Chapter 5
Simulation Results

85.1 Experimental Setup

Consider a source parameter v,, which is modeled by a first-order Gauss-Markov
process with correlation factor p = 0.95 and its variance is normalized to o2 = 1.
The parameters v, are individually:quantized by an 8-level Max quantizer using
M = 3 bits, resulting in a bit-pattern uj in-the form. of natural binary bit-assignment.

A total of T=100 bit-patterns=UT. are passed to a 10-by-30 binary block interleaver,
which inputs bit information into a'10-by-30-matrix horizontally and outputs them
vertically as the matrix is filled up. A bit-based ISCD system uses the bit-scrambled
interleaver, whose output x} is considered as a block of uncorrelated bits. On the
other hand, an index-based ISCD system uses the index-based interleaver so that the
bit-order within each u, remains unchanged and the output XI is considered as a
block of uncorrelated indexes. This results in a 10-by-10 decimal block interleaver.

Channel encoding is performed by (2,1) —RSC code with constraint length v = 2

and generator matrix

G(D)=|1 g® (D) _11 1+ D?)
g (D) (1+D+D?% |

Additional redundant termination bits are preserved after encoding each block of

interleaver’s output, which makes the overall coding rate 300/604, slightly lower than
1/2. The RSC encoded output is then modulated using the BPSK and transmitted over
an AWGN channel specified by a known SNR, denoted as E;/N,.

At the receiver side, decoding will be performed iteratively by following the steps

presented in sections 2.1 and 3.1. Since the parameters v, are modeled by a recursive
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process, the SBSD results P(u;|UT) at the current block are treated as the
initialization values of P(u,|UT) at the next block. In other words, softbit source
decoder estimates a source with nearly infinite-length. Specifically, 30000 first-order
Gauss-Markov parameters are generated at each test. We measure the performance of

both ISCD systems by calculating the parameter SNR:

Parameter SNR (dB) =10-log,,

E[(Vt_At)Z] (5.1)

85.2 Performance of Bit-Based ISCD

The performances of bit-based ISCD over different values of channel SNR are
shown in Table 5.1 and plotted in Figure 5.1. The effect of information exchanging
allows the parameter SNR to increase as the number of iteration increases. The results
of 0™ 0+" 1% 1+™ and 2" iteration are shown. At the 0™ iteration, the calculation

only involves channel-related information and bit.a priori information

M

P(u, =i\0{)=c-];! P(ue(2)) P(d, (4)]u, (4)) 52)

{u=1}

which utilizes neither parity bits.nor source residual redundancy. Furthermore, we
also found that the performance of 10™iteration is considered as the upper bound of
the bit-based ISCD system. It is noticed that when channel SNR is low (< —2dB), the
largest performance gap occurs between 0+" and 1% iterations, allowing to increase
the parameter SNR up to 6.8dB. This indicates that utilizing the strong correlation
property of source can provide a great help to combat heavily noisy environment.
When channel SNR is around 0dB, the performance of 0+" iteration raises up to
12dB, and the subsequent iterations quickly meets the saturation. The protection of
channel coding works well for moderate Eg/N,. When channel SNR is more than
3dB, channel decoding is sufficient for achieving the upper bound 14.62dB of Max

quantizer.
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Channel SNR (dB)
-6 -4 -2 0
0 |0.784/1.383|2.4234.032
0+ |1.005(2.441|6.263 (12.178

Iteration

1 6.162(9.227|12.757/14.371
1+ |6.379/9.918 [13.653|14.538
2 7.655|11.431|14.009(14.546
10 (8.265|11.967(14.084{14.569
Table 5.1: Performance of bit-based ISCD

Performance of Bit-Based ISCD with 10*30 Block Interleaver (p=0.95), Natural Binary BA
15

Parameter SNR (dB)

—H— 2 iter.
—%— 1% jter.
—<— liter.

* ot iter.

- S i ,,,,,,,,,,,,,, 10 iter. ||

—o— 0 iter.

0 | | |
-6 -5 -4 -3 -2 -1 0
Channel SNR ES/N0 (dB)

Figure 5.1: Performance of bit-based ISCD

85.3 Performance of Index-Based ISCD

As mentioned in section 5.1, the parameter setting and the E;/N, range for
simulation are the same for bit-based and index-based ISCD. The difference is that
two kinds of initialization settings are considered in this section. One is the uniform

initialization (U1), which assumes the value of P/*(x, = i) = 1/2M vi in (3.19)
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and (3.20) at the 0+" iteration. In other words, uniform initialization is used with no a
priori knowledge (NAK). On the other hand, the non-uniform initialization (NI) sets
PS[;;CQ (x, = i) = P(x, = i), Where P(x, = i) is the 0"™-order source redundancy. In
other words, non-uniform initialization is used with 0™-order a priori knowledge
(AKO).

The results are shown in Table 5.2 and plotted in Figure 5.2. The trend of
performance improvement is almost the same as in bit-based system. We observe that
although NI is better than Ul for several iterations at the beginning, they both
converge to a similar result for 1+" and subsequent iterations. We can thus consider
Ul as an alternate solution when AKO training data cannot be acquired.

Channel SNR (dB)

Iteration -6 -4 -2 0

Ul | NI Ul NI Ul NI Ul NI

0+ |1.095/1.63|2.733|3.379|6.759|7.345 |12.555|12.768
1 6.659/6.79(9.924 |10.106| 13.15 (13.246(14.466| 14.48
1+ |7.402[7.463|11.41711.473(14.016| 14.02 | 14.57 | 14.57

2 8.4218.409|12.054{12.075|14.082|14.074{14.57114.571
10 8.766/8.763|12.256(12.256(14.085/14.085|14.572|14.572

Table 5.2: Performance of index-based ISCD with uniform initialization (Ul) and

non-uniform initialization (NI)
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Performance of Index-Based ISCD with 10*30 Block Interleaver (p=0.95), Natural Binary BA
15

Parameter SNR (dB)

- S AN AN 10 iter. ||
—=— 2iter.
—%— 1% jter.

|

|

|

|

:

| —s— liter.
|

| ~— 0% iter.
|

; —&— 0 iter.

0 | | | ‘
-6 -5 -4 -3 -2 -1 0
Channel SNR ES/N0 (dB)

Figure 5.2: Performance of index-based 1SCD with non-uniform initialization

(NI)

Since the index-based ISCD with NI gives better performance, we will omit the Ul
results in subsequent comparisons. In Table 5.3 and Figure 5.3, we further present the
performances of index-based ISCD operating in the log-domain and in probability
domain. It can be seen that numerical results are very close, indicating that the
transformation from probability to log-domain is a better choice for real-time

implementation.

Channel SNR (dB)

Iteration -6 -4 -2 0

Prob.| Log | Prob.| Log |Prob.| Log |Prob.| Log

0+ 1.63|1.634(3.379|3.383|7.345|7.365 |12.768(12.753
1 6.7916.783|10.106|10.12113.246(13.257| 14.48 14.468

1+ |7.463[7.457|11.473(11.496| 14.02 |14.025| 14.57 |14.558
2 |8.4098.404(12.075|12.083|14.074(14.082(14.571/14.559

Figure 5.3: Performance of index-based ISCD in probability and log-domain
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Performance of Index-Based ISCD with 10*30 Block Interleaver (p=0.95), Natural Binary BA
15

[EnY
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M
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—— Log.-Domain 1* iter.
- - %% - Prob.-Domain 17 iter.
——7— Log.-Domain 1 iter.
- -5/ - Prob.-Domain 1 iter.
——— Log.-Domain 0" iter.
-~ =~ Prob.-Domain 0" iter.

—S— Oiter.
1 1

-2 -1 0

Parameter SNR (dB)

a

Figure 5.3: Performance ofindex-based ISCD in probability and log-domain

85.4 Comparison of Index-Based and Bit-Based ISCD

Table 5.4 and Figure 5.4 compare the performances of bit-based (BB) and
index-based (IB) ISCD systems at the 0+™", 1%, 1+ and 2" iterations. The results of
the latter system come from the NI case in section 5.2. At the beginning, the
performances of 0+" and 1% iterations present apparent differences. Index-based
ISCD outperforms the bit-based ISCD by at most 1.1dB. The largest performance
gap occurs at the 1+ iteration, the performance gain can be up to 1.5dB. This shows
that information exchange at the index level is more effective and the loss of using
(2.5) in bit-based system has been compensated. For the 2™ iteration, both systems
saturate as E/N, = —2dB. However, there still exist performance gaps when
transmission over the AWGN channel with low E;/N,. In average, the bit-based
system needs to execute two more steps, or one decoding algorithm in estimation

process presented in Chapter 2, to keep up with the index-based system.
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Channel SNR (dB)
Iteration -6 -4 -2 0
BB IB BB IB BB IB BB IB
0+ 1.005 | 1.63 2.441 3.379 6.263 7.345 | 12.178 | 12.768
1 6.162 | 6.79 9.227 | 10.106 | 12.757 | 13.246 | 14.371 | 14.48
1+ 6.379 | 7.463 | 9.918 | 11.473 | 13.653 | 14.02 | 14.538 | 14.57
2 7.655 | 8.409 | 11.431 | 12.075 | 14.009 | 14.074 | 14.546 | 14.571

15

Parameter SNR (dB)

=
o

(@)

Table 5.4: Comparison of bit-based and index-based ISCD

Performance of ISCD at 0*~2 Iterations

A wr;mr—\

--F+ - - Bit-Based 2 iter.
—%— Index-Based 1" iter.
- - %- - Bit-Based 1" iter.
——7— Index-Based 1 iter.
- -5/ - - Bit-Based 1 iter.
—— Index-Based 0" iter.

-~ >~ - Bit-Based 0" iter.

—o— Oiter.
1

-2
Channel SNR ES/N0 (dB)

-1

Figure 5.4: Comparison of bit-based and index-based ISCD

Figure 5.5 and Figure 5.6 show the index-based as well as the bit-based 1SCD
compared to the concatenated decoding with source correlation factor 0.8 and 0.95.

Utilizing the same amount of redundancy, the concatenated decoding represents the

optimal conventional separate decoding scheme. It concatenates the channel and

source decoder in serial without interleaver. The a posteriori probabilities estimated

by channel decoder are considered as the channel-related information at source
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decoding, i.e. the channel decoder is merged with the AWGN channel to produce an
equivalently more robust channel. The bit-based ISCD exhibits a peak 2dB
performance gain compared to concatenated decoding when correlation factor
p = 0.8 and about 2.5dB when p = 0.95. This indicates that the ISCD, which is a
type of JSCD design, can make both decoder benefit from each other and thus
outperforms the conventional separate design. Further investigation shows that the
performance gain between index-based and bit-based ISCD increases for more
correlated source.

Channel SNR (dB)

-6 -5 -4 -3 -2 -1 0 1 2
Concatenated Decoding 2.951|3.824(5.101/6.864(9.182 |11.695/13.558| 14.36 | 14.59
Bit-Based ISCD (2 iter.) (3.433/4.716| 6.56 8.906(11.396( 13.29 (14.229(14.529(14.593

Index-Based ISCD (2 iter.)[3.712(5.092(6.982| 9.22 |11.503|13.251|14.203|14.531|14.599
Table 5.5: Comparison of bit-based 1SCD, index-based ISCD, and concatenated

decoding for source correlation factor p=0.8

Decoder Type

Performance of ISCD with 10*30 Block Interleaver (p=0.8), Natural Binary BA

14

12

[InN
o

Parameter SNR (dB)

4 —F+H— Index-based 2 iter.

——— Bit-based 2 iter

—&— Concatenated decoding (bit-based CD)
[

2 ; ; [ [ [ [
-6 -5 -4 -3 -2 -1 0 1 2
Channel SNR Es/No (dB)

Figure 5.5: Comparison of bit-based ISCD, index-based ISCD, and concatenated
decoding for source correlation factor p=0.8
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Channel SNR (dB)
Decoder Type
-5 -4 -3 -2
Concatenated Decoding 7.488 8.773 10.353 12.035
Bit-Based ISCD (2 iter.) 9.507 11.415 13.016 14.001
Index-Based ISCD (2 iter.) 10.32 12.097 13.321 14.07
Channel SNR (dB)
Decoder Type
-1 0 1 2
Concatenated Decoding 13.472 14.278 14.535 14.624
Bit-Based ISCD (2 iter.) 14.423 14.574 14.621 14.606
Index-Based ISCD (2 iter.) 14.392 14.559 14.613 14.612

Table 5.6: Comparison of bit-based ISCD, index-based ISCD, and concatenated
decoding for source correlation factor p=0.95

Performance of ISCD with 10*30 Block Interleaver (p=0.95), Natural Binary BA

Parameter SNR (dB)

4f - —H&— Index-based 2 iter. H

——— Bit-based 2 iter

—©o— Concatenated decoding (bit-based CD)
[

; [ [ [ [
-4 -3 -2 -1 0 1 2
Channel SNR ES/NO (dB)

Figure 5.6: Comparison of bit-based ISCD, index-based ISCD, and concatenated
decoding for source correlation factor p=0.95
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85.5 Complexity Analysis of Index-Based ISCD

In this section, we will give an analysis of the computational complexity required
for both ISCD systems. We assume L,(x,) and L., (x,) are known. The complexity
of BCJR algorithm can be measured by the number of branch metrics, forward and
backward metrics, and the extrinsic information of channel decoding (EXT-CD). The
complexity of SBSD can be measured by the number of the recursive terms and the
extrinsic information of source decoding (EXT-SBSD). We first consider the
memoryless and M-bit sectionalized BCJR algorithm for channel decoding, as
discussed in section 3.2. The number of branch metrics is directly related to the total
number of branches out of each state. Although the calculation of branch metrics only
involves addition, all the metric-values must be stored and therefore consuming the
memory. There are 2™ branches leaving each state and 2V states at each time
instant for an (n,1,0)—RSC code, which results in a total of 2Y*™ branches per
state transition. Since the size of interleaver s L bits, there are L/M state transitions
per decoding block and therefore.the total. aumber of branch will approximately equal
to 2v*M. /M. The number of forward/backward- metrics is related to the total
number of states. The calculation of forward/backward metric involves addition and a
recursive form of max*() function, all the metric-values must also be stored. There are
2" states at each time instant and L /M state transitions per decoding block, resulting
in a total of 2V - L/M states per decoding block. The number of EXT-CD equals to
2M at each time instant and 2™ - L/M per decoding block. The calculation of
EXT-CD involves addition and a recursive form of max*() function, all the values
must also be stored. In the case of bit-based ISCD (M =1,v=2,L=300), the
numbers of branch metrics, forward/backward metrics, and EXT-CD are 2400, 1200,
and 600, respectively. In the case of index-based ISCD (M =3,0=2,L=2300), the
corresponding numbers are 3200, 400, and 800. The complexity of channel decoder is
summarized in Table 5.5.

Next, we consider the SBSD algorithm based on M-bit index by assuming that the
index log-APPs from previous time instant are known. We state the recursive term in

log-domain as follows:

m?x*[logP(ut=i|ut_1=J')+L(ut_1=j\Ui‘l)], =01..2"1

In order to obtain log-APPs, the recursive terms must be calculated over all possible
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index-values and therefore a total of 2™ recursive terms are calculated for decoding
one parameter. The decoding-block size is L bits or equivalent L/M indexes. Since
the computation of log-APPs from (5.2) only involves addition of (5.2), L,(x;), and
L. (x;); we replace (5.2) by the index log-APPs after decoding one parameter. The
term (5.2) also represents the extrinsic information EXT-SBSD of index-based ISCD.
However, in the case of bit-based ISCD, additional 2M calculations must be
performed to obtain the bit-based EXT-SBSD in (2.22). The complexity of source
decoder is summarized in Table 5.6. We notice that the bit-based ISCD requires one
more decoding process to achieve the same performance as index-based ISCD. The
evaluation of the system complexity needs to take account of the number of iterations
required for the same parameter SNR.

Branch metric | Forward/backward metrics EXT-CD
v+M . v, v M 2M _l . L
General M 0(2 L) 2L (2 L) 2" -L (( ) )
M M M M M
M=1 0 (2400) 1200 (1200) 600 (300)
M=3 0 (3200) 400(400) 800 (700)

Table 5.7: Summary of complexity forchannel decoder with L=300, v=2. The

values outside (inside) the parentheses represent computation (memory)

Recursive term EXT-SBSD

. 2" . L M
Bit-based v (2™) 2L (L)
M. 2" —1)-L
Index-based | 2= 2" o ((—))
M M

Table 5.8: Summary of complexity for source decoder with L =300, v=2. The

values outside (inside) the parentheses represent computation (memory)
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Chapter 6

Conclusions

In this thesis, we first introduced the bit-based ISCD system with BCJR channel
decoding and modified SBSD algorithms under an AWGN channel. Then, we
presented the detailed derivation of a novel index-based ISCD system with modified
BCJR and SBSD algorithms. For real-time implementation, we also applied the
concept of index-based L-value to 'simplify theISCD computation. The parameter
SNR performances of bit-based and index-based:ISCDs were simulated and compared,
together with an analysis of memory-and camputational complexity.

Simulation results show that the bit-based 'ISCD provides a remarkable
improvement compared to conventional separate decoding. Further improvement is
obtained by using the index-based ISCD, which exchanges extrinsic information of a
source-controlled channel decoder and a softbit source decoder in the index-level. The
index-based ISCD is more flexible than the bit-based ISCD, which requires
bit-to-index conversion of the APPs after channel decoding. The index-based ISCD
also shows a better performance than the bit-based version, and similar result occurs
when we replace the SBSD by the interpolated-SBSD (see Appendix B). When
applying the interpolated-SBSD, the ISCD shows further improvement compared to
the original SBSD and therefore outperforms the SCCD utilizing the AK1 redundancy.
This is due to the fact that the iterative decoding effectively takes the advantage of
redundancy of both codecs and benefits from their extrinsic information exchange.
However, the trade- offs between performance and complexity must be carefully
evaluated as index-size M grows large.

Future research directions in the study of index-based ISCD are listed as follows:

® Examine the ISCD performance under a fading, memory, or more realistic
41



channel model.

Examine the performance for different types of interleaver, including block and
pseudo-random interleaver.

The extrinsic information transfer (EXIT) chart [16] is a mathematical tool that is
useful to evaluate the performance of turbo codes by separately analyzing each
constituent codec. The EXIT chart has been adapted to the bit-based ISCD [17],
which makes the maximum number of profitable iterations predictable and
provides an index assignment optimization criterion in ISCD. However, the
EXIT chart required for analyzing the index-based ISCD has yet been discovered.
Further work is to develop an index-based EXIT chart and investigate its

application to design an index-assignment-optimized ISCD for vector quantizers

(VQ).
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Appendix A: Derivation of Formula (4.6)

Consider two real numbers a,beR, we now show how to compute log(e® +e")
without using e* and €° directly. We first assume a>b, then
log(e® +e”) =log [ea (1+ eb‘a)]
=loge® +log(1+e"?)

(A.2)
=a+log(1+e"?)
On the other hand, if a<b, we have
log(e® +e”) = log [eb (e +1)]
il b a-b
=loge’ +log(1+e*") a.2)
=b+log(L+e™")
By combining (A.1) and (A.2), we define-a new function
* A a b\ _ —|a—b]
max” (a,b) £ log (%" ) = max(a,b)+ log (1+e ) (a.3)

where max() determines the larger value between a and b . Since we always have

0<el™™ <1, the range of the logarithm term lies between 0 and log2, as shown in
Figure A.1. A better way for its calculation is to build a look-up table. Proceeding in

this way, we have removed the calculation of exponential terms e* and €°, which
may cause the overflow problem.
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Appendix B: Interpolated-SBSD

In Chapter 2, we presented the modified SBSD and its extrinsic information for use
in ISCD. The formula (2.18) is based on the principle of efficient decoding of source
parameters and therefore only utilizes the correlation of previous decoded parameters.
Since the turbo decoding is generally a block decoding algorithm, we can further
utilize the correlation of the parameters in the whole decoding block. A new method
called interpolated-SBSD (1-SBSD) was introduced in the bit-based ISCD [4] for data
transmission over a memoryless channel. We now modified the I-SBSD for its use in
index-based ISCD. We begin with the index=APP in (2.18)

(=01 pfi it

=C-P(ULJu=i0)-P (v, ~i.01"a,) (B.1)
=G (U=ia(u /=)
where
o (u =i)=P(u =i,0;"a,)
B (u;=1)=P(0], |u =i,0;) (8.2)

represent the forward and backward metrics and can be recursively calculated as

follows

M1

at(ut :i): p(ﬂt|ut :i)' Z P(ut :i|ut—l = j)'at—l(ut—l = J)

j=0
2" (B.3)
5, (ut = i): z P(ut+l = j|ut = i)' p(0t+l|ut+l = j)'ﬂm(um = J)

=0

With (B.3), the correlation of the whole decoding block can be utilized for estimating
each parameter. The 1-SBSD now acts like a BCJR decoding algorithm without parity
bits. Following the discussion in section 2.3, we apply (2.19) and (2.20) to (B.3) to
obtain the recursive formula with updated a priori information
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a,(u =i)= lm_[ p(al(m)‘u (m)).PC[ert]( (m)) ) P(u=ilu_=1i)a,(us=1i)
e . (B.4)
ﬂt(ut =i)= JZ:(; P(ut+1 = j‘ut = i)' g cheDXl](um(m))' p(am(m) t+1( )) :Bt+1( t+l )

{uea=1}

By substituting (B.4) to (B.1), the index-APP becomes

P(u,=i[0])=C- B (u, =i)- lmM[ p(0; (m)Ju, (m))- RS (u, (m))-
a (B.5)

M1

P(u _||utl ) tlutlzj)

j=0

Substituting (B.5) to (2.22) and utilizing (2.23), the bit-level APP for u,(A) = +1
can be expressed in terms of bit-level extrinsic information of SBSD and CD

P(u,(ﬂ):ﬂ\ﬂ}): > P(ut‘UI)

(U (2)=+1)

=C-P(u,(4)=+1)- p(a‘ ()| (4)=+1)- P (u, (2) = +2)-

> A=) ﬁp( ) P (G ). T P (6 () = 1) (U= )

(1w (D)=+) -1 i
éC-P(u,(/i):+1)~p(l]!(ﬂ)‘ut(/l)zﬂ)-PC[ED“](ut(A) +1): Rl (u, (2)=+1)
(B.6)

where the bit-based extrinsic information of I-SBSD can be expressed as

Ped(u(2)=41)= Y ﬁzu—oHp( m)[u, (m))- P& (u, (m))-

(Ut (2)=+1)

(B.7)

M

~ [ext] :
ZP(U ‘utl_J) atl(uu J)

Similarly, following the discussion in section 3.3, we apply (3.21) to (B.3) to obtain
the recursive formula with updated a priori information

a,(u, =i)=p(0,|u =i)-P; P (u, =i ZP(U =iju_ =) ay(uy=1])
) M1 ) . [ex] . _ (B 8)
ﬂt(ut =|)= z P(ut+1 = J|ut = ')' Peo (ut+1 = J)' p(ut+l|ut+1 ) ﬁt+l( t+ = )
j=0
By substituting (B.8) to (B.1), the index-APP becomes

5 M1
P(ut =i‘UI)=C-,B’I(ut =i)-p(a,Ju, =i)- P (u, =i)- > P(u, =ilu = j)-a,(u,=]j)
=0

Mg

:C~p(ﬂl\ut=i)~Pc[er‘]( 0B (u =i)- > P(u =iju = j)-a,(u,=1i) (B.9)

j=0

£Cp(0Ju, =1)- PG (u =1)- P (u =)
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where the index-based extrinsic information of I-SBSD is expressed as

M

P[EXI] ut:i:tut:i. Put:iut—:-‘t_ ut_:-
SBSD( ) ﬂ( ),Z—c; ( | 1 J)al( 1 J) (B.10)

Simulations are carried out to examine its performance gain. The experimental
settings and the channel decoder are the same as in Chapter 5. The parameter-
estimated performances are summarized in Table B.1 and Figure B.1. In the table, the
source-controlled channel decoding (SCCD) is the modified BCJR algorithm derived
in [7], which combines the correlation of the parameters and the trellis structure of
convolutional code in a single decoder. It is more complex than the memoryless
modified BCJR algorithm derived in Chapter 3. The simulation result shows that the
ISCD with I-SBSD significantly improves the performance when transmitting over a
heavily noisy channel. The ISCD with I-SBSD systems outperforms the SCCD, both

in bit-level and index-level.

Channel SNR (dB)

Decoding Type
-6 -4 -2 0

Bit-Based ISCD (2 iter.) 7.655 [11.431/14.009/14.546
Index-Based ISCD/(2 iter.) 8.409 [12.07514.074{14.571
SCCD 10.586(12.927|14.236(14.569

Bit-Based ISCD with I-SBSD (2 iter.) |10.809|13.485(14.451|14.611

Index-Based ISCD with I-SBSD (2 iter.)[11.706|13.785(14.492| 14.61

Table B.1: Performances of various decoders
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Parameter SNR (dB)

Performance of ISCD with 10*30 Block Interleaver (p=0.95), Natural Binary BA
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Figure B.1: Perfarmances.of various decoders
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