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Abstract

To maximize accommodated call numbers, minimize handoff rate, and support
QoS requirements at the same time in the heterogeneous wireless network, a utility
function and game theory (UGT) based network selection scheme is proposed in this
thesis. When a new call or a handoff call arrives, UGT will find which networks are
usable for the call request first: Aftergettiig the candidate networks, UGT will
compute the utility value from the ‘satisfaction of QoS requirements of the call request
and the preference value from predéefined cooperative game for each candidate
network. The main goal of the cooperative game is to decrease the number of handoff
and achieve load balance for high system utilization. Finally, by choosing the
maximum linear combination of utility values and preference values from all
candidate networks, the most suitable network for the call request can be obtained.
The simulation results show that the proposed scheme can reduce the new call
blocking rate, the number of forced terminated calls, and the handoff occurrence
frequency. Besides, the QoS requirements are satisfied no matter in low traffic load or

high traffic load.
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Chapter 1
Introduction

Broadband, multimedia capability, and mobility are usually major concerns in
modern communication technologies. Several broadband wireless network standards,
such as wideband code division multiple access (WCDMA) wireless cellular network,
IEEE 802.16 wireless metropolitan area network (WMAN), and IEEE 802.11 wireless
local area network (WLAN), havesbeen developed-and are amending to seek for better
efficiency and functionality of Internet applications. In order to provide mobile
stations (MSs) with seamless Internét-dceess-insthe heterogeneous wireless networks,
the connection capability to various radio access networks (RANs) is also necessary.
Equipping the MSs with multi-mode ability can enable the MSs to select proper
RANSs according to the channel state and the service type. However, each RAN has
different features. In order to make appropriate selection for each radio access in the
heterogeneous networks, it is necessary to consider some essential information from
each RAN when performing the network selection.

Mobility support means that the system has to face the challenge of handoff in
the heterogeneous network. There are two types of handoff in the heterogeneous
wireless networks. First is the horizontal handoff, which means that the connection is
handed over between service areas within same types of RAN. Second is the vertical
handoff, which means that the connection is handed over with different types of RAN.

It has been a popular research issue in recent years to support service continuity for



multi-mode MSs. Stevens-Navarro, Lin, and Wong proposed a Markov-decision-
process-based (MDP-based) vertical handoff decision algorithm for heterogeneous
wireless networks [1]. They formulated the vertical handoff problem as an MDP with
an objective of maximizing an expected total reward of connections. A reward
function for a connection is used to model the QoS of the mobile connection. A
signaling cost function is used to model the switching and re-routing operations when
a vertical handoff occurs. Results show that the MDP-based algorithm gives a high
expected total reward and low expected number of vertical handoffs per connection.

A higher mobility MS has larger possibility to experience more handoffs during
its call holding time. Usually, more handoffs imply more overhead and higher risk of
call dropping. In the cellulaty/WLAN interworking networks, some literatures
proposed that when a real-time service request arrivals, it would be better to select
cellular networks first. If there is'no free bandwidth available for this real-time service,
then depending on whether it isTa new call or handoff call, the system will reject it or
try WLAN [2]. However, it may*be inappropriate.that the selection of RANSs is just
according to the service type. Defining a cost function, which is composed of mobility
and QoS requirements such as user’s minimum data rate, maximum tolerable delay,
bit error rate (BER), and so on, to decide how to select for a radio access in the
heterogeneous networks would be a better approach [3]. Furthermore, since there are
multi-parameters which will influence the final decision, the multi attribute decision
making (MADM) method can also be adopted as the network selection scheme [4].

Lots of literatures have been proposed to select the RAN in the heterogeneous
networks. Yilmaz, et al. [5] compared the performance of five simple access selection
principles. Nevertheless, they did not consider some important parameters, such as
service types, QoS, and mobility. To combine different view point in the access

selection may be a good idea. In [6], Chen, et al. proposed a scheme consisting of two



algorithms, which are the access selection algorithm on the user side and the price
control algorithm on the network side.

Also, in order to increase the overall system utilization for the heterogeneous
network, consideration of load balance is very important. Ning, Zhu, Peng, and Lu
proposed a load balance algorithm in heterogeneous networks by assigning new calls
to under-loaded networks and allowing the MSs with non-real time traffic in
overloaded networks to handoff to under-loaded heterogeneous networks at any time
[7]. A dynamic load balance algorithm based on sojourn time was proposed for the
heterogeneous network too [8]. With this algorithm, the total network utilization can
be increased and the blocking and dropping probabilities can be decreased but at the
cost of increasing number of handoff.

Selecting a suitable RAN to provide services for an MS can be regarded as a
kind of competition behavior. It:would be a good approach to adopt game theory [9]
to design the access selection algorithm fot the heterogeneous networks. Antoniou and
Pitsillides model the network selection as a game [10]. They assume there are lots call
requests as a set of strategy in a game. However, a call request should be served as
soon as it comes. In [11], Niyato and Hossain used a bankruptcy game [12]
formulation which is a special type of N-person cooperative game to find the solution
of the bandwidth allocation problem in a heterogeneous wireless access network. But
they only considered non-real time service and did not take the user mobility into
consideration. They also proposed a non-cooperative game-theoretic framework in
heterogeneous wireless access networks [13]. Nevertheless, above papers of [11] and
[13] assumed that a call request can use various RANs simultaneously. For examples,
a call request can transmit 30% data through WLAN and 70% through cellular at the
same time. This will cause some problems, such as synchronization and extra

overhead, in real world situation.



In this thesis, a utility function and game theory (UGT) based network selection
scheme is proposed for heterogeneous wireless access networks, where multiple
classes of traffic are considered. The UGT scheme intends to maximize
accommodated call numbers, minimize handoftf rate, and support QoS. First, a utility
function is defined to represent the degree of fulfillment of QoS requirements for a
call request. Then the game theory is adopted to define a cooperative game in order to
achieve load balance among RANs and to decrease the number of handoff. The
cooperative game means the players choose their strategy jointly in order to get the
best outcomes for them. By solving the cooperative game, the compromising
solutions (strategies) for these two different purposes can be obtained. Finally, a linear
combination of above two outcomes (results from utility function and cooperative
game) is used to decide an appropriate RAN fotsa call request.

The rest of the thesis is organized as. follows: Chapter 2 describes the system
model. Chapter 3 introduces game theory. Chapter 4 is the proposed utility function
and game theory (UGT) based network selection.scheme. Chapter 5 shows simulation

results and discussions. Finally, Chapter 6 gives the conclusions and future works.



Chapter 2
System Model

2.1 WCDMA/WMAN/WLAN Interworking Architecture

A heterogeneous access network containing a WCDMA cellular system, an
IEEE 802.16 WMAN system, and ai IEEE 802.11 WLAN system is shown in Fig.
2.1. WCDMA services are available at any place, while WMAN and WLAN services
are only available regionally. It is assumed that WLANSs are deployed only at some
places for high-speed data services in the urban area:.

Radio Network Controller
(RNC)
Base Station (BS) of WCDMA

WCDMA network
Base Station (BS) of WMAN

IEEE 802.16 WMAN network

IEEE 802.11 WLAN network
Access point (AP)

Fig. 2.1 : The network topology of WMAN, WCDMA and WLAN systems

Base stations (BSs) of WMAN and WCDMA networks can collect the
information of MSs, including channel quality, velocity, position, direction of motion,

and traffic class of a call request [13]. An access point (AP) of the WLAN acts as the



BS in WCDMA network. The proposed utility and game-theory based network
selection scheme is designed in a radio network controller (RNC), which gathers
information from BSs for selection. These three different wireless access networks are

described as follows.

2.1.1 WCDMA Cellular Network

For the interference-limited WCDMA networks, the BS needs to control
interference in the cell. In this thesis, only the uplink direction is considered, and it is
assumed that whenever the uplink channel is assigned, the downlink is established.
Also, the transmitted signal power for each MS is assumed to can be adaptively
controlled in order to achieve the target received signal power in the BS. Then the
achievable bit rate for MS;, denoted as AR;, can be obtained by [15]

P
R,= Y x !
V(B /Ny, |

= @.1)

total ' j

where W is the chip rate, vjis the activity factor of MSj, (E,/N,);is the signal energy
per bit divided by noise spectral density that is required to meet a predefined QoS of
MS;, Pjis the signal power from MS; received at BS, and lia is the total power
including thermal noise power received at BS. Note that the (E,/N,); requirement
of MS;j is determined from the bit error rate requirement, service type, velocity, and so

on of the MS;.

2.1.2 IEEE 802.16 WMAN

Orthogonal frequency division multiple access (OFDMA) has been adopted for
IEEE 802.16 WMAN [16]. Suppose there are K sub-channels in the OFDMA system,

and each sub-channel consists of ¢ spread out sub-carriers. Thus the channel condition



of each sub-channel can be regarded as the same, and the frequency selective
condition can be compensated. Assume that each frame includes L OFDMA symbols,
and the duration for each frame is T. The total number of resource allocation unit,
defined as one sub-channel and one OFDMA symbol, in a frame will be KxL.
Moreover, equal power control, which means the same allocated power to each
service request, is adopted. From [17], an approximation of modulation order, denoted

as M, when the required BER is given can be obtained by

1.5x SINRY)
M=—— 2 4], (2.2)
~In(5x BER))

where SINR;f"k) is the received signal to interference and noise ratio (SINR) of
service request a on sub-channel kit the /th» OFDMA symbol and BER, is the
required bit error rate of service'request a. However, there are 4 types of modulation:
no transmitted, QPSK, 16-QAM, and 64-QAM. So:the usable modulation order of

service request a on sub-channelk for the /th OFDMA symbol, denoted by m!’), is

ak

given as

0, ifM <4,
2, if4<M <16,
4,1f16 <M <64,
6, if 64 <M.

Mgy = (23)
Finally, the total allocated bits B, to service request a in the current frame can

be obtained
L K , ,
B,=>.> q-cly-miy, (2.4)
V4

where ¢} is the allocation indicator. The value of c{} equals to 1, if the scheduler
allocates the resource on sub-channel k at the /th OFDMA symbol to the service

request a. On the contrary, it will be 0.



2.1.3 IEEE 802.11 WLAN

The WLAN system supports distributed coordinator function (DCF) mode and
point coordinator function (PCF) mode for media access. DCF adopts carrier sense
multiple access with collision avoidance (CSMA/CA) protocol with a slotted binary
exponential backoff scheme. PCF is a centralized polling protocol controlled by the
AP. In order to support service differentiation, IEEE 802.11e proposes the enhanced
DCF (EDCF) mode, which allows the AP to initiate a duration of transmission
opportunity in the contention period [18]. This standard amendment also defines four
differentiated priorities to support QoS. MSs using EDCF mode to transmit data are

assumed in this thesis.

Under the EDCF mode, a MS cannotitransmit packets until the channel is sensed
idle for a time period equal to the jarbitration, inter-frame space duration (AIFSD).
When an MS senses the channel busy during the- AIFSD, the backoff time counter is
randomly selected from the range [0,CW-1},'where'CW is the contention window. The
value of CW is increased from CWpin to CWhax 1f consecutive fail transmissions occur,
where CWpin is the initial value of CW, CW,__ =2"CW_, is the maximum value of
CW and m is called the maximum backoff stage.

The EDCEF introduces the concept of access categories (ACs). Different ACs has
different AIFSD[AC], CWpnin[AC], and CWpax[AC]. Traffic classes with smaller
values of CWpj, and CWpax represent higher priorities. AIFSD[AC] for different ACs
can be given by

AIFSD[AC]=SIFS + AIFS[AC]x SlotTime, (2.5)
where SIFS is the duration of short inter-frame space, AIFS[AC] is a positive integer ,

SlotTime is the duration for a slot.



2.2 Channel Model

The wireless fading channel is composed of large-scale fading and small-scale
fading. The large-scale fading comes from path loss and shadowing effect, while the
small-scale fading is caused by multipath reflection. The pass loss is modeled as [19]

Lo =128.1437.61xlogd,_(dB), (2.6)

pathloss

where dpm is the distance between the BS and the MS in kilometers. Assume the
log-normal shadowing is with zero mean and standard deviation of 8 dB. For
small-scale fading, the Jakes model [20] is used to simulate the fading channel.
Furthermore, the channel is assumed to be fixed within a frame and wvaries

independently from frame to frame.

2.3 Mobility Model

For high mobility MS (30,:50, or 80 km/hr), assume that its speed v and direction
of motion are never changed in the network:"As shown in Fig. 2.2, r is the radius of

network coverage, € is the angle between BS and the moving direction of MS, where

0<@<r,and d,,is the distance between BS and MS, where 0<d, , <r. Then the
total travel distance in the network, denoted by d, can be obtained by
d= \/rz —(d,,, -sin@)’ +d, -cos@d, where 0<d <2r. (2.7)

So we can get the dwell time of the MS in this network, denoted by Tgwen, by

Ty =d/V. (2.8)

dwell

For low mobility MS (3 km/hr), its speed is also assumed to be unchanged. But

the direction will be changed randomly every certain fixed duration.



2.4 Traffic Class

There are four traffic classes considered [21]: conversational class, streaming
class, interactive class and background class. The conversational class represents
real-time multi-media applications such as telephony (voice). The streaming class
includes streaming type of applications, like.yideo on demand (VoD). The interactive
class is composed of applications for, Web-browsing, chat room, etc. Finally, the
background class is the service using best-effort transmission, such as file transfer
protocol (FTP). It can be found that the first two classes are delay-sensitive (real time),
and the last two classes are delay-tolerant (non-real time).

Each service request has different QoS parameters according to their service
types. Intuitively, the real-time traffic requests low delay, low jitter, and the number of
handoff must keep as low as possible. But they are tolerant of certain level of packet
loss. On the other hand, non-real time traffic may request high bandwidth, and low

packet loss rate, etc. However, variation of transmission rates is acceptable to them.

2.5 Source Model

The conversational class traffic is modeled as the ON-OFF model [22] shown in
Fig. 2.3. During ON period, voice packets are generated with rate Dy, bps. During OFF
period, there is no packet generated. This model has a transition rate with value y in

the ON state and a transition rate with value z in the OFF state.

10



Fig. 2.3 : Voice source model

Fig. 2.4 depicts the source model of streaming class, which is composed of a
sequence of video frames generated regularly with a constant interval T; [19]. Each
video frame consists of a fixed number of slices Ns, where each slice corresponds to a
single packet. The size of packet is denoted by Ps, and the inter-arrival time between

each packet is Ty.

One Video Streaming Session

One fram

[ $oo

0 T, 21, (K-D)T KTy

Fig. 2.4 : Video streaming source model

Fig. 2.5 shows the source model of HTTP interactive class. The interactive class
traffic can be modeled as a sequence of packet calls (pages), and each packet call
consists of a sequence of packet arrivals, which is composed of a main object and
several embedded objects [19]. Four parameters, including the inter-arrival time
Treading (reading time), main object size Sy, embedded object size Se, the number of
embedded objects per packet call Ne, and the packet inter-arrival time Tpare used in

this model

11



One HTTP Session

>

A packet call A packet call A packet call A packet call
PR > < <

******** > -
Treaa’ing

A packet call
G >
L o
= +=
<> 1\2 n <S> <S> fs‘> <S>
T \L m e e e
Ne=n Main object Embedded objects

Fig. 2.5 : HTTP source model

The background class traffic is modeled as a sequence of file downloads [19] and

is shown in Fig. 2.6. Denote the size of each file by S, and the inter-arrival time

between each file by T.
File 1 L File 2 File k
L= S HHH
[T et
G G 5 > G

Fig. 2.6 : FTP source model

12



Chapter 3
Game Theory

Game theory can study strategic interactions between agents, where the agent is
an actor or player in a model that solves an optimization problem [9]. In strategic
games, agents choose strategies which will maximize their payoff, given the strategies
of the other agents. There are.cooperative ‘and non-cooperative games. In a
cooperative game, the players ‘choose their strategy jointly. In the non-cooperative
game, each player selects his strategy individually, without any joint-action
agreements among players. If a configuration of strategies (one for each player) such
that each player’s strategy is best for him, given those of the other players, the set of
strategies is called be in Nash equilibrium.

A game consists of a set of players, a set of strategies available to these players,
and a specification of payoffs for each combination of strategies. From the definition
of the payoff function, there are zero-sum games and non-zero-sum games [9]. In
zero-sum games the total payoffs to all players always adds to zero. Poker is an
example of zero-sum game, because one wins and the other loses. On the contrary, in
non-zero-sum games, the summation of payoffs for all players may be larger or less
than zero according to different combination of strategies. This means a set of
strategies may cause the result of that all win or even all lose!

As shown at table 3.1, the typical example, which is called prisoner’s dilemma,

13



is used to explain what the difference between cooperative and non-cooperative game
is. For non-cooperative game, prisoner A and B all do not know whether the other side
will choose ‘stays silent’ or ‘betrays’. At this situation, they will find ‘betrays’ is the
best strategy no matter what the other side’s strategy is. If these two guys are smart,
they all need serve 5 years finally. For cooperative game, however, they can know the
other side’s strategy. At this situation, they both will choose ‘stays silent’ to get a

compromise. That is they just need to serve 6 months respectively.

Table 3.1 : Prisoner’s dilemma

Prisoner B Stays Silent | Prisoner B Betrays

Prisoner A Stays Silent | Each serves 6 months Prisoner A: 10 years

Prisoner B: goes free

Prisoner A Betrays Prisoner A: goes free Each serves 5 years

Prisoner B: 10 years

For the network access -selection“problem- in heterogeneous networks, a
cooperative and non-zero-sum game is defined. Based on the defined game, the goal
is to find a set of strategies which satisfy the Nash equilibrium to help the access

selection scheme.

14



Chapter 4
Utility Function and Game-Theory
Based Network Selection Scheme

When a new call or a handoff call arrives, the system must determine the
candidate networks first. The candidate networks selection will find which RANs are
usable for the call request by cheecking some thresholds. Note that those thresholds are
just used to check the ‘available’ networks for the call request. After getting the set of
candidate networks, whose number is'n; the proposed scheme will find the values of
NU;jand NP;, for i =1,2,...,n. Note ‘that-NU;jand NP; are gained from utility function
for QoS satisfaction and cooperative game for network preference, respectively. For
each candidate network, Utility function for QoS satisfaction will compute the utility
value from the satisfaction of QoS requirement of the call request for each candidate
network. Then, for each candidate networks, the cooperative game for network
preference will compute the preference value from the network point of view. The
main goal of this part is to decrease the number of handoff and achieve load balance
for high system utilization. Finally, by chosen the maximum linear combination of
utility values and preference values, the most suitable RAN for the call request can be

obtained.
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4.1 Candidate Networks Selection

Two constraints are proposed to select the candidate networks: the signal
strength constraint and network loading constraint. An access network must fulfill

these constraints and then becomes the candidate network for a call request.

4.1.1 Signal Strength Constrain

Define the pilot signal strength from access network i received at the MS as PWi.

If the value of PW; exceeds a given power threshold PWy,, that is

PW, > PW,, (4.1)

then the network I will be classified as a candidate network. Otherwise, the network
will be neglected from the candidate networks. Notice that the predefined signal

strength threshold may be different for different:access networks.

4.1.2 Network Loading Constraint

The constraint is used to guarantee that the admittance of a call request will not
affect the quality of the ongoing connections. Assume that a call request is required to
report its traffic characteristic parameters when it asks to access the network. The
traffic characteristic parameters of a call include peak rate, utilization (fraction of time
the source is active), and mean peak rate duration of the packets. Then the equivalent
capacity for the call request, say a, denoted by C,, can be obtained [23]. If infinite
buffer size is assumed, the equivalent capacity can be derived to be equal to mean rate.
This thesis will use the mean rate of a new call request as its equivalent capacity to do
the network loading increment/decrement estimation when the call enters/leaves the
network.

Define the current existing network loading intensity before accepting the new
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callis H  (0<H; <1), and the new loading intensity increment for the call request a
is 7,. Then the loading intensity of a candidate network after accepting the call
request must be under a predefined threshold loading 7, . That is

H; +7, <n,. (4.2)

On the contrary, this network will not be considered as the candidate network.

In the WCDMA network, the loading intensity increment for a call request a, can
be estimated as [15]

1

, (4.3)
1+W /(C, -(E,/N,),)

M, =1+ 1)

where f is the factor representing for interference from other cells and is defined as the
ratio of inter-cell interference to the total interference in the referenced cell, W is the

chip rate of the WCDMA system;-and (E /N,), is the required bit-energy to

noise-density figure corresponding to the desired link quality of the call request a.

Clearly, H; = Z 1, , where E 1s the set-of existing calls in the WCDMA network.

ecE

The IEEE 802.16 WMAN uscs the OFDMA technique. From chapter 2, the
mean capacity of WMAN can be estimated as 4xKxLxq/T (bps). Then the
loading intensity increment for a call request a can be estimated as

n, =C,/(4xKxLxq/T), (4.4)

The same, H; = Zf]e , where E is the set of existing calls in the WMAN network.

eckE

In WLAN network, the measurement-based network load intensity estimation is
used. Assume Ts is the total busy occupation transmission time, including successful
transmission time and collision time, in the latest observation duration Ty. Define the
loading intensity as H. =T, /T, . Only when following equation is satisfied, then this

network will be still in the set of candidate networks.

He < T7th WLAN 4.5)
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where 77,y 18 predefined load intensity threshold for WLAN.

4.2 Utility Function for QoS Satisfaction

A utility function U; for each candidate network i is defined to represent the
preference of call request. It is a product of three QoS-related evaluation functions,
which is given by

U= foix fox fais (4.6)

where fg;;, f;, and f;; are the evaluation functions of data rate, packet delay, and
packet dropping rate for access network i, respectively. Note that these three
evaluation functions of QoS provisioning are designed from the preference of users.
For each RAN, if QoS measures that the network can provide is better than the QoS
requirements of the call request; then the .evaluation functions will get higher
evaluation value, denoting mor¢ preference of users. ‘As shown in Fig. 4.1, if the QoS
measure value for the network can satisfy-the-QoS requirement of call request (in the
QoS satisfaction region), then the evaluation wvalue will increase gently (linearly). On
the contrary, if the QoS measure value is in the QoS violation region, the evaluation

value will decrease sharply (exponentially).

QoS satisfaction

1.5 = region
1 ._ -~ I_ ______ . .
Evaluation | : QoS violation
value } region
\\ \\ I \\\
—O>—— —5— y QoS measure
Threshold QoS requirement

Value value

Fig. 4.1 : Evaluation function

Therefore, fg; is defined as
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1.5, if B, <B

B -B
fo; =11+0.5x——% if B, <B <B,, (4.7)
th — Preq
(Bi _Breq)2 :
_0 T Pl i B <B
CXp[ 4% B P ] i req

req

where B; is the measured allowed data rate in access network i, Byeq is the data rate
requirement of the call request, and By, is a threshold used to represent whether the
QoS is highly satisfied. Note that the measured allowed data rate in WCDMA can be
obtained by (2.1), and the achievable modulation order in WMAN can be estimated
by (2.2), (2.3). Finally, the measured allowed data rate in WLAN is gotten by
measurement-based network loading intensity estimation.

Moreover, f,; isdefined as

1.5, if DD,
D« —D.
fo, =41+0.5%=2 " _jf D, <D <D,,, (4.8)
req I "th
(Di - Dreq )2 .
-——1 if D <D
exp[ Ax Dreqz ]a req i

where D; is the measured average packet delay in access network i, Dreq is the
maximum delay tolerance of the call request, and Dy, is a threshold used to represent
whether the QoS is highly satisfied. Note that the values of average packet delay for
different traffic classes are computed separately. Different traffic class has different
average packet delay in the same access network.

Similarly, the evaluation functions of packet dropping rate are formulated by
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1, if R <R,
R.-R
foy =1140.5x =1 if R, <R <R, (4.9)
req Rth
(Ri - Rreq)2 .
TR iR <R
eXp[ 4x Rreqz ] req i

where R; is the measured average packet dropping rate in access network i, Rreq is the
maximum allowable dropping rate of the call request, and Ry, is a threshold used to
represent whether the QoS is highly satisfied. Similar to above case, the values of
average packet dropping rate for different traffic classes are computed separately.
Noted that only real-time traffic classes have delay bound, so the non-real time
traffic classes need not take f,; and fg; into consideration. After getting Uj for
each candidate network |, the normalized ‘utility value for each candidate access

network i, denoted by NU;, is defined as

NU, =U; /DU, (4.10)

=l

where n is the number of candidate network. Clearly, Z NU, =1 and NU, >0, Vi.

i=1

4.3 Cooperative Game for Network Preference

Consider the load balance among the RANSs. It is more preferable to choose the
network with low load to serve the call request. The load balance can help to achieve
the goal of maximizing the total system utilization. Moreover, consider to decrease
the number of handoff, including horizontal and vertical handoff, it is more preferable
to decrease the number of handoff to reduce the forced termination probability of call
request and signaling overhand for handoffs.

Game theory is here adopted to solve the problem. A network preference

cooperative game is defined as follows
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Players: The players of this game are the candidate access networks. Assume there
are n players : {N1, N2, ...,Nq}.

Strategies: n strategies : {NP1, NP2, ...,NP,}. NPj is the preference value for N; from

n
network provider view point. Note that Z NP =1.

i=1

Payoffs: The payoff for the total candidate networks is defined as

PO, (NR,NP,,..,NP,) = > A x(NR —w, x NR?), (4.11)

i=1

where A =(1-Hg;/n), Hg; is the current loading intensity of network i before
accepting the call request, 7, is predefined threshold load intensity of network i,
andW, is penalty weight of network i. The meaning of the payoff function and how to

define the penalty weight are described as follows.

4.3.1 Meaning of the Payoff Function

Finding the best set of strategies for €ach candidate network to maximize the
payoff function is the main goal of the-cooperative game. First, consider the load
balance in the heterogeneous networks system. It is more suitable for the call request
to choose the access network with low traffic load. The value A represents the
remaining resource (in the ratio form) available before allocating resource to network
N; for the call request. The more remaining resource of one RAN, the more likely that
the call request will choose this RAN. However, assigning more resource (preference
value) to a network means other networks will get less resource. If taking the
suitability in each access network for a call request into consideration, the situation
that lots of resources are allocated to some unsuitable networks must be avoided. The
penalty weight W, is used to achieve this goal. When W, is less, this means that
network N; is more suitable to the call request.

Generally, if the remaining available resource of one network is higher, then it
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will get higher preference value (strategy). On the other hand, if the penalty weight of
one network is higher, it will obtain lower preference value. That is, each network can
get compromising strategy (preference value) in order to maximize the payoff

function. The one with the highest preference value means that it is most suitable.

4.3.2 Determining the Penalty Weight

As known, if an access network I is more suitable for the call request, the
corresponding penalty weight W, would be lower. Here two factors are considered:
dwell time Tgwen; in the network i and relative position in the network i for high
mobility MSs and low mobility MSs, respectively.

Assume that the estimated holding time, which is gotten from statistics of call
request, 1S Thoiding. Furthermore, forshigh mobility MSs, Tawen,i can be obtained from

the information of radius of network coverage;. velocity, position, and direction of

IT

dwell i *

motion of MSs in (2.7) and (2.8). Defineg X =T, When X > 1, this means

olding
that the call request has high probability to handoffif it chooses the candidate network
I. Therefore, this network is considered as an unsuitable candidate for the call request
in order to decrease the handoff rate. In this situation, the penalty weight w, 1is large.
On the contrary, when X < 1, the call request has high probability to finish the

transmission of data in the network i. The handoff can be avoided in this case. Then,

the penalty weight W, would be low. Therefore, W, can be defined as

0, if x<0.75
(x—0.75), if 0.75<x<1
W, = ) . (4.12)
0.25+3x(x-1), if 1<x<1.25
1, if 1.25<x

However, for low mobility MSs, if an MS is closer to the base station of
candidate network i, the network 1 will be more suitable for the call request coming

from the MS. The penalty weight w, will be smaller. On the other hand, if it is far
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from the BS and at the edge of one cell, the ping-pong effect will happen with large
probability. In this situation, the penalty weight for the candidate network will get
larger. By this way, the number of handoff can be decreased and the ping-pong effect
can be avoided. Define dpy, is the distance between BS of network i and MS, cr;j is the
radius of network I’s coverage, and Cri is a predefined value. Then W, is defined as

follow

0, it d,, <cr,
Wi = (dbm _Crth)/(cri _Cri,th)a if Cri,th < dbm = Cri . (413)
1, if cr, <dy,

4.3.3 Nash Equilibrium and Optimization problem

After getting W, , the goal is,t0 find the set.of strategy which satisfies the Nash
equilibrium for the above network|preference game. From the definition of Nash

equilibrium, the pure strategy {NP",NP,,..., NP’} is'in a Nash equilibrium if

PO, (NP ,NP",,...,NP" ) >POu(NP,NP,,..,NP) V NP,..,NP,. (4.14)

n

In fact, the above game can be formulated as an optimization problem expressed as
Maximize PO, (NP,NP,,---,NP,)
subject to Y NP =1, (4.15)
i=1

NP >0,NP, >0,---,NP, >0.

where POyt 1s a quadratic function. For the above problem which subjects to
equality and inequality constraints, the KKT condition [24] can be used to find the
solution. With the KKT condition, the solution of (4.15) can be obtained efficiently.

See appendix A.

23



4.4 Candidate Networks Decision

Finally, an access network with the maximum compromised evaluative value is
expected to obtain. This network decision issue is formulated as an optimization

problem given by

i = Arg Max [@NU, +(1-a)NP], (4.16)

where i is the ith candidate network, « is a constant whose value is between 0 and 1,
NU; is the normalized utility value of candidate network i, NP; is the normalized
network preference value of candidate network i, and i is the chosen access network

for the call request.
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Chapter 5
Simulation Results and Discussions

5.1 Simulation Environment

As shown in Fig. 2.1, there are 7 WCDMA cells, 7 WMAN networks, and 28
WLAN networks in the simulation environment. The system parameters in the
heterogeneous network are listed:'in Table 5.1. The channel model and the

characteristic of MSs have beensintroduced in chapter 2.

Table 5.1: System parameters for WCDMA, WMAN, and WLAN

Parameters WCDMA | WMAN | WLAN
Cell radius 1.5 Km 2 Km 0.1 Km

Frame duration (time slot duration) 10 ms 5 ms 9 us
Carrier frequency 2 GHz 2.5GHz | 24 GHz

load intensity threshold 7, 0.75 1 0.75

Number of cells 7 7 28
Chip rate (W) 3.84M bps
Ratio of inter-cell interference to the total 0.55

interference in the referenced cell (f)

Number of subchannels (K) 4
Number of data subcarriers per 48
subchannel ()
Number of slots per frame (L) 16
Capacity 2 M bps
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5.2 Source Model and QoS Requirements

As described at chapter 2, there are four traffic classes considered. The source
model parameters for conversational, streaming, interactive, and background traffic

classes are shown in Table 5.2, 5.3, 5.4, and 5.5, respectively.

Table 5.2: Source model parameters for conversational class traffic

Component Distribution Parameters
ON time Exponential Mean=1 sec
OFF time Exponential Mean=1.35 sec
Packets per second Deterministic 50
Packet size Deterministic 28 bytes
Call holding time Normal Mean=90 sec,
variance=20 sec
Data rate during active period 11.2 Kbps
Active rate 0.426
Mean data rate 4.77 Kbps

Table 5.3: Source model parameters for streaming class traffic

Component Distribution Parameters
Inter-arrival time between Deterministic 100 ms
each video frame (Ty)
Number of packets in each Deterministic 8
video frame (Ns)
Packet size (Ps) Truncated Pareto | Min.=40 bytes, Max.=250 bytes
Mean=100 bytes, 0=1.2
Inter-arrival time between | Truncated Pareto Min.=2.5 ms, Max.=12.5ms
packets in a frame (Tp) Mean=6 ms, 0=1.2
Call holding time Normal Mean =120 sec, variance =30 sec
Data rate during active 133.33 Kbps
period
Active rate 0.48
Mean data rate 64 Kbps
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Table 5.4: Source model parameters for interactive class traffic

Component Distribution Parameters
Main object size (Sy) Truncated Min.=100 bytes, Max.=2 Mbytes
Lognormal Mean=10710 bytes,
std. dev.=25032bytes
Embedded object size (Se) Truncated Min.=50 bytes, Max.=2 Mbytes
Lognormal Mean=7758 bytes,
std. dev.=126168 bytes
Number of embedded objects | Truncated Mean=5.64, Max.=53
per page (Ne) Pareto
Inter-arrival time between Exponential Mean=30 sec
each page (Treading)
Packet size Deterministic | Chop from objects with size 1500
bytes
Packet inter-arrival time (Tp) | Exponential Mean=0.13 sec
Call holding time Normal Mean =120 sec, variance=30 sec
Data rate during active period 92.3 Kbps
Active rate 0.136
Mean data rate 12.55 Kbps

Table 5.5: Source model parameters for background class traffic

Component Distribution Parameters
file size (Sy) Truncated Min.=50 bytes, Max.=5 Mbytes
Lognormal Mean=2 Mbytes,
std. dev.=722 Kbytes
Inter-arrival time between Exponential Mean = 180 sec
each file (Ty)
Packet size Deterministic 3000 bytes
Call holding time Normal Mean =180 sec, variance =40 sec
Data rate during active period 88.9 Kbps
Active rate 1
Mean data rate 88.9 Kbps
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As mentioned, the calls with different traffic classes have different QoS

requirements. The QoS requirements of each traffic class call are listed in Table 5.6.

Table 5.6: The QoS Requirements of each traffic class

Traffic class Requirement Value
Conversational Required BER 107
(voice) Required Ey/N, 4 dB
Max. delay tolerance 40 ms
Max. allowable packet dropping rate 1%
Streaming Required BER 10"
(video) Required Ey/N, 3dB
Max. delay tolerance 100 ms
Max. allowable packet dropping rate 1%
Interactive Required BER 10°
(HTTP) Required By/N; 2 dB
Background Required BER 10
(FTP) Required Ey/N 1.5 dB

5.3 Iterative TOPSIS Algorithm

The proposed UGT algorithm is compared with the iterative TOPSIS algorithm
[4]. Suppose the multi attribute decision making (MADM) method uses the following
set of attributes: total capacity, allowed data rate, utilization, packet delay, and packet
dropping rate. Then the iterative TOPSIS algorithm is used to solve the MADM
method. The iterative TOPSIS algorithm is described as follows:
1. Normalize the value for each of the attributes.
ii. Decide the relative importance of each of the attributes, and weight this value to
the corresponding attribute.
iii. Find the best and worst values for each of the new attributes.

iv. Measure the separation (distance) for the best and worst cases for each candidate
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network i, which are denoted by S, and Sy, respectively.

v. Measure the preference level P; for each candidate network i. Define P; =
Swi/(Sp,itSw,i)-

vi. Remove the candidate network with lowest preference level, and repeat step i. ~ v.

until only one network is left. The finally survivor will be the chosen network.

5.4 Simulation Results

Suppose that one call request can only connect to one access network at a time
here. For each cell, assume the new call arrival rate of conversational, streaming,
interactive, and background traffic class calls in the heterogeneous network are
ARx1/40, ARx1/120, ARx1/120, and ARx1/240 (users/second), respectively,
where AR is the equivalent arrival rate, dn the simulation, AR is chosen from 1, 3, 5, 7,
and 9.

Fig. 5.1 shows the new call blocking rate. It can be found that UGT has lower
new call blocking rate. That is because. UGT-chooses lower traffic load network with
higher probability than iterative TOPSIS iiniorder to achieve load balance. Iterative
TOPSIS also takes the loading intensity (utilization) into consideration, but the final
decision is influenced by other attributes. The result shows UGT has a little better
performance in the new call blocking rate, generally. However, in the high traftic load,
the performance is almost the same.

The handoff call blocking rate is illustrated in Fig. 5.2. It seems that UGT has
higher handoff blocking rate than iterative TOPSIS. However, Fig. 5.3 (a) and (b),
which depict the number of total handoff calls and the number of failed handoff calls,
respectively, show that UGT not only has fewer total handoff calls, but also fewer
failed handoff calls. This means UGT has lower number of forced terminated calls. So,

in fact, UGT is not worse than iterative TOPSIS.

29



New call blocking rate

Handoff call blocking rate

0.3

0.25

0.2

0.15

0.1

0.05

0.07

—O— UGT

—=4-= jterative TOPSIS

4 5 6
Equivalent arrival rate (AR)

Fig. 5.1:3 New call blocking rate

0.06

0.05

0.04

0.03

0.02

0.01

—6— UGT

-=-4—- jterative TOPSIS

Fig. 5.2 : Handoff call blocking rate

4 5 6
Equivalent arrival rate (AR)

30




1400 \

—6— UGT L -+
1200 -=4== jterative TOPSIS e

1000

800

600

Number of total handoff calls

400

2001
¢

0 ! ! ! ! ! ! !
1 2 3 4 5 6 7 8 9

Equivalent arrival rate (AR)

(a) Number of total handoff calls

90

—— UGT
80+ | ——4—~- iterative TOPSIS Pigs

70+

50

401

Number of failed handoff calls

20

10+

1 2 3 4 5 6 7 8 9
Equivalent arrival rate (AR)

(b) Number of failed handoff calls

Fig. 5.3 : (a) Number of total handoff calls (b) Number of failed handoff calls

31



Moreover, it can be found that the trends of new call blocking rate and handoff
call blocking rate are very different. That is because the system always reserves 5%
resource for handoff calls. When the normalized loading intensity of one network
exceeds 95%, a new call will be blocked immediately. On the contrary, a handoff call
will not be blocked until the normalized loading intensity reaches 100%. This causes
the new call blocking rate will rise exponentially, but handoff call blocking rate will
close to the saturated line when the arrival rate gets high gradually.

Handoff occurrence frequency, defined as the number of handoffs per call, is
shown at Fig. 5.4. Generally, UGT has lower handoff occurrence frequency than
iterative TOPSIS. The result comes from that UGT takes the mobility into
consideration, iterative TOPSIS does not. It can be found that the non-real time call
has higher handoff frequency in UGT than that in iterative TOPSIS. Since the real
time call is more sensitive to the¢ occurrence, of handoft, UGT will do it best to avoid
handoff for real time call. That4s the penalty weight=w has higher influence for real

time call than non-real time call in.UGT.

1L | —©— UGT: total
—k— UGT : realtime call

—+— UGT : nonrealtime

0.9 | —-@--- iterative TOPSIS : total
-=%--- iterative TOPSIS : realtime
0.8 —-=--4—-- iterative TOPSIS : nonrealtime

Handoff occurence frequency

1 2 3 4 5 6 7 8 9
Equivalent arrival rate (AR)

Fig. 5.4 : Handoff occurrence frequency
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Fig. 5.5 shows the total throughput and throughput of each network. It can be
found that iterative TOPSIS has higher throughput than UGT, and the main difference
comes from the throughput in WCDMA and WLAN. The phenomenon can be
explained by observing Fig. 5.6 (a) and (b), which plot the number of calls and the
number of non-real time calls, respectively. First, the number of calls in WCDMA is
analyzed. It can be found that iterative TOPSIS has fewer calls in WCDMA.
Moreover, they are almost non-real time calls. On the contrary, UGT has more
number of calls in WCDMA, and they are almost real time calls. In the low traffic
load, the allowed data rate exceeds the calls’ requirement a lot in WCDMA. Since
iterative TOPSIS has more non-real time calls in WCDMA and the FTP calls always
come with burst, the throughput will get higher obviously. When it comes to the calls
in WLAN, it can be found there are.miore WLAN calls for iterative TOPSIS than that
for UGT. Since the number of calls has mot ‘achieved its capacity, iterative TOPSIS

will have higher throughput clearly.
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The average delay for voice and video call in the heterogeneous network are
shown in Fig 5.7 and 5.8, respectively. It can be found that the average delay for voice
call is almost the same. That is because this traffic class call is highest priority.
However, the average delay for video call in high traffic load is higher for UGT than
that for iterative TOPSIS in WMAN. This is because there are more video calls for
UGT than that for iterative TOPSIS in high traffic load in WMAN. In this situation,
WMAN may not have enough resource when a burst comes for video streaming, and

then their delay will get high.
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Fig. 5.7 : Average delay of voice traffic
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The average dropping rateforvoice andVideo call are shown in Fig. 5.9 and Fig.
5.10, respectively. It can be; found ~that-rthe maximum packet dropping rate
requirement is satisfied for each scheme, However, the dropping rate is higher in UGT
than that in iterative TOPSIS. This is because UGT sees those networks as the same if
they can provide enough good QoS requirement, just as shown in Fig. 4.1. On the
contrary, iterative TOPSIS see the network as the best if it can provide best QoS
requirement for it. Moreover, it can be found that UGT has fewer number of calls in
WLAN than iterative TOPSIS has, but the dropping rate is higher in UGT. This is
because the calls are almost non-real time calls in UGT. In the design of WLAN in
this thesis, it is assumed that when a FTP call gets the right of channel usage, it will
transmit 3000 bytes. That is it will occupy at least 12 ms! On the contrary, real time
calls transmit much fewer bits than non-real time calls. So the system with more
non-real time calls will have higher delay variance. This situation will cause higher

dropping rate.

36



Average dropping rate of voice traffic (%)

Average dropping rate of video traffic (%)

0.8r

0.7r

0.6

asy asy

—A— Maximum acceptable dropping rate
—B8— UGT-WCDMA

—+— UGT-WMAN

—— UGT-WLAN

--EF- iterative TOPSIS-WCDMA

==4-- jterative TOPSIS-WMAN

-=-V¥~- iterative TOPSIS-WLAN

Equivalent arrival rate (AR)

Fig. 5.9 : Average dropping rate of voice traffic

0.9

0.8

0.7+

0.6

0.5¢

==y ==y

—A— Maximum acceptable dropping rate
—B— UGT-WCDMA

—4— UGT-WMAN

—— UGT-WLAN

--E}F- iterative TOPSIS-WCDMA

==4—- jterative TOPSIS-WMAN

-=-V~- iterative TOPSIS-WLAN

Equivalent arrival rate (AR)

Fig. 5.10 : Average dropping rate of video traffic

37



Chapter 6
Conclusions and Future Works

In this thesis, a utility and game-theory (UGT) based network selection scheme
is proposed for heterogeneous wireless access network. By considering four
multimedia services, including conversational, streaming, interactive, and background,
a call admission control is performed first to find.which network can be used when a
call request comes. After getting the set of candidate networks, a utility value is
obtained to represent the satisfaction degree of QoS-requirement. Moreover, in order
to achieve load balance and consider-mobility factor, a cooperative game is defined to
get the preference value for each network. Finally, the most suitable network for the
call request can be decided by linear combination of above set of values.

Simulation results show that UGT has lower total throughput than iterative
TOPSIS while satisfying the QoS requirements of each traffic class. As known, the
difference mainly comes from the non-real time calls. By sacrificing little throughput
of non-real time calls, UGT can obtain lower new call blocking rate, fewer forced
terminated calls, and fewer handoff occurrence frequency. Lower new call blocking
rate and fewer forced terminated calls mean that the heterogeneous system can
accommodate more calls. Besides, UGT reduces the handoff occurrence frequency
about 30% than iterative TOPSIS generally. However, this value even exceeds 50%

for real time calls! With lower handoff occurrence frequency, some problems,
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happening during the processing of handoff calls, can be avoided substantially. In this
aspect, iterative TOPSIS is overwhelmed by UGT. When it comes to the dropping rate,
UGT is higher than iterative TOPSIS obviously. But they are all under the maximum
acceptable dropping rate. Allowing a little higher dropping rate to exchange for other
better performance, which is more critical, may be very worthful. The interesting
phenomenon can be observed in our simulation results.

The work can be extended to vertical handoff problem. In this thesis, it is
assumed that the handoff occurs only when the call is out of the coverage the original
network. However, the handoff can be performed in advance to get better system
performance, just like [7]. To make the handoff decision, UGT can be used. At each
observation period, an existing call must to decide whether it needs to hand off or not.

Some modification of UGT may be yvery suitable.for this problem.
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Appendix A
KKT Conditions

Consider the following maximizing problem which subjects to equality and

inequality constraints:

Maximize  f(NP)=>"Ap (NP —w, - NP?)
i=1

subject to  h(NP) = Y" NP ~1=0, (A.1)
i=1
g(NP)=[NP_ NP, /= NP] >0,
where NPeR" f:R" >R, h:R" >R, g:R">R"and 0" =[0 0 --- 0],.

Note that neN, and N is the set of positive integers. The Karush-Kuhn-Tucker
(KKT) condition [24] can be used to find the solution of above problem. Define A
as the Lagrange multiplier vector, and peR" as the KKT multiplier vector. The
KKT condition consists of five parts (three equality and two inequality equations),
and 1s given below

) n=0,

2) Df(NP)+A-Dh(NP)+pu' Dg(NP) =0, where D is the derivative operator.

3) n'g(NP)=0,

4) h(NP)=0,

5) g(NP)20,
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Put (A.1) into the KKT condition, then the following results are obtained

[/11 My e /un]TZOs (A.2)

A(1=2WNP)+ A+ 1 =0
A (1=2W,NP)+ A+ 11, =0

, (A.3)
A1(1—2WnNPr;)+/1+,un:0
2, -NP 4 11, NP, +++-+ g1_- NP, =0, (A.4)
Zn: NP —1=0, (A.5)
=
[NP NP, - NRJ >0. (A.6)

From (A.2) ~ (A.4) and (A.6), if 4 >0, then NP, =0. Here, by (A.2), considering

three cases to solve the problem.

Case 1: No value of p isequalto 0.

Thatis g >0, for i =1~ n, and :NP-=0, for i =1~ n. The result conflicts with

(A.5), so the set of solution is impossible.

Case 2: Only one value of p isequal to 0.

Assume 44 =0, where ie{l,2,---,n}; u; >0, NP, =0,forj=1~n,j=i.
From (A.5), NB =1. From (A.3), A=AQwW 1), x4, =-1-A;, forj=1~n, j=i.
The values of p must be checked that whether they satisfy (A.2) or not. If satisfied,

then this set of solution is valid.

Case 3: More than one value of p isequal to 0.

Assume 4 =0, 4, :O,---,,uip =0, wherei,i,,---,i, €{l,2,---,n};
u;>0,NP; =0, for j=1~n, j#i,i), 1.

Put the results into (A.3), the following equations are obtained:
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b (A7)

NP =a +b NP

i i i iy

where g =(A -A)/CA W), b =(A -w)/(A W), fork=2~p. Combine
(A.5) and (A.7),

NP, = (1—zp:aik )/(1+Zp:bik). (A.8)

From (A.3), A= A (2Wil NB -1 5 u;= —A—A, for j=1~n, j=i,i,,---i,. Finally,
the values of p and NP must be checked that whether they satisfy (A.2) and (A.6),
respectively. If satisfied, then this set of solution is valid.

In fact, there are total (2" —1)_.situations:(excluding the situation which all NP
equal to 0). For each situation, chieck whether the solution satisfies the KKT condition

or not. Because this function is-a quadratic equation, the solution which satisfies the

KKT condition must be the optimal solation.
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