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IEEE 802.16e 服務品質保證之省電機制排程演算法 

學生：蔡耀誼                         指導教授：李程輝 教授 

 

國立交通大學電信工程學系碩士班 

 

 

中文摘要 

 

 本篇論文即根據此睡眠機制，針對非請求的頻寬分配(UGS)的服務、固定

位元率(CBR)，提出一種排程演算法，目的既要達到服務品質保證(QoS)，即不

違反延遲界限(delay bound)，又要達到省電，以及頻寬使用最大化。 

    此排程演算法根據比率單調排程(Rate Monotonic Scheduling)而設計，每個

系統內的工作站都具有靜態優先權(static priority)，當工作站達到可以接受服務

的條件，才可以進行服務，萬一超過一個工作站符合服務條件，則基地台會挑

選優先權最高的工作站進行服務。另外，針對這個排程演算法，我們討論其允

入控制(admission control)，先探討系統內多個工作站的可排性(schedulability)，

再推導下一個系統可以允許進入服務的新工作站，其最小的封包抵達時間間隔

(inter-arrival time)為多少。最後並將此演算法與其他方法做省電效能與系統吞

吐量的比較。 
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An Energy-Saving Scheduling Algorithm with QoS 

Guarantee for IEEE 802.16e Broadband Access Networks 

Student: Yaw-Yi Tsai                  Advisor: Dr. Tsern-Huei Lee 

Institute of Communication Engineering 

National Chiao Tung University 

 

Abstract 

   This thesis focuses on the scheduling problem for CBR traffic with delay 

constraint in IEEE 802.16e broadband access networks. Multiple MSSs are 

considered in our work. In order not to violate the delay constraint, and 

maximize both the energy efficiency and bandwidth utilization, we propose a 

scheduling algorithm based on rate monotonic scheduling for CBR traffic. In this 

scheduling algorithm, any connection would be served when it becomes eligible. 

The highest priority would be selected for service when there is more than one 

eligible connection. Moreover, we discuss the admission control for this 

algorithm which aims to obtain the minimum inter-arrival time of next 

acceptable connection. The numerical results show that our scheduling algorithm 

performs well on energy efficiency and bandwidth utilization. 
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Chapter 1 

Introduction 

 

Over recent decades, the explosive growth of the Internet has resulted in a substantial 

increase in demand for high speed and ubiquitous Internet access. Broadband Wireless Access 

(BWA) has the potential to satisfy these demands. IEEE Standard 802.16-2004 (World 

Interoperability for Microwave Access - WiMAX) is a broadband wireless communication 

technology for last mile access, which aims to provide high data rate, low cost between 

Subscriber Stations (SSs) and Base Station (BS). It is expected to fill up the gap between high 

data rate in wireless Local Area Networks and low data rate in mobile cellular systems.  

However, IEEE Standard 802.16e does not provide mobility for SSs. A new modified 

version, IEEE Standard 802.16e (Mobile World Interoperability for Microwave Access - 

Mobile WiMAX) was proposed for providing services between Mobile Subscriber Stations 

(MSSs) and BS.  

Moreover, real-time services such as Voice over Internet Protocol (VoIP), Video on 

Demand (VOD) have become widely-used, popular Internet applications. In order not to 

violate the guaranteed packet delay and packet loss constraints of each connection, issues in 
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Quality of Service (QoS) have become quite important for the design of Medium Access 

Control (MAC) Protocol, the original IEEE standard 802.16e MAC protocol does not 

particularly address this aspect though. On the other hand, for continuously providing 

convergence and seamless services to users, we have to explore energy management of MSSs 

in IEEE 802.16e systems. 

In this thesis, we focus on the scheduling problem of the real-time services between BS 

and MSSs in IEEE 802.16e broadband wireless access OFDM networks. While serving the 

MSSs, the most effective way to reduce power consumption is to make them enter sleep mode 

periodically. In the sleep mode, MSSs would turn off the transceiver to save power. The BS 

which provides services to those MSSs has to buffer the downlink traffic for those MSSs who 

are in the sleep mode. The MSSs in sleep mode would wake up in the listening interval 

periodically to receive the buffered data from the BS. After that, they return to the sleep mode 

again. However, each connection of a MSS in the IEEE 802.16e networks has its own delay 

requirement, which implies the buffered data must be sent or received before its delay 

constraint expires. 

In order to support a wide variety of applications, IEEE 802.16e defines five scheduling 

services: Unsolicited grant services (UGS), Real-time polling services (rtPS), Non-real-time 

polling service (nrtPS), Best-effort (BE) service, Extended real-time variable rate (ert-VR) 

service. In this thesis, we only consider the UGS traffic. The UGS traffic is designed to 

support fixed-size data packets at CBR, such as T1/E1 emulation and VoIP without silence 

suppression. Therefore, our objective is to find a scheduler for UGS to satisfy the delay 

constraints, maximize power saving, and maximize the bandwidth utilization.  

We propose a scheduling algorithm and admission control for CBR traffic in IEEE 
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802.16e broadband wireless OFDM networks. Here, we only consider the downlink traffic. 

The second power saving class in IEEE 802.16e standard is used. In our approaches, we 

assume that the delay bound of each connection is a multiple of its inter-arrival time, which is 

described as D T= Ω . Based on the Rate-Monotonic Scheduling, we determine a set of 

scheduling policies that a connection would be served when it accumulates the most packets 

in the queue so that it will save the most energy for a MSS. In order not to violate the delay 

constraint, a connection should be served before the head of line goes out of date. 

Furthermore, for a connection which is in service at a specific instant, the BS can calculate the 

next instant that it will be served. The BS should notice the MSSs that how long they could 

sleep for and when they should wake up. Also, for those existing connections, we can 

compute in advance the minimum inter-arrival time of the next acceptable connection by 

capitalizing on the empty-minus-backlog curve. 

The remainder of this paper is organized as follows. In Chapter 2, the MAC mechanism 

in IEEE 802.16 and the enhanced one in IEEE 802.16e are described. A survey of related 

work about scheduling algorithm and admission control for wireless network is given in 

Chapter 3. We introduce the Rate-Monotonic Scheduling in this chapter as well. Chapter 4 

and Chapter 5 respectively present our proposed algorithm (including the system model) and 

admission control based for IEEE 802.16e OFDM networks. Chapter 6 shows the 

performance evaluation with the numerical results of our proposed algorithm. Finally, we 

draw our conclusions and future work in Chapter 7.
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Chapter 2 

Backgrounds 

 

IEEE Standard 802.16 (WiMAX) was proposed to solve the problem of the wireless 

access network for last-mile. It would provide the convenience of the connection on the 

Internet in rural areas or in damaged places which suffered from the unpredictable disasters. 

In IEEE 802.16e, there are two operation modes, Point-to-multipoint, and mesh. PMP is the 

most popular way to access WiMAX.  

Point-to-point applications include interbuilding connectivity within a campus and 

microwave backhaul. Point-to-multipoint applications include (1) broadband for residential, 

small office/home office (SOHO), and small- to medium-enterprise (SME) markets, (2) T1 or 

fractional T1-like services to businesses, and (3) wireless backhaul for Wi-Fi hotspots. Figure 

2.1 illustrates the various point-to-multipoint applications. 

Consumer and small-business broadband applications are one kind of the largest 

applications of WiMAX in the near future which is likely to be the broadband access for 

residential, SOHO, and SME markets. Broadband services provided using fixed WiMAX 

could include high-speed Internet access, telephony services using voice over IP, and a host of 

other Internet-based applications. T1 emulation for business is the other major opportunity for 
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fixed WiMAX in developed markets which is as a solution for competitive T1/E1, fractional 

T1/E1, or higher-speed services for the business market. Given that only a small fraction of 

commercial buildings worldwide have access to fiber, there is a clear need for alternative 

high-bandwidth solutions for enterprise customers. Backhaul for Wi-Fi hotspots is another 

interesting opportunity for WiMAX in the developed world which is the potential to serve as 

the backhaul connection to the burgeoning Wi-Fi hotspots market.  

 

Figure 2.1 Point-to-multipoint WiMAX applications 

 The first version of IEEE standard 802.16 does not address the mobility. It only provides 

the services for fixed SS. However, as the growing needs for real-time services of wireless 

devices, those fixed things can not satisfy the customers anymore. Therefore, a modified 

standard of WiMAX, IEEE Standard 802.16e has been proposed by WiMAX Forum in 2005. 
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In IEEE 802.16e, it not only adds in the mobility of the system but also introduce the sleep 

mode into the MAC layer protocol. Three power saving classes are described in IEEE 

standard 802.16e. 

2.1 Scheduling Services in IEEE Standard 802.16【【【【5】】】】 

 To support a wide variety of applications, WiMAX defines five scheduling services 

(Table 2.1) that should be supported by the base station MAC scheduler for data transport 

over a connection: 

1. Unsolicited grant services (UGS): This is designed to support fixed-size data packets at a 

constant bit rate (CBR). Examples of applications which may use this service are T1/E1 

emulation and VoIP without silence suppression.  

2. Real-time polling services (rtPS): This service is designed to support real-time service 

flows, such as MPEG video, that generate variable-size data packets on a periodic basis.  

3. Non-real-time polling service (nrtPS): This service is designed to support delay-tolerant 

data streams, such as an FTP, that require variable-size data grants at a minimum guaranteed 

rate.  

4. Best-effort (BE) service: This service is designed to support data streams, such as Web 

browsing, that do not require a minimum service-level guarantee.  

5. Extended real-time variable rate (ERT-VR) service: This service (only in IEEE 
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802.16-2005) is designed to support real-time applications, such as VoIP with silence 

suppression, that have variable data rates but require guaranteed data rate and delay. This is 

also referred to as extended real-time polling service (ErtPS). 

 

Table 2.1 Service Flows Supported in WiMAX 

2.2 Sleep Mode for mobility-support MS【【【【4】】】】 

Sleep mode is a state in which an MS conducts pre-negotiated periods of absence from 

the Serving BS air interface. These periods are characterized by the unavailability of the MS, 

as observed from the Serving BS, to downlink (DL) or uplink (UL) traffic. Sleep mode is 

intended to minimize MS power usage and decrease usage of Serving BS air interface 

resources. Implementation of sleep mode is optional for the MS and mandatory for the BS. 

For each involved MS, the BS keeps one or several contexts, each one related to a certain 

power saving class. A power saving class is a group of connections that have common 

demand properties. For example, all BE and NRT-VR connections may be marked as 
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belonging to a single class while two UGS connections may belong to two different classes in 

case they have different intervals between consequent allocations. A power saving class may 

be repeatedly activated and deactivated. Activation of certain power saving class means 

starting sleep/listening windows sequence associated with this class. Algorithm of choosing 

power saving class type for certain connections is outside of the scope of the standard. 

There are three types of power saving classes, which differ by their parameter sets, 

procedures of activation/deactivation, and policies of MS availability for data transmission. 

Figure 2.2 describes example of behaviors of MS with two Power Saving Classes: Class A 

contains several connections of BE and NRT-VR type, Class B contains a single connection 

of UGS type. Then for Class A the BS allocates sequence of listening window of constant size 

and doubling sleep window. For Class B the BS allocates sequence of listening window of 

constant size and sleep window of constant size. The MS is considered unavailable (and may 

power down) within windows of unavailability, which are intersections of sleep windows of 

A and B. 

 

Figure 2.2 Example of sleep mode operations with two power saving classes 

The three power saving classes would be described as follows. In the first type power 
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saving class which is suitable for web browsing or data access services, a connection sleeps 

for a specific period of time, and then wake up for listening that whether there is any traffic 

for it or not. If there is no packet sent or received, a MSS doubles its next sleep period. The 

length of the listening periods is fixed. In the second power saving class, the rules are the 

same as the first power saving class, except that the length of the sleeping and listening 

periods are fixed. This class fits the real-time applications such as VoIP or video stream 

services. The third power saving class, the length of the sleep period is predefined. The MSS 

sleeps for a defined period of time and then goes back to the normal mode. It is recommended 

for multicast connections as well as for management operations, such as periodic ranging, 

DSx operations. Figure 2.3 shows the three power saving classes 

 

Figure 2.3 The three power saving classes 
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2.3 OFDM Frame Structure【【【【4】】】】 

 In this thesis, due to that we discuss about the IEEE OFDM network, it is necessary to 

introduce the OFDM frame structure. Figure 2.4 shows an OFDMA and OFDM frame when 

operating in TDD mode. The frame is divided into two subframes: a downlink frame followed 

by an uplink frame after a small guard interval. The downlink-to-uplink-subframe ratio may 

be varied from 3:1 to 1:1 to support different traffic profiles.  

WiMAX also supports frequency division duplexing, in which case the frame structure is 

the same except that both downlink and uplink are transmitted simultaneously over different 

carriers. Some of the current fixed WiMAX systems use FDD. Most WiMAX deployments, 

however, are likely to be in TDD mode because of its advantages. TDD allows for a more 

flexible sharing of bandwidth between uplink and downlink, does not require paired spectrum, 

has a reciprocal channel that can be exploited for spatial processing, and has a simpler 

transceiver design. The downside of TDD is the need for synchronization across multiple base 

stations to ensure interference-free coexistence. Paired band regulations, however, may force 

some operators to deploy WiMAX in FDD mode. 

As shown in Figure 2.4, the downlink subframe begins with a downlink preamble that is 

used for physical-layer procedures, such as time and frequency synchronization and initial 

channel estimation. The downlink preamble is followed by a frame control header (FCH), 

which provides frame configuration information, such as the MAP message length, the 

modulation and coding scheme, and the usable subcarriers. Multiple users are allocated data 

regions within the frame, and these allocations are specified in the uplink and downlink MAP 

messages (DL-MAP and UL-MAP) that are broadcast following the FCH in the downlink 
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subframe. MAP messages include the burst profile for each user, which defines the 

modulation and coding scheme used in that link. Since MAP contains critical information that 

needs to reach all users, it is often sent over a very reliable link, such as BPSK with rate 1/2 

coding and repetition coding. Although the MAP messages are an elegant way for the base 

station to inform the various users of its allocations and burst profiles on a per-frame basis, it 

could form a significant overhead, particularly when there are a large number of users with 

small packets (e.g., VoIP) for which allocations need to be specified. To mitigate the 

overhead concern, mobile WiMAX systems can optionally use multiple sub-MAP messages 

where the dedicated control messages to different users are transmitted at higher rates, based 

on their individual SINR conditions. The broadcast MAP messages may also optionally be 

compressed for additional efficiency. 

 

Figure 2.4 A sample TDD frame structure for Mobile WiMAX
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Chapter 3 

Related Works 

 

 There are many researches about the topics on Quality of Service (QoS) and energy 

saving in IEEE 802.16e. Part of the researches address on the scheduling problem. Though 

the IEEE standard 802.16e introduces the details of WiMAX, it does not address on the 

scheduling part. The challenge is that in order not to violate the QoS constraint and to reduce 

the most energy consumption, a scheduling algorithm has to be proposed for the traffic in the 

system. The following paragraphs will present some scheduling approaches for IEEE 802.16e, 

and a renowned scheduling algorithm called rate-monotonic scheduling which is for CPU 

processing. 

3.1 Scheduling Approaches: MMPS【【【【3】】】】 

 Three scheduling approaches, MMPS, MMPS-FC, and MMPS-BF are proposed in [3] by 

Huang. In [3], the length of a common sleeping cycle is determined by the minimum of the 

sleeping cycles of all MSSs. It does reduce the energy consumption and does not violate the 

delay constraint of all the MSSs. However, for some MSSs whose sleeping cycles are shorter 

than the common cycle, it would save more energy if they maintain their own sleeping cycles. 
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 They consider the second type of power saving class in IEEE 802.16e wireless network. 

The downlink CBR traffic is also considered. Suppose there are multiple MSSs in the system, 

and each of them has at least one UGS connection. They aim to find a scheduler to achieve 

the delay requirement of each connection and maximize the power saving. They would like to 

maximize the bandwidth utilization as well. Their proposed scheduling approaches would be 

described as follows. 

 Step1: Find a common fixed sleeping cycle for all MSSs to simplify their scheduling. As 

shown in figure 3.1, suppose there is a MSS which has three connections. Each of the 

connections has its own delay constraint, ϕ  (frames). In order not violate each delay 

constraint. The sleeping cycle,
_s iT , for each MSS iS can be determined by 

_ 1 2 3min{ , , ,..., }s i mT ϕ ϕ ϕ ϕ=  (3.1) 

  

For all MSSs, the common fixed sleeping cycle, comT (in units of OFDM frames), is determined 

as the minimum sleeping cycle over all serviced MSSs. 

_1 _ 2 _3 _min{ , , ,..., }com s s s s nT T T T T=  (3.2) 
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Figure 3.1 The sleeping cycle of a connection 

Step 2: Allocate OFDM frames (bandwidth), denoted as ω , for each MSS during a 

common sleeping cycle 
comT . 

i com
i

Tτ
ω

× 
=  Ω 

 (3.3) 

  

In the equation, iτ  is the total traffic generation rate of a MSS iS  and Ω  is the capacity of 

an OFDM frame. 

 Step 3: Determine the number of MSSs, denoted as δ , which can be served by a BS. As 

shown in (3.4), the number of admitted MSSs must be less than or equal to the maximum 

number of MSSs where their allocated OFDM frames are smaller than the total bandwidth 

that can be supported by BS during comT . 

 
0

arg max { }
j

i com
j

i

Tδ ω
=

= <∑  (3.4) 

  

 Step 4: Schedule those admitted MSSs in round-robin rules. In order to make their 
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allocated OFDM frames overlap free, the BS should delay the starting times of some traffic 

streams from some MSSs. Figure 3.2 shows the example of MMPS scheduling.  

 

Figure 3.2 Example of MMPS scheduling 

 However, MMPS does not work well on bandwidth utilization. Fragment OFDM frames 

would happen in this proposed approach. A modified version of step 4 of MMPS is proposed 

to solve this problem. Equation (3.5) shows the modified step. Whenever a fragment OFDM 

frame is created by scheduling the packets for a new MSS, the BS selects the next MSS, xS , 

whose required bandwidth is maximal but can fit into the remaining bandwidth of the 

fragment OFDM frame left by the previously scheduled MSS. 

 { }max ( )x iS frag S= and ( )ifrag S θ<  (3.5) 

  

Figure 3.3 shows the example of MMPS-FC. 
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Figure 3.3 Example of MMPS with fragment collection 

 However, it still wastes some bandwidth if the fragment OFDM frame can not be 

completely fulfilled by the next MSS. In third approach, MMPS-BF, it breaks the boundary 

constraint. The scheduling can allocate bandwidth sharing across the boundary of two OFDM 

frames. Thus, no fragments are left. Figure 3.4 shows this example. 

 

  

Figure 3.4 MMPS example with boundary free 
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3.2 Rate-Monotonic Scheduling (RMS)【【【【1】】】】 

In computer science, rate-monotonic scheduling is a scheduling algorithm used in 

real-time operating systems with a static-priority scheduling class. These operating systems 

are generally preemptive and have deterministic guarantees with regard to response times. 

Rate monotonic analysis is used in conjunction with those systems to provide scheduling 

guarantees for a particular application. 

 RMS is designed for the CPU processing in a hard-real-time environment. There some 5 

assumptions. 

(1) The requests for all tasks for which hard deadlines exist are periodic, with constant 

interval between requests. 

(2) Deadlines consist of run-ability constraints only—i.e. each task must be completed 

before the next request for it occurs. 

(3) The tasks are independent in that requests for a certain task do not depend on the 

initiation or the completion of requests for other tasks. 

(4) Run-time for each task is constant for that task and does not vary with time. Run-time 

here refers to the time which is taken by a processor to execute the task without 

interruption. 

(5) Any non-periodic tasks in the system are special; they are initialization or 

failure-recovery routines; they displace periodic tasks while they themselves are being 

run, and do not themselves have hard, critical deadlines. 
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The priorities are set up according to the request rate. The request rate of a task is 

defined to be the reciprocal of its request period. The higher the request rate is, the 

higher the priority is. The highest-priority ready process is selected for execution at a 

specific constant. Figure 3.5 shows an example of rate monotonic scheduling. At the 

beginning, two processes are ready for transmission. Process 1 gets the higher priority 

than process 2 due to its higher request rate, so that it would be served first. 

 

Figure 3.5 Example of rate monotonic scheduling
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Chapter 4 

Our Proposed Scheduling Algorithm 

 

4.1 System model 

This section gives the whole environment assumptions and the definition of a state that 

we used on our scheduling algorithm. Suppose that each MSS in a network has one downlink 

connection. Each connection provides UGS traffic, which generates fixed size data packets on 

a periodic basis. Besides, each connection of a MSS has a specific delay requirement in which 

the packets need to be delivered before its expiry time. All the sleeping and listening periods 

are in units of OFDM frames. Suppose that the following things are known: 
iD , the delay 

bound of connection i ; iT , the inter-arrival time of connection i ; m, numbers of MSSs; Ω, 

the capacity of an OFDM frame in the system, which implies that there are Ω packets that can 

be accommodated in a frame. In order to make the system simple, we assume that i iD T= Ω . 

We consider the second type of power saving class in IEEE 802.16e wireless networks. 

Moreover, suppose that the BS knows that all the queue states of connections anytime. We 

define a state as follows. 

We define 
ia  as the age the head of line in the queue of connection i (MSS i). Let 
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0ia = at the time that the head of line arrives. It is clearly to see that 0ia ≤  when the queue 

is empty. To be more precise, the value would be represented as 1 1i i iT a D− + ≤ ≤ − . On the 

hand, in order not to violate the delay constraint, the value would be represented as 

0 1i ia D≤ ≤ − . Figure 4.1 is an example. Suppose that there is a connection whose 

inter-arrival time equals to 2 and delay bound equals to 4. Obviously, Ω is 2 in this case. The 

value ia  is set to be zero when the first packet arrives, and it increases progressively until it 

is served. As in the example, the packets are in service after 2ia = , and then 
ia  becomes 1−  

due to that the MSS needs to wait for a frame for its next coming packet. 

 Let { }ia  be the states of all queues of MSSs at a certain instant, where 1 ~i m= . 

 

 

Figure 4.1 The example of ai 

4.2 Proposed Algorithm 

In this thesis, our main goal is to propose an energy-efficient scheduling algorithm for 

CBR traffic in IEEE 802.16e OFDM wireless networks. With the assumption i iD T= Ω , it is 

easy to see that the BS could accumulate more than one packets for a connection, and deliver 

these packets at a time instead of delivering one packet per time. Among these conditions, we 

can observe that, for a MSS, the most packets in the queue would be Ω. From the point of 

MSSi 

-1 0 1 2 -1 0 1 2 3 0 1 2 3 ai 

D=4     T=2 

1st 1st 1st 2nd 2nd 2nd 
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view of power saving, a MSS could only wake up and receive them when the queue is full of 

Ω packets, otherwise it enter the sleep mode. However, it decreases the system throughput if 

we let the connection only receive Ω packets at a time. We use the state mentioned in Section 

2 to represent when a connection is ready to be served. 

We call that a connection becomes eligible when it is ready to be served. A connection 

would request for the service from the BS when it becomes eligible. To unify the connections 

in the system, we separate the services into several conditions, i.e. , 1,..., ,...,1kΩ Ω − Ω − . 

Each condition has its eligible value which can be represented as 
ia  in Table 1. Take the Ω 

case for example, since ia
 
increases progressively and a connection becomes eligible when it 

accumulates Ω packets in the queue. The eligible value 
ia  for this case is from 

i iD T−  to 

1iD − . Here in the paper, we only consider the Ω case. 

Eligible conditions Eligible values 

Ω Di - 1  a≧ i  D≧ i - Ti 

Ω, Ω-1 Di - 1  a≧ i  D≧ i - 2Ti 

Ω, Ω-1, Ω-2 Di - 1  a≧ i  D≧ i - 3Ti 

Ω, Ω-1, Ω-2, …, Ω-k Di - 1  a≧ i  D≧ i - (k+1)Ti 

Table 4.1 The eligible values of eligible conditions 

4.2.1 Scheduling policies 

Here in this thesis, we adopt the static priority scheduling. The followings are the 

scheduling policies. 

Step 1: Prioritize all the connections in the system according to their inter-arrival time. 
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The smaller the inter-arrival time is, the higher the priority is. We can describe it as 

1 2 mT T T≤ ≤ ≤� . Connection 1 gets the highest priority, and connection m  gets the lowest 

priority. Notice that the BS would randomly set up the priorities when 
i jT T= , for all 

1 ,i j m≤ ≤ , i j≠ . 

Step 2: Set up the eligible values 
ia  of each MSS. Here, we set them as 

1i i i iD T a D− ≤ ≤ − , i.e. the Ω case.  

Step 3: A connection requests for service when it becomes eligible, which means it is 

ready to be served. The highest priority connection will be selected to be served when there is 

more than one eligible connection. 

This scheduling algorithm can be described as follows. At the beginning of a frame, the 

BS picks an eligible connection j for service if and only if connection j has packets waiting 

for service and connection i does not for all i j< . 

4.2.2 The waiting time of next service 

Since the BS knows the inter-arrival time, the delay bound, and the state of each 

connection, it can calculate the waiting time of next service for each connection. That is to say, 

if connection i  will be in service at a specific instant, the BS can notice connection i  that 

how long it can sleep from this service and when it should wake up to be served next time. 

Figure 4.2 shows the waiting time of next service for connection i . 

For any connection in the system, since we set up the Ω case, a connection can be served 
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after the thΩ  packet arrives and before the next packet arrives. We call this interval as in 

eligible region. In figure 3, suppose that at a specific instant, connection i  would be in 

service when its state is 
ia . In the meantime, the state for connection k  is 

ka , where 

1 ~ 1k i= − . These connections are not eligible at this instant because if they are eligible, 

connection i  would not be selected to be served at this instant.  

 We assume that 
il  represents the interval between this service instant and the beginning 

of next eligible region. There are 1i −  connections whose priorities are higher than 

connection i  and they will be selected for service if they are eligible as well in the next 

eligible region of connection i . Therefore, the BS has to calculate how many connections 

among these 1i −  connections will be in service in this region, and notice connection when it 

should wake up to receive data. Besides, for connection k  ( 1 ~ 1k i= − ), suppose that kl  

represents the interval between its state is 
ka  and the beginning of its next eligible region. It 

is clear to see, after the state ka , the interval up to the beginning of the eligible region can be 

represented as k kl sD+ , where kD  is the delay bound of connection k , and 

0,1, 2, ... ,s etc= . 
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Figure 4.2 The waiting interval of the next service 

For connection i , set { } { }1,2,3,..., 1i iL l T= + − , which represents the intervals from 1t  

to frames afterwards. The maximum element in this set is 1i il T+ − . On the other hand, for 

connection k  ( 1 ~ 1k i= − ), set { } { }k k kL l sD= + , for all 1k k i il sD l T+ ≤ + − , and 

0,1, 2, ... ,s etc= . Since these 1i −  connections have higher priorities than connection i , we 

have to consider their schedules. While calculating these schedules, we let the BS start from 

connection 1 to connection 1i − . The method would be described as Figure 4.3. 

When a connection is chosen for service, the BS would set up its { }L first. Then, the BS 

would find out all { }kL . Starting from connection 1, the BS would check if there is any 

element in { }kL matches elements in { }L . Here, what we call matches means the same 

elements. If there is any match, it collects them in { }'kL . If not, let the elements increases 

progressively, and check these values again. It would not stop this procedure till the value 
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increases up to k kl sD T+ + . After collecting all the elements of { }'kL , we update { }L as 

{ } { } { }'kL L L= − . Once it finishes the schedule of connection 1i − , the waiting time of 

connection i  would be the minimum in { }L during the interval ( , )i i il l T+ . 

After 1t , for any connection whose priority is lower than connection i , the BS already 

knew its service instant and next service instant if it does not exceed the current schedule time. 

If it exceeds the current schedule time, this connection should calculate the schedules again. 

On the other hand, for any connection whose priority is higher than connection i , the BS 

should definitely calculate again because it only records the schedules of lower priority 

connections. 

 The advantage of this method is that the BS would not have to calculate every time when 

there is any connection in service, i.e. it reduces complexity at some extent. 

 The algorithm for calculating the waiting time is shown at the end of this section. 

 

Figure 4.3 The flow chart of finding the waiting time of next service 
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 Figure 4.4 is an example of the waiting time of next service. We can simply put it as 

follows. Suppose that there is a connection which is ready to be served, the BS should look 

ahead to the end of its next eligible region. If it exceeds the current schedule time, the BS 

should re-calculate and schedule the exceeding time interval. If not, the BS does not have to 

do anything due to it already know its next service time. 

 

Figure 4.4 Example of the waiting time of next service 

 

 

Scheduling algorithm of the waiting time of next service 

1. While ( Service StartTransmission� ) do 

2.  _i priority service=  

3.  _ _ _ _ 2 i iend of next eligible time T a= Ω −  

4.  If ( _ _ _ _ _end of next eligible time look ahead> ) then 
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5.   _ _ _ _ _ _schedule time end of next eligible time look ahead= −  

6.   For ( 1; 1:j j j j i= = + < ) 

7.    FrameAllocation ( , _j schedule time ) 

8.   End For 

 

9. FrameAllocation ( , _j schedule time ) 

10. { }( ) 1, 2, ... , _L i schedule time=  

11. _ _ _ _ jstart of next eligible time l=  

12.  For ( 0; 1; _j jt t t l tD schedule time= = + + < ) 

13.  j js l tD= +  

14.  For ( 1; 1; _k k k k schedule time= = + ≤ ) 

15.   If ( s k= ) then 

16.    ( ) ( )L i L i k= −  

17.   Else 

18.    For ( 1; 1; jw w w w T= = + < ) 

19.     s s w= +  

20.     If ( s k= ) then 

21.      ( ) ( )L i L i k= −  
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Chapter 5 

Admission Control 

 

In this section, we would like to discuss the admission control of our proposed 

scheduling algorithm. As in [2], we discuss the schedulability test first. We have to derive a 

schedulable condition. And then we adopt the empty-minus-backlog curve to obtain the 

minimum inter-arrival time of the next acceptable connection. Besides, connection i  is 

schedulable iff every packet of connection i  is served within 
iD  frames after it arrives; and 

1..mD is schedulable if connection i is schedulable for all i . (where 

1 2 3[ , , , ... , ]mD D D D=1..mD ) represents these m  connections with delay bounds)  

5.1 Schedulability test 

As mentioned above, a connection becomes eligible after the Ω
th

 packet arrives at the 

queue. This connection has to be served before the head of line goes out of date. Figure 5 

shows the eligible region of a connection. ( D T= Ω ) A connection is requested for service 

when it becomes eligible. In Figure 5.1, this connection is requested at the beginning of the 

eligible region. As in [1], we define the response time as the time span between the request 

and the end of the response to that request. For example, if a packet arrives at the beginning of 
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frame n and is served in frame k, its response time is 1k n− + . 

Also, we define a critical instant as an instant at which a request for that connection will 

have the largest response time. We have the following theorem: A critical instant for any 

connection occurs whenever it is requested simultaneously with the requests for all higher 

priority connections. It can be proved in figure 6. Let connection 1, connection 2, … , and 

connection m denote a set of priority-ordered connections with connection m being the 

connection with the lowest priority. Consider a particular request for connection m that occurs 

at t1. Suppose that between t1 and 
1 mt T+ , the time at which the subsequent request of 

connection m occurs, requests for connection i, i < m occur at t2, t2 + 2T1, …, t2 + kT1 as 

illustrated in figure 6. Clearly, connection i will be in scheduled first after t1, and each of them 

will accommodate an OFDM frame. Hence, for connection m, it would get the largest 

response time if it is requested at the time that connection i is requested as well. Repeating the 

argument for all connection i, i = 2, …, m-1, we prove that theorem that a critical instant for 

any connection occurs whenever the connection is requested simultaneously with requests for 

all higher priority connections. 

 

 

Figure 5.1 The eligible region of a connection 
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Figure 5.2 Services of connection 1 between requests for connection m 

As a consequence, to study the schedulability problem of a set of m connections, we 

need only consider the situation where every connection is requested at the same time, i.e. all 

the connections just become eligible and ready to receive Ω packets. We only need to 

consider the situation that every connection generates the Ω
th

 packet at the beginning of the 

frame 1.  

It is known in [2] that the schedulable condition for rate-monotonic scheduling is 

described as follows: Connection k is schedulable iff there exists an fk such that 1 k kf T≤ ≤ , 

and 
1

,1
k

k j k k k

j

f D f f D
=

  ≤ ≤ ≤ ∑ , where jD  represents the delay bound of connection j. 

This condition occurs if all the connection generates a packet at the beginning of frame 1. 

 We can modify this statement to meet our conditions: Connection k is schedulable iff 

there exists an fk such that 1 k kf T≤ ≤ , and 

 

1

,1
k

k
k k k

j j

f
f f T

T=

 
≤ ≤ ≤ 

Ω  
∑  (5.1) 

                      

The left side of the formula means the numbers of requests created by connection j, 
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where 1 ~j k= . If we can find an interval 
kf  and

kf  is bigger than or equal to the number 

of requests up to kf , we can say connection k is schedulable. 

5.2 The empty-minus-backlog curve 

As in [2], we define the empty-minus-backlog curve ( )H f , 1 f C≤ ≤ , where C  is 

the upper bound of the maximum inter-arrival time of any connection. The function ( )H f  is 

as follows,  

1

( )
m

j j

f
H f f

T=

 
= −  

Ω  
∑                         (5.2) 

An example of ( )H f  for [4, 4, 6]=1..3D is shown in figure 5.3. It is clear to see that 

[2, 2, 3]=1..3T due to Ω=2 in this case. ( 1 2 3[ , , , ... , ]mT T T T=1..mT  represents these m 

connections with inter-arrival time.) In this figure, ( )H f  is drawn as a continuous curve for 

clarity and the value of H(f) is shown at the end of frame f. We let (0)H m= −  so that 

(0)H m− =  represents the number of requests waiting for service, i.e., backlog at the 

beginning of frame 1. Besides, on the x-axis, the number Ti is shown in frame f if connection i 

is served in that frame. In the function ( )H f , 
1

/
m

j

j

f T
=

 Ω ∑  means the total number of 

requests up to frame f so that ( )H f  represents the total number of frames minus the total 

number of requests up to frame f. Notice that the frame without an number on that frame is 

called an empty frame. It means that there is no connection would be served in the frame. 
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Figure 5.3 An example of the empty-minus-backlog curve 

 It is shown in [2] that ( )H f  is equal to the number of empty frames up to frame f 

minus the backlog at the end of frame f. That is to say, if ( )E f  and ( )B f  denote, 

respectively, the number of empty frames up to frame f and the backlog at the end of frame f, 

then we have ( ) ( ) ( )H f E f B f= − . 

Moreover, connection m is schedulable iff the curve ( )H f  ever hits the x-axis up to 

frame Dm, where Dm represents the delay bound of the connection m. (i.e., connection m has 

to be served before the end of frame Dm.) Similarly, connection k is schedulable iff the curve 

( )H f  ever hits m k− +  up to frame Dm. Notice that a connection k is schedulable implies 

its packets would be served no later than frame Dk. As in figure 7, for connection 3, it has to 

be served before the end frame 3, which implies the curve ( )H f  has to hit the x-axis before 

frame 3. On the other hand, for the other two connections, we can verify the descriptions as 

well. This can be shown as follows, D1..m is schedulable iff there exists an fk, 1 k kf T≤ ≤ , such 

that ( )kH f m k≥ − + for all k, 1 k m≤ ≤ . 
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5.3 The minimum inter-arrival time of next acceptable connection 

Also, from the curve ( )H f , we can derive the minimum inter-arrival time of a 

connection that can be added to the existing m connections. There are two topics that we 

should concern about here. One topic is that the new connection should not to violate the 

schedulability of these existing m connections. The other is the new connection must be 

schedulable in the system, which is already proven in [2]. 

 We consider the effect of adding a new connection with inter-arrival time T to 

connection m first. Suppose there is more than one empty frame before the end of frame Dm. 

And we say frame f is a maximum (of connection m) iff it is an empty frame and 

( ) ( 1)H f H f≥ + . It is shown in [2] that if one can move the packets to an empty frame, in 

order to maintain the schedualbility of connection m, the minimum period of the new 

connection is equal to [ / ( )]f H f . Moreover, it is proven that we only need to consider the 

maxima before Dm. Therefore, in our case that D T= Ω , if we consider one of the maxima, the 

minimum inter-arrival time will be / ( ) /f H f Ω    . We can get the following statement. 

 If there are i maxima f1, f2, … , and fi up to frame Dm, then 

, 1

/ ( )
min

k k

next m k i

f H f
T ≤ ≤

     =   
Ω   

 (4.2) 

  

Figure 8 shows another example of ( )H f . In this figure, connection 5 (suppose the 

connection number increases from the left to the right) has to be served before the end of 

frame 12. There are two maxima in this case. Hence, in order to maintain the schedulability of 

connection 5, ,5 1nextT = . 
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In the case that there is no empty frame before the end of Dm. Suppose that the first 

empty frame occurs at fe. The minimum inter-arrival time of next acceptable connection will 

be , /next m eT f= Ω   . Figure 9 shows an example of this kind of case. The first empty frame 

occurs at the end of frame 4. Hence, 
,3 2nextT = . 

 

Figure 5.4 H(f) for D1..5 = [6, 16, 16, 16, 24] 
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Figure 5.5 H(f) for D1..3 = [4, 4, 6] 

 

 Let us consider the effect of adding a new connection to connection 1m − . Similarly, we 

can find 
, 1next mT − , the minimum inter-arrival time of the new connection subject to the 

constraint that connection 1m −  is served no later than frame 1mT − . A maximum now is 

defined as a frame f which satisfies 11 mf T −≤ ≤ , ( ) 0H f > , ( ) ( )H f H g>  for all g f<  

and ( ) ( 1)H f H f≥ + . We can obtain the following formula: 

, 1 1

( ) 1
min

k

k

next m k i

f

H f
T − ≤ ≤

+

   
      =  

Ω  
    

 (4.3) 

Notice that it has ( ) 1H f +  in the formula, which is different from the case when we 

consider connection m. This is because here in the case 1m − , we only discuss about the 
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schedulability about itself.  

 Also, if there no maximum up to 1mT − , then set , 1 0 /next mT f− = Ω   , where 0f  is the first 

frame where ( ) 0H f = . 

Finally, we can find 
,next jT , for all i, 1 i m≤ ≤ . A maximum is modified as a frame 

which satisfies 1 if T≤ ≤ , ( ) 1H f m i> − + + , ( ) ( )H f H g>  for all g f<  and 

( ) ( 1)H f H f≥ + . Then, we can get ,next jT  as follows, 

, 1

( )
min

k

k

next j k i

f

H f m j
T ≤ ≤

+ −

   
      =  

Ω  
    

 (4.4) 

 Now, we have known all the inter-arrival time of next acceptable connection without 

violating the scheduability of each connection. The value nextT  will be like below, 

{ }
1 ,

max
j mnext next j

T T
≤ ≤

=  (4.5) 

Therefore, Theorem 4 in [2] can be re-written as follows, 

 If ( ) 0H f ≤ , for all f, 1 f C≤ ≤ , then no more connection can be accepted in the 

system. If ( ) 0H f > , for some f C≤ , then the minimum inter-arrival time of next 

acceptable connection is given by { }
1 ,

max
j mnext next j

T T
≤ ≤

=
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Chapter 6 

Numerical Results 

 

In this section, we show our simulation results. There are four evaluation metrics in our 

simulation, which are the average sleeping cycle, channel occupancy, bandwidth efficiency 

and the number of serviced MSSs. 

 The average sleeping cycle is measured as the sleeping interval plus listening interval. 

The channel occupancy implies the ratio of the bandwidth used in the whole simulation. The 

bandwidth efficiency shows the average ratio of the bandwidth used in a frame. 

6.1 Environment setup 

The second type of power saving class defined in IEEE 802.16e is adopted here. We 

only consider the downlink scheduling for UGS traffic. Each MSS has only one connection. 

Refer to the ITU Telecommunication Standardization Sector (ITU-T) for VoIP, the followings 

are the parameters what we use in this simulation.  

We divide our simulation into two parts. The first part is evaluated with one connection 
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of type 1 and m connections of type 2. We compare our proposed methods to MMPS and 

MMPS-BF. Proposed A is each connection becomes eligible if it accumulates Ω in the queue, 

while proposed B is 1Ω − . The second part is evaluated with m connections of type2 , type 3, 

and type 4. We compare these methods as well. 

Inter-arrival rate (type 1) 15ms 

Inter-arrival rate (type 2) 30ms 

Inter-arrival rate (type 3) 60ms 

Inter-arrival rate (type 4) 90ms 

Delay constraint (type 1) 150ms 

Delay constraint (type 2) 300ms 

Delay constraint (type 3) 600ms 

Delay constraint (type 4) 900ms 

OFDM frame length  5ms 

Frame capacity (Ω) 10 

Table 6.1 Simulation parameters 

6.2 Numerical results 

Figure 6.1, 6.2, 6.3 are the simulation of the first part, and figure 6.4 and 6.5 are of the second 

part. In figure 6.1, the amount of sleeping cycle of MMPS and MMPS-BF are all the same. 

This is because they are bounded in a constant sleeping cycle, which is called the common 

sleeping cycle of all connections. The amount of proposed A (Ω case) and proposed B 

increases while the number of type 2 MSS increases. However, proposed A only can 

accommodate 5 connections of type 2, the curve would not rise up after 5 connections. This is 
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because that all the connections are supposed to be served before the head of line in the queue 

expires. Similarly, one can observe that proposed B would not rise up after 11 connections 

due to there is no more capacity for any other connection to add in. 

  

Figure 6.1 The average sleeping cycle 

 Figure 6.2 shows the channel occupancy. We can observe that all the curves are tend to 

rise up while the number of type 2 MSS increases. The ratio of MMPS is getting higher with 

the increase of number of stations. Almost every other adjacent two points are at the same 

value in the curve of MMPS-BF. The reason is that each type 2 MSS occupy half of a frame 

now. Besides, the two proposed methods are going up from the beginning. Due to the same 

reason described before, proposed A maintains the same ration after 5 connections, and so 

does proposed B after 11 connections. 
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Figure 6.2 Channel Occupancy 

 In figure 6.3, it shows the bandwidth efficiency. Proposed A obtains the best bandwidth 

efficiency with the ratio is equal to 1. This is because the each connection would only be 

served while its queue is full of Ω packets, and Ω is also the frame capacity. Proposed B 

performs worse than A by less than 0.1. The reason is that Ω-1 would not fully utilize the 

bandwidth of a frame. The curve of MMPS goes down while the number of type 2 MSS 

increases. The reason is that when there is no type 2 connection, the common sleeping cycle 

would be the sleeping cycle of type 1, and it would definitely be served Ω packets per time. 

But with adding type 2 MSS in the system, the average bandwidth efficiency would get lower 

due to type 2 can not fully utilize its bandwidth. As what we explain before, in MMPS-BF, 

each connection occupies half of a frame so that the points would be equal to 1 every other 

two adjacent connections. 
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Figure 6.3 The bandwidth efficiency 

 Figure 6.4 and figure 6.5 show the second part of our simulation. In figure 6.4, because 

MMPS and MMPS-BF have a common sleeping cycle, the number of serviced MSSs would 

be bounded at 30 here. However, Proposed A only can accommodate 3 connections ( 1m = , 

i.e. one type 2, one type 3, and one type 4 connections.) while proposed B accommodate 6 

connections. ( 2m = , i.e. two type 2, two type 3, and two type 4 connections.) 
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Figure 6.4 Number of serviced MSSs 

 Figure 6.5 shows another point of view of bandwidth efficiency. Suppose that the 

simulation here would not violate the system capacity. Proposed A achieves 1 of the 

bandwidth efficiency. Proposed B achieves 0.9 due to 1Ω −  is equal to 9. The ratio of 

MMPS-BF is almost the same as proposed B. Besides, MMPS performs the worst among the 

four methods. 
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Figure 6.5 Bandwidth efficiency 

 From the results above, we can conclude that Proposed A achieves longer sleeping cycle 

and better bandwidth efficiency than the other three methods, but it performs the worst 

throughput. Obviously, there is a tradeoff between bandwidth efficiency and system 

throughput.
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Chapter 7 

Conclusions 

 

 This thesis proposes a scheduling algorithm with a system model under the assumption 

that D T= Ω . We derive the admission control of this algorithm as well. The main idea of the 

admission control is to find the minimum inter-arrival time of next acceptable connection.  

 Our proposed method performs well in the average sleeping cycle and the bandwidth 

efficiency, but achieves worse system throughput than MMPS and MMPS-BF. In this paper, 

we only discuss the theoretical system model of Ω case. In the future, we will introduce 

, 1 ~ 1k kΩ − = Ω −  into our model. Furthermore, we will discuss the case of D T≠ Ω . 
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