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Wireless Mesh Networks

Student : Kang-Lun Fan Advisor : Dr. Ting-Yu Lin

Department ( Institute ) of Communication Engineering
National Chiae Tung University

ABSTRACT

Most earlier works in the area of wirelesssmesh network assume a single
interface being equipped in each node.~In this thesis, we consider the
next-generation wireless mesh netwaorks:in which each node may be equipped
with multiplerradio interfaces, each.capable of running in one of several modes
(IEEE 802.11"b/g 2.4GHz or 802:1ta-5GHzsmode), one 0f several channels,
and each capable of supporting multiple-modulations. We call such a network
an M* (multi-radio, ‘multi-mode, multi-channel, multi-rate) wireless mesh
network. For example, from off-the-shelf components, one can easily construct
a mesh node with multiple IEEE 802.11a/b/g radio interfaces. Our goal is to
address the resource planning and packet forwarding issues in such an
environment.

The proposed methodology is based on linear programming with network
flow principles and radio channel access/interference models. Given a network
topology, traffic requirements, and gateway capacities, we show how to
allocate network interface cards and their channels to fully utilize channel
bandwidths. The results can be utilized by a wireless Internet service provider
to plan their networks under a hardware constraint so as to maximize their
profits. To the best of our knowledge, this is the first work addressing resource
planning in a wireless mesh network. Our numerical results show significant
improvement in terms of aggregate network throughput with moderate
network-layer fairness. The importance of network planning is further
corroborated by the simulative comparisons with other multi-radio systems
assuming a known and fixed number of interfaces at each mesh router.
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Chapter 1

Introduction

The wireless mesh network (WMN) is a promising solution to the last-mile wireless
Internet access problem.. It can effectively complement the limitation of WLAN coverage.
Applications of WMN include enterprise-wireless baekbones andscommunity networks [15].
In [5], two mesh hierarchies are defined:. infrastructure mesh andsclient mesh, where the
former has much less mobility than the latter. Reference-[14] points out that a WMN
may suffer from the scalability problem as the network grows due to the contention and
interference among hosts. To mitigate the scalability problem, one may explore advanced
transmission techmologies (such as smart or MIMO antennas [11;17,22]) or layer-2 or layer-
3 solutions based on commodity radio modules [3;658,9, 12,16, 18,19, 21]. Several works
show how to increase WWMN capacity by adaptively adjusting the data rates [4,7,13,20].

In this thesis, we adopt the latter approach based on.commodity components. We ex-
plore the possibility of multi-interface, multi-channel model. For example, IEEE 802.11a/b/g
has 12/3/3 non-overlapping channels available. One can easily make a multi-interface

1

mesh node by off-the-shelf components.” Several works have addressed the related is-

sues. In [10, 24, 25], the authors propose to use a dedicated interface running on a

'With the advance of communication hardware technology, and cost-reduced networking modules,
nowaday computing devices are often capable of operating/communicating on/through different radio
frequencies (e.g., WiFi/Bluetooth/WCDMA possibly readily available at a single laptop, which may
be installed with another WiFi card via the PCMCIA interface). Hence, equipping multiple wireless
interfaces at a single host is getting affordable and its popularity can be expected in next-generation
wireless-enabled computers.



control channel to negotiate the data channels to be used by other interfaces. Refer-
ences [3,6,8,12,16,18,19] propose to treat interfaces equally and some channel assignment
techniques are used to exploit spatial reuse.

The above works all assume that the number of interfaces in each mesh node is given.
In this thesis, we address the resource planning problem in a Multi-radio Multi-mode
Multi-channel Multi-rate (M*) wireless mesh network. Our approach is based on linear
programming. Based on the well-known IEEE 802.11 channel contention model, we com-
pute the near-optimal number of radio modules that should be equipped in each node
and the channel that should be bound with each interface. We present two resource man-
agement and channel assignment.algorithms: Decremental Interface Management (DIM)
and Incremental Interface Management (IIM).

Our ultimate goal is to maximize the traffic volume in/out of dnternet gateways of the
mesh network, under the restrictions of netwerk topology. (connectivity status), available

resources, and user’s_traffic needs. We summarize-our contributions as follows:

e Instead of eonsidering only a single‘factor, our approach addresses all practical
characteristics of wireless eommunications, including the available non-overlapping

radio channels and.the interference factors-among neighboting mesh nodes.

e Resources are allogated t0 mesh nodes based on_user’s traffic requirements, available
hardware /radio modules; and gateway capacities. We allow nodes to have different
numbers of radio interfaces. Not only addressing the related multi-channel issues,
we also provide a guideline to wisely distribute the deployment costs considering
an optimized network system. To the best of our knowledge, this is the first work

addressing resource planning in wireless mesh networks.

e In order to enable simultaneous traffic incoming/outgoing through different radio

modules of the same mesh host, we propose to perform multi-path packet forwarding



(data flow splitting) to further exploit the benefits of having multiple transceivers.

This idea will be elaborated in more detail in Chapter 3.4.

The remaining thesis is organized as below. Chapter 2 reviews past related work in
M* wireless mesh networks. In Chapter 3, we introduce the M* network architecture,
our linear programming model for network optimization, two resource management and
channel assignment algorithms, and our packet forwarding strategy. Chapter 4 presents
the numerical and simulation comparison results. Finally Chapter 5 draws our conclusions

and future plans.




Chapter 2

Related Work

The design of multischannel WMN has been investigated in several works [3,8,9,12,
16,18,19,21]. These works treat all Channels equally basedson the IEEE 802.11 MAC
mechanisms and have a goal of minimizing the contention among wireless links. A single-
transceiver model 18 assumed-in [9, 21}, while a nulti-transceiwersmmodel is adopted in
[3,6,8,12,16, 18,19]. For a single-transceiver system, the radio interface in each node
needs to switch among channels. This will results in the multi-channel hidden-terminal
problem [21]. Sothe authors in/[21].propesedstorembedra negotiation phase in the ATIM
(Ad Hoc Traffic Indication Map)-window that is"periodically sent under the Power Save
Mode (PSM). Every fiode has.to go to a pre-defined controel channel when entering the
ATIM window. The negotiation phase is-to-determine data channel to be used after the
ATIM window finishes. The Slotted Seeded Channel Hopping (SSCH) mechanism [9]
divides the time axis into virtual channels. Each virtual channel’s hopping sequence is
determined by a (channel, seed) pair. Whenever a sender wishes to communicate with
a neighbor, it changes its hopping schedule to the receiver’s in the corresponding virtual
channel. SSCH requires a looser time synchronization than [21], but its channel switching
overhead is high.

References [3,8] pointed out the advantage of equipping multiple radio interfaces on a



Figure 2.1: Illustration of the multi-radio benefits (the number associated with each edge
indicates the channel number used): (a) enabling simultaneous transmissions between
routes (inter-route contention removed); (b) further enabling simultaneous transmissions
between consecutive hops along a route (inter-hop contention eliminated).

single mesh node. Such system can alleviate both inter-route and inter-hop contentions.
As shown in Fig. 2.1, two data paths A-B-D and A-C-E both operating on channel 1
cannot be active at the same time, due to inter-route contention. The two data flows can
be made active simultaneously by adding one more interface binding to channel 2 on node
A and switching nodes ‘C;.E to operate on channel 2, removing the inter-route contention
(Fig. 2.1 (a)). However, since wireless links A-Bsand B-D wuse the same channel 1 along
the A-B-D route; the contention -between consecutive hops remains. By adding another
radio modules omnodes.B; C and switching nodes D, E to channels'3, 4 respectively, the
inter-hop contention problem can be further eliminated, sothat linksit A-B, B-D, A-C, and
C-E now become interference-disjoint and can be made active simultaneously (Fig. 2.1
(b)). Note that designing multiFradicmulfi-chaniel protocols is non-trivial, requiring not
only methods to assign channels intelligently, but also cautions to take care of network
connectivity. Furthermore, in.case that interface switching between channels is necessary
in any proposed protocols, the' multi-channel hidden-terminal problem, as characterized
in [9], should be treated carefully to avoid degrading performance due to packet collisions.

Several works have addressed multi-channel MAC /routing protocols based on IEEE
802.11 [6,12,16,18,19]. In [16], the authors suggested to associate a radio interface to
a fixed channel and use the remaining interfaces to switch among other channels. The
fixed channel is determined by each mesh node so as to evenly distribute all available
channels in a neighborhood. Whenever a sender wishes to communicate, it tunes one of

its switchable interfaces to operate on the receiver’s fixed channel. In addition to interface



assignment strategy, reference [16] also proposed a multi-channel routing protocol (MCR)
considering the costs of interface switching and channel diversity when selecting a route.
Ideally, the MCR protocol assigns the most cost-efficient route to each communication
flow, so that multiple wireless links operating on different channels along the selected
route can be active simultaneously (inter-hop contention problem considered). However,
since routes are determined independently in MCR, the inter-route contention problem,
as explained in Fig. 2.1, remains unaddressed.

In [12], a Multi-Radio Link-Quality Source Routing (MR-LQSR) protocol is proposed.
The goal of this protocol is to discover a high-throughput route between communicating
entities in a multi-radio multi=hop wireless mesh network. The authors defined a Weighted
Cumulative Expecteds Transmission Time (WCETT) metrie, for path selection. Using
WCETT, one maygpredict the transmission efficiency. considering packet data rates and
channel diversity along a single route. ;As aresult, the inter-hop contention problem as
characterized in“Fig. 2.1 is handled by the proposed routing protocol. However, since
routes are evaluated individually, contention between communication flows (inter-route
contention) is also ignored in this thesis] lacking a global optimization for the inherently
cooperative wireless network system.

In [18,19], also targeting on"a multi-radio multi-channel wireless mesh environment,
the authors proposed a get of eentralized [19] and distributed [18] channel assignment and
routing algorithms. Since channel assignment and routing tend to affect each other, the
proposed protocol repeats the two processes periodically to check if the current settings,
including channel binding and route selection, meet the requirements of traffic loads and
inherent wireless link capacities. The load-aware channel assignment algorithm does not
require any specific routing algorithm. Whenever no feasible route can be found by
the routing protocol, the procedure will go back to re-perform the channel assignment

algorithm, so as to find a reasonable route for the data flow that fits in all wireless



link capacities along the path. This thesis considered both the inter-route and inter-hop
contention problems. However, there is no guarantee of finding an optimal channel setting
for arbitrary routing protocols, especially in real environments where asymmetric links
are common, transmission rates vary a lot, and link quality is often different from channel
to channel. In addition, like the previous two works [12,16], proposals in [18,19] also
ignore the problem of optimizing the number of radio modules assigned to a mesh host.

In a recent work [6], the authors proposed a joint channel assignment and routing
protocol to optimize the network throughput subject to fairness constraints. The opti-
mization methodology is also based on linear programming. Given the interference model,
number of available channels; aggregate user traffic demands, and number of radios at
each mesh router, [6] addresses the interference-free link scheduling, routing, and chan-
nel assignment problems (RCL algorithm). We share. the similax idea of traffic splitting
over multiple routing paths to_achieve load+balancing by performing traffic engineering
techniques as proposed by [6]. In RCL, all wireless channels are assumed to have equally
maximal data rate and gateways assumed toshave unlimited capaeity, which are differ-
ent from our assumptions in this thesis! Additionally, [6] also uses an equal and given
number of interfages at. each mesh: router jas most previous works.do, ignoring the prob-
lem of optimizing radio mumbers for heterogeneous (forwarding) traffic requirements at
mesh routers. We will.teport: and discuss the performance comparison results through

simulation experiments in Chapter 4.3.



Chapter 3

Resource Planning in an M*

Wireless Mesh Network

This chapter figst defines the architéetire of our A% wireless mesh network. Then we
propose a linearprogramming model to allocate radio interfaces té"imesh nodes and bind
channels to these radio interfaces. Two schemes called Decremental Interface Management
(DIM) and Incremental Interface Mamnagement (IIM) are proposed, In Chapter 3.4, we
re-visit the contention problems as.depicted imFigr2:17 and propose a multi-path packet
delivery function (mPDF) to further exploit the advantage of having multiple radios and

channels.

3.1 Network Architecture

We consider an M* network as shown in Fig. 3.1. Each mesh node is equipped with
one or multiple wireless interfaces. Each interface can operate in one of several modes. In
this thesis, we consider IEEE 802.11 a/b/g. Each antenna can be either omni-directional
or directional. Also, an interface can support multiple modulations with different trans-

mission rates. It is assumed that an interface is capable of selecting the best modulation



” DSL/Cable modem

T E[(({:I )

mesh network may hay T b 0 s with different band-
widths.
3.2 Linea

To construct a cost- llocate interfaces to nodes, assign
channels to them, and balance tr i ateways. The network is modeled by

a directed graph G = (V| E), where V is the set of mesh nodes and E the set of wireless
links. Note that F is determined by how we allocate interfaces. We make the following

assumptions and define several notations:

e There are totally N interfaces available.

e The maximal number of non-interfering channels is C.



o All user traffic is destined to the Internet. We assume that each mesh node v; is
associated with an uplink load upper bound u¥, a downlink load upper bound u¢,

an uplink load lower bound /¥, and a downlink load lower bound [¢.

e A subset V9 C V of mesh nodes are designated as Internet gateways and the re-
maining subset V" are designated as hosts, that is, V = V* U V9. We assume that
only hosts in V" generate traffic. In case gateways in V9 have some traffic demand,
we can re-define the node set V. For example, we can transform the original network
architecture as Fig. 3.2 into a new graph as Fig. 3.3. We create two virtual gateway

nodes, v1p and v1;, which d 3 W traffic relaying without generating traffic and

have unlimited bandw rom neighbao hosts, v3 and vs. Note that the

two figures ha d" lition, for each v, € V9, we
use B and B ,gj hs, respectively, to the

Internet.

e For each p ¢ bit rates from v; to v; and from

Figure 3.2: An example wireless mesh network architecture in graph representation.

10



Figure 3.3: A simp and Internet gateways.

v; to v; o d f;:|k], respectively.!

Note that v; depends on how
we allocate. not have an interface
on channel i fi Ak 5 . The best. rates may depend on
factors suchras si n dis ¢. For link asymmetry, it is

not necessary

e Depending on how i e the set of wireless links oper-

ating on channel k as E* = {¢;;|fi;nmy > 0}. As a result, the set of all wireless links

is B =U{_ E*

e In order to represent how interfaces are allocated and how channels are bound, we

1On measuring the best achievable bit rate from one mesh node to the other, one may utilize probing-
based quality evaluation by testing all available physical channel rates and tracking the respective packet
loss ratios. In this thesis, we adopt the methodology proposed by [4] to obtain the best bit rate for a
wireless link.

11



define a channel vector c¢; for each host v;. For each element k£ in¢;, k=1...C":

1 if v; has an interface operating on channel &
Cilk] =
0 otherwise.
Note that it makes no sense to bind multiple interfaces of a host to the same channel.
So the number of interfaces owned by v; is the cardinality of channel vector ¢;. In
Section 3.3, we will discuss how to determine this vector for each mesh node. Then

we can define the connectivity vector c;; as an indication of connection status between

v; and v;. For each element_k in €;;3k .. C:

'
1

e To formul 3 EE to be the set of links
v

in the interf = {epql€p, € EF and

e Next, we define Tiisn S the actual uplink traffic generated by source node v,
over wireless link e;; using channel k, and similarly xfj[dyk] as the downlink traffic
forwarded to destination node vg over wireless link e;; using channel k. Moreover,

we define x50 as the aggregate traffic load on wireless link e;; using channel £,

where Tijlok] = szeV(x?j[s,k] X Cij[k]) + Zvdev(xgj[d,k] X Cij[k])'

2 Alternatively, some separate algorithm may be devised to establish the interfering link set for every
node pair.

12



e For each gateway host v, € V9, we define the aggregate uplink/downlink traffic via

out

vm to be g2 /g™ where:

got =g, gt =" g,
vs €V Vg€V
A summary of notations is given in Table 3.1.
Our ultimate goal is to maximize the mesh network capacity such that the traffic
flowing in/out of the set of gateways is the largest, without violating the traffic require-

ment (upper and lower bounds) of each mesh node. Our approach is based on linear

programming. The objective

subject to the foll

(2) gateway constraint:

out

gt + g,iff <b - [if uplitk and downlink share
the bandwidth

gt < BY gin < B4 otherwise.

Due to the fact that radio channel bandwidth is shared by all wireless links within

the interfering range of edge e;;, we add one more constraint to reflect the channel model

13



Table 3.1: Summary of notations: (a) parameters that are given and (b) parameters that
are to be determined.
(a)

w Maximum uplink traffic load allowed at node v, (upper bound)
v, Minimum uplink traffic load required at node v; (lower bound)
ud, Maximum downlink traffic load allowed at node v, (upper bound)
4 Minimum downlink traffic load required at node v, (lower bound)
fing Capacity of directional wireless link g; over channel k
B, Capacity of (Ethernet/T1/T3) gateway node v,
BY, Uplink capacity of (xDSL/cable modem) gateway node v,,
B, Downlink capacity of (xDSL/cable modem) gateway node v,
Numbei i fabl

based on IEEE 802.11 DCF contention protocol:

Z (qu[O,k]/qu[k]) <1.

epg€IEY;

14



Constriants
Constriants of hosts
A<ut Vv, eV
A <ul vy, eV
A=l Wy eV"
A1 Wy, ev”

Constriants of links (interference model)

_ u d h h
Xitox1 = Z)cij[s'k] + inj[d‘k] Vv, eVhiv, eVik,cpy >0

vJeV" vy ev!
X pgl0.k
Zpal0h < q Yy, € Vh,ij e Vh,k,c,.j[k] >0
epquE;’/‘ qu[k]

u h
Xijrony 2 0 Wy, eV,vj eV,v, eVik,cyy>0

ijlk]

d h
Xigan 20 Vv, eV, eV, eVik,cp, >0

Constriants of gateways

g™ +gh<B, Vv, eV*
g < By Vv,eV*® (for xD
gr<B! Wy, eV
g =y gl W,

v, eV
gn =g, -
vyev” -
g 20 v :
gciin,m 20 Y :

Uplink flow conservatbn

Among hosts and links
A= Y Ko Wy eV

v; eV.k
Cyjin) >0

Among links
u _ u h ho» !
foi[f’~k1 = zxij[s,,k] Wy, eViv, eV izs

vleV",k v, eV.k

gy >0 Cyiry >0
u _ h
E Xy =0 Vv, €V
v; eV k
Cirtr >0

Among links and gateways
le_‘:n[s,,k] =g v, eV'y, eV¢

v; evh Jk
Cinti1 >0

Downlink flow conservaton

Among hosts and links
d d h
Ay = zxjd’[d’,k] Vv, eV

v;eV.k
€ >0

Among links
d d h h -
K = inj[d,,k] Y, eV'v, eViizd

v; th,k
S >0

3.3 Resource Allocation and Channel Assignment Tech-
niques

In this section, we present two algorithms to distribute available radio modules and
perform channel arrangement: Decremental Interface Management (DIM) and Incremen-

tal Interface Management (IIM). Our goal is to derive the channel vector ¢, Vo; € Vh

15



and feed it back into our linear programming (LP) model introduced in Section 3.2 to
maximize network throughput. Based on the two strategies, we decrease/increase net-
work interfaces step by step until all available modules are used up, solving the linear
model repetitively. At the end of these algorithms, we can obtain n;, the required num-
ber of IEEE 802.11a/b/g radios associated with host v; (under the N limitation), in the

following way:
c
Z Cilk] = T,
k=1

where » , cynni = N.

Before we describe the two algdrithms in morewdetail, Fig. 3.5 summarizes the inputs,
outputs, and variables used in the proposed DIM and IIM mechanisms.

The first proposed. technique is Deeremental Interface Management (DIM), which
starts from equipping each mesh host with the maximal number of radio interfaces, i.e. C
NICs, since C' is the total number of non-overlapping channels. 'Assume that the number
of available radio modules N is insufficient to sipport €' NICs on each mesh host. In
addition, as we will observe in Section'4 it is not necessary to use all the C' interfaces
equipped on each host in order-to achieve the maximal network throughput. Instead,
several interfaces gcan be. removeds without degrading the system; for there exist several
wireless links over certain ‘channels with zero traffic lows based on our LP calculation.

In the proposed DIM algorithm, we first remove-those useless interfaces and check if the

Input: Bounds of host traffic {u}, {u! },{I/'},{L’} , capacity of links { Sy} » bounds of gateway
traffic {B,, },{B"},{B’}, number of available channels C, number of available NICs N.

Output:  Channel boolean vector {c;,, } .

Variable: Actual host traffic {4 },{ ljl }, actual link traffic from/to host Vy/vy { xi‘]‘.“,’ k1) {x,_.‘;l T

actual gateway traffic {g},{g,' }, actual number of NICs N’.

m

Figure 3.5: Summary of inputs, outputs, and variables used in both the DIM and IIM
procedures.

16



total number of NICs used satisfies the N limitation. If so, the algorithm terminates
and returns the channel vector ¢;; along with corresponding traffic distribution patterns
for our packet delivery function (mPDF), which will be presented later in Section 3.4.
Otherwise, we need to evaluate each NIC and find out a least useful interface for removal
from the system. This process is repeated until the total number of used NICs meets the
N requirement.

Now we present the interface evaluation strategy adopted by DIM. For each NIC
operating on channel & equipped on mesh host v;, we calculate the aggregate traffic (both

uplink and downlink) ajiyy handled by the i

¥ (3.1)

¥

:
Yo, € VP 1 < d. i g ] llest af[k]. However, to
avoid removing S S L erthe aggregate traffic
al' experienced b i interfac § >-following equation:

Vu; € VP, and define w;p = affy 7

Only those NICs with w;x) < 1 will be considered for removal.

Among those candidate NICs, we remove the interface which yields the minimum value
of a;‘[k] Xwjpr. All interfaces are evaluated and removed one by one until the number of total
used NICs becomes equal to N. Fig. 3.6 provides a pseudo-code for the DIM algorithm.

Next, we introduce the Incremental Interface Management (IIM) strategy. Initially,

we deploy one NIC on each mesh host, and bind the interface to operate on the best-

17



begin
Set {c;;;} such that each host has C NICs operating on the corresponding channels;
Count the total number of used NICs N’; // currently N’ = C |V
while true do
Solve the LP (input: {u;"}, {u’ }, {1/ }.{{' ), { f14)}- (B, }- (B 1. {Byy . C. N fey) )
output: {24}, (A7 }. (ot} (s 1 (82 Vg ) )
if not feasible then
return NO_SOLUTION;
else {
remove all interfaces involving with no traffic loads;
if NV = Nthen
return _{c;,,}3
}
endif;
Compute the aggregate traffic (uplink and downlink) handled by each NIC i[k] : {a;,,};
Compute the aggregate traffic (uplink and dewnlink) experienced by each host v, : {a/'};
For each host v; and channel k, compute {w,,, =a/,,/a.'};

Choose the interface with minimum'( al.'E o g W) wWhere: Wi < 1; suppose i’, k’ satisfy;

Copy = Ttalse;  /lreset i€ A
N =N -1; /I'interface binding to channel kK’ on host V;:'has been removed
endwhile;

end.
Figure 3.6: Decremental Interface Management (DIM) algorithm pseudocode.

condition channel. In other words, we test on all available channels, and choose the best
channel, which produces the maximal network capacity based on our LP calculation. We
then use the selected channel to construct a single-channel wireless mesh backbone as

the initial phase in our IIM algorithm to avoid any performance bias due to bad initial

channel selection.

Assume that N is larger than the network size [V"], so as to realize a multi-radio

18



system. Once the initial single-radio mesh has been optimized by our LP model, we start
to add interfaces one by one based on the LP results. This process will be repeated until
all N available NICs have been distributed out.

Note that during the process of adding interfaces, we may be unable to find a feasible
LP solution due to insufficient number of deployed NICs for supporting required user
traffics. In this case, we repetitively reduce the traffic lower bounds (I;) for both uplink
and downlink at each mesh host v; in a exponential way (I; — [;/2 — [;/4 — ---) until
a feasible LP solution is discovered. The lower bounds are restored to obtain a new LP
solution, after wireless links are evaluated and more interfaces are added in.

Now we present the criteria for adding interfaces. ;\We hope to characterize the most
congested wireless linkyso as to-add interfaces binding te another channel for traffic relief.
For more accurate judgement, we recall the set / EZ of interfering links for edge e;; using
channel %, and define n;jj,) =-|1 EZ| We choese theedge e;; with the maximum value of
(zij0.01/ fijim) X Tijpe] (veferto Section 3.2 for the.definitions of ;j0,1.and fiji) for adding
interfaces on communicating hosts v; and.v;.

Once the most congested link is décided, we intend to select a channel with the lightest
traffic load within: the neighborhood of selected edge e;;. Obviously, we want to avoid
choosing the channelthat both hosts v; and v; already have. ZAs aresult, for each candidate

channel, we calculate the aggregate link traffic O] for all links in [ Efj, where

G =D Tpaoid,

epq€IEY,

and the aggregate link capacity alfj[k} of all links in [ Efj as follows:

f
iie) = Z Fpqh-

epq€IEY;
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begin
half :=0;
Set {c,,} such that each host has 1 NIC and all NICs are on the same best condition channel;
Count the number of NICs N’; // currently N” = V|
while true do
Solve the LP (input: {u}'}, ;! }, (4 1AL} ( fyu 1o (B, 1. UBy, ) 1B ) CoN ey }
output: {2}, (A1} {xly iy b Lxih i 1o (8207 1 (8101 )
if not feasible then
if N’=Nthen return NO_SOLUTION;
half := half + 1;

for each i do

I'=1"12; // reduce traffic bounds in order to obtain a feasible solution
I8 =1012 // when the number of interfaces is insufficient to support
endfor; // required traffic needs

IH: a1

let | n,»j[k]=|IEk,»j|}

i, j .k’ satisty;

Eki’j' 5
ks in IEk,v-j’ ;

he channel with minimum (X a%jy/ 2 d suppose k” satisfies;

endif’,

if ¢y =Tfalse and N’ <N then

C jipgny 1= true;
N’:=N’+1; //add one more NIC binding to channel £ on host v;
endif;

endif’; endwhile; end.

Figure 3.7: Incremental Interface Management (IIM) algorithm pseudocode.
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The IIM algorithm chooses the channel with the minimum value of afj[k}/ afﬂk], and
add interfaces on hosts v; and v; binding to the selected channel accordingly. A detailed

pseudo-code for IIM algorithm is illustrated in Fig. 3.7.

3.4 Multi-path Packet Delivery Function (mPDF)

As one may notice that, in the proposed linear programming model, we maximize the
network throughput by enabling simultaneous transmissions/receiving over non-interfering
channels. As explained previously in Fig. 2.1, the adoption of multiple radio modules on
mesh hosts can effectively mitigate the'inter-route and inter-hop contention problems. In
this section, we re-visitthe concept of simultaneous communication actions, and point
out that our proposedsmethodology can further exploit the advantage of having multiple
radios and channels to-achieve an optirized M* WMN infrastructure.

In traditionalsingle-radio single-channel WNNs, multi-path packet forwarding is not
favorable since.multiple interference-disjoint paths are difficulti to,discover due to the
single-channel inter-route contention.problem. As characterized in Fig. 2.1, by utilizing
multiple radio modules on mesh hostsytherintersroutescontention problem can be allevi-
ated, making the multi-path packet forwarding become feasible."As a result, in addition
to enabling simultaneous communications between two-flows, we propose to further split
traffic loads over multiple paths for a singleflow. Fig. 3.8 (a) shows the resulting radio and
channel configuration. Suppose that route A-C-E is the original single path. We observe
that, by adding one more radio on each of nodes D and E binding to channel 5, we can
enable two non-interfering forwarding paths for simultaneous transmissions for a single
flow, as illustrated in Fig. 3.8 (b). The routing solution provided by our proposed LP
model is actually a multi-path forwarding mechanism, to which we refer as the multi-path
packet delivery function (mPDF).

Note that the multi-path problem is a subset of the inter-route contention problem.
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B 3
M o
(@) (b)

Figure 3.8: The idea of traffic splitting for communication flow from sender A to receiver
E in the proposed multi-path packet delivery function (mPDF): (a) original single-path
and (b) multi-path delivery by adding one more radio module on each of nodes D and E
binding to channel 5.

Multiple routes whether belonging to multiple flows or a single flow are possible to be made
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Chapter 4

Performance Evaluation

our network. The IEEE 802.11 MAC protocol with RTS/CTS four-way handshaking

mechanism is adopted in our channel contention model.
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Figure 4.1: The mesh grid with Internet gateways-located at the upper-left and bottom-
right corners.

4.2 Numerical Results

This section presénts the numerical results. Weadopt a mixed ititeger linear program-
ming (MIP) solving tool [1] to perform the LP calculation. In the following presentation,
we vary several critical parameters, mecluding available number of channels and radio
interfaces, network sizes and configurationss gateway capacities, and effective link data

rates to observe the'feasibility of our proposed methodology.

4.2.1 Varying Number of Available Channels and Interfaces

In this section, we first experiment on a 4 x4 grid mesh with 2 Internet gateways located
at the upper-left and bottom-right corners separately. The IEEE 802.11b environment
with 3 orthogonal (non-interfering) channels is considered. Assume that all mesh hosts
have the same traffic requirement for both uplink and downlink data flows. Denoted
as U and L, the traffic upper bound and lower bound are set to be 5 Mbps and 0.2

Mbps, respectively. In addition, suppose that symmetric gateways are used, each with
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bandwidth capacity B equal to 100 Mbps, and that all wireless links have the same bit
rate F' equal to 5.5 Mbps. Fig. 4.2 shows the results for the DIM and IIM strategies. As
we can see from this figure, the aggregate network throughput grows as N and C' increase.
An interesting observation is that, when 3 orthogonal channels are being used (C' = 3),
both DIM and IIM yield 4 times the throughput of a single-channel system (C' = 1) by
adding only 10 more (164+10=26 in total) network interfaces (i.e., 1.625 NICs per mesh
host in average). In other words, to achieve the maximal network capacity with 3 channels
available, it is not necessary to equip each mesh host with 3 NICs for utilizing all available
radio bandwidths. Furthermore, as shown in Fig. 4.2, once the throughput saturates at
its maximum point, adding network interfaces contribute little to the performance, since

the bottleneck now lies i the number of orthogonal channels.C'.

4*4 grid, U=5, L=0.2, B=100, F=5.5, DIM 4*4 grid, U=5, L=0.2, B=100, F=5.5, IIM
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Figure 4.2: Aggregate network throughput vs. number of available radio interfaces for
maximal 3 orthogonal channels in the IEEE 802:11b environment using (a) DIM and (b)
IIM algorithms.

We conduct another experiment considering the IEEE 802.11a environment, also in a
4 x 4 grid topology having 2 Internet gateways. Though with 12 non-overlapping chan-
nels, IEEE 802.11a is conceived to have maximal 8 orthogonal (non-interfering) channels
available in many areas around the world. As a result, we adopt this assumption and

define related parameters U and L to be 20 Mbps and 0.2 Mbps respectively, B and F
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to be 500 Mbps and 24 Mbps respectively. Fig. 4.3 plots the results. In this figure, we
observe that by using 54 network interfaces in total, averagely 3.4 NICs per mesh host,
we can maximize the network throughput and fully utilize the total radio bandwidths
that 8 orthogonal channels can provide. This result is encouraging for we do not need
to deploy a large number of 8 NICs on each mesh host, in order to take advantage of
all channel bandwidths. Note that different network configurations and parameter set-
tings will produce various values of required N. In real WMN systems, given user traffic
requirements, network connectivity function, gateway capacities, and wireless link data

rates, an optimal value for N should exist to achieve a reasonable deployment cost.

4*4 grid, U=20, L=0.2, B=500, F=24, DIM
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Figure 4.3: Aggregate network throughput vs. number of available radio interfaces for

maximal 8 orthogonal channels in the IEEE 802.11a environment using (a) DIM and (b)
[IM algorithms.
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Figure 4.4: Aggregénte network throughput wvs. number of available radio interfaces in
the IEEE 802.1Ta_environment withevaryingslinksbitsrates (uniformly distributed over
(0,24]Mbps) using (a) DIM and (b) IIM algorithms:

4.2.2 Varying Network Configurations :

Next, we investigate the impacts of differept network configurations on aggregate
throughput. We vary the network configuration by changing F' function, network size,
and gateway bandwidth capacities. Below we report the results in order.

Since in real environments, data rate differs from link to link due to distinguished
surroundings and channel conditions, we now remove the constant link capacity assump-
tion, and let F' uniformly distribute over the range of (0,24] Mbps. The rest of parameter

settings is the same as in Fig. 4.3. Fig. 4.4 illustrates the results. Though with lower
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network throughput due to imperfect link data rates, Fig. 4.4 shows similar trends and
phenomena as we observed from Fig. 4.3. As we can see from the figure, DIM outperforms
IIM as C' increases by keeping N at a lower number, which suggests that the proposed
DIM strategy is more adaptive than IIM when dealing with varying link bit rates.

Now we focus on the DIM algorithm, and vary network size from 3 x 3 to 7 x 7
to verify the scalability of our proposed strategy. We experiment on the IEEE 802.11g
system with 3 orthogonal channels. The rest of parameter settings is the same as the
previous experiment. Fig. 4.5 illustrates the derived network interface deployment and
channel bindings for different network sizes. As we observe from the figure, hosts close
to gateways (including gateway itself) are usually. equipped with more radio interfaces,
since Internet access ig;the maim purpose of our data-packetss, Because the two gateways

have identical bandwidth, the number of radio modules deployed at the two gateways is

O gaenay
(O host
channel 2

channel 3

(d) 6%6 grid, N=54, Throughput=128.4 (e) 7*7 grid, N=74, Throughput=126.2

Figure 4.5: The interface distributions and channel configurations for different network
sizes in the IEEE 802.11g environment using the proposed DIM algorithm.
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almost the same. In addition, the network throughputs are kept above 100 Mbps whether
it is a small (3 x 3) or large (7 x 7) grid, suggesting that the proposed strategy is scalable.
Scalability property is critical for WMNs in designing an easy-to-deploy high-performance
wireless mesh backbone without paying much unnecessary attention to the network size
and routing path length.

Also focusing on the DIM strategy, in the next experiment, we enable heterogeneous
gateways by setting the upper-left gateway capacity to be 5 Mbps and the bottom-right
one to have 500 Mbps bandwidth capacity. The rest of parameter settings is the same
as the previous experiment. We test on the 4 x 4 and 5 x 5 grids. Fig. 4.6 depicts the
resulting network configurations. Due to distinguishedgateway capacities, most traffic is
directed toward the bottem-right gateway for load balancing .As a result, more interfaces
will be assigned topthe bottom-right gateway. Furthermore; Fig.s4.6 (a) and Fig. 4.6 (b)
show similar throughput performance despite|their different metwork sizes, which once

again validates the scalability of our proposed-methodology:

(@) 4*4 grid, N=24, Throughput=75.9  (b) 5*5 grid, N=38, Throughput=74.6

Figure 4.6: The interface distributions and channel configurations for (a) 4 x 4 and (b)
5 x 5 grids in the IEEE 802.11g environment with unbalanced gateway capacities using
DIM algorithm.
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4.2.3 Single-radio versus Multi-radio Systems

In the final experiment, we go back to the 4 x 4 grid, and study the performance im-
provement provided by multi-radio multi-channel systems. We denote the Single-Interface
strategy as SI, which is adopted in the single-radio system. For single-radio networks
with varying link capacities, SI performs our LP calculations for all available channels,
and selects the best channel producing the maximal throughput as our comparison base.
For multi-radio networks, we perform the proposed DIM and IIM algorithms to manage
available NICs and arrange channel bindings. Fig. 4.7 shows the throughput comparisons
between single-radio and multi-radiossystems. [The setting of N function is based on the
observations from our pre¥ious experiments in the 4-X 4.¢rid, making N to increase by
4 every time one moré echannel is available to the network.=AS we can see from Fig. 4.7,
the advantage of using multiple radio.interfaces on mesh hosts is obvious, as the through-
put performance ¢an be easily boosted up to'5 times thatiof the single-radio systems by

equipping reasomable number of NICs (< 3) on'each mesh host.

4*4 grid, U=20, L=0.2, B=500, F=24, 4*4 grid, U=20, L=0.2, B=500, F=(0,24],

N =16*[1+( C -1)*0.25] N =16*[1+( C-1)*0.25]
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Figure 4.7: Throughput comparisons between single-radio and multi-radio systems in the
IEEE 802.11a environment with (a) constant and (b) varying link bit rates.
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4.3 Simulation Results and Comparison

In this section, we report the simulative performance comparison with the RCL al-
gorithm proposed in [6]. The simulator used for experiments is ns-2 [2] with multi-radio
extension. Two-ray ground model is adopted for the radio propagation path loss. Note
that to the best of our knowledge, our work is the first to address the optimization of
the number of equipped radios at each mesh router. As described in Section 2, we have
a different problem scope from the RCL algorithm. To provide a fair comparison, let us
make the following assumptions in the simulations for both the RCL and our algorithms.
First, up-link and down-link traffiés are assumed to be symmetric, though our algorithm
handles asymmetric up- ahd down-link traffics. Second, we also adopt the protocol model
of interference, and assume the interference sources.eonsist of 2shop neighbors of both the
sender and receiver (with RTS/CTS-enabled). Third, equal’data rate (capacity) for all
channels and links is assumed. Fourth, gateway capacity is limited. Fifth, given a fixed
total number of available radios, RCL will allocate equal number to each mesh router,
while our propesed algorithm will assign, leterogeneous numbers™fo nodes in order to
balance the loads:

To demonstrate-the importance ‘of network planning, we tise the same parameter set-
tings as in Fig. 4.2 with total available number of orthogonal channels C' = 2. Experiments
are performed using three different grid topologies: 3.x 3, 4 x 4, and 5 x 5. Table 4.1
summarizes the aggregate network throughput yielded by the three algorithms under dif-
ferent network sizes. Here N denotes the total number of required radio interfaces by
each algorithm. As we can see from this table, to achieve comparable network through-
put, our proposed DIM and IIM approaches always result in a smaller total number of
radio interfaces needed. Under the 5 x 5 topology, our IIM algorithm even requires only
half as many as the number of radio interfaces used by RCL (N = 27 vs. N = 50) to

achieve similar throughput performance, thus saving deployment costs. Consequently,
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network planning by distributing available radios based on different (forwarding) traffic
requirements at mesh routers has been effectively exercised by the proposed DIM and IIM
algorithms.

Table 4.1: Comparison of the RCL algorithm equipping two radio interfaces at each mesh

router with our proposed approaches having the capability of distributing radio interfaces
based on load-sensitivity.

3x3 4x4 5x5

RCL (Mbps) 18.0341 N=18 17.2148 N=32 15.7682 N=50
DIM (Mbps) 18.0341 N=15 17.1631 N=21 15.5473 N=31
IIM (Mbps) / 15.7504 N=27
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Chapter 5

Conclusions

In this thesis, we propose an M* wireless mesh architecture and design related resource
allocation and channelassignment meéhanisms toaximize thé possible network capacity
at the deployment stage. The numerical results show encouraging potential in terms of
network throughput improvement. We plan to investigate on the optimal arrangement by
letting the channel vector ¢ become unknewnsand solving the non-linear programming
model in the near future, so that we can-observe how close our proposed linear method-
ology is to the optimal non-linéar selution=s@nsthesother hand, due to the relatively
high computational complexity' incurred by the linear programming calculations, we only
perform this optimization task at the WMN deployment stage as an initialization setup.
Once mesh nodes are well configured; the-lL.P modeling will be re-evaluated periodically
in an infrequent basis. Based on the current insights observed from this work, we plan to
explore a sub-optimal tree-induced flow designation strategy, which requires less computa-
tional complexity. These results and possible improvements will be reported in our future
research. In addition, we are interested in the fairness problem in WMNs. In this thesis,
we realize the network-level fairness by setting reasonable user traffic bounds (u; and [;)
in our linear programming model and performing flow control in the packet forwarding

function. However, there is still short of a link-level technique to prevent bandwidth oc-
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cupancy from favoring those users closer to Internet gateways. This MAC-layer fairness

issue will also be directed into our future research.
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