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Combined Space-Time Coding with
Frequency-Hopping Spread Spectrum for Wireless
Jamming Channels with Multitone Jammers

Student: Yan Lin Shen Advisor: Chung-Hsuan Wang
Department of Communication Engineering

National Chiao Tung University

Abstract

In wireless jamming environments, the transmitted signals usually suffer from hos-
tile jammers and undesired channel impairments, e.g., multipath fading. Conventionally,
frequency-hopping spread spectrum (FHSS) systems are most effective anti-jamming tech-
niques, and space-time coding (STC), which introduces temporal and spatial correlation into
the transmitted signals to achieve transmitter diversity without sacrificing the bandwidth,
has been shown to provide excellent performance against multipath fading. Therefore, in
this thesis, we combine STC with the FHSS 'to construct a powerful high-rate transmission
scheme for wireless jamming channels.

Two cases of FH are considered here to simplify the design of STC. One is the worst-
case frequency hopping which hopssthe symbels from alltransmitter antennas into the same
frequency band, and the other is the perfect frequeney hopping which avoids any possible
collision of the transmitted symbols. The.actual.performance of the combined STC/FHSS
system with arbitrary hopping patterns can then be upper and lower bounded by the evalu-
ated performance of the worst case and perfect case, respectively. The maximum likelihood
decoding of space-time codes is derived with respect to different reception conditions, and
the design criteria for constructing good space-time codes with respect to two kinds of FH
are also derived. Verified by the simulation results, the proposed system can provide bet-
ter performance than the conventional schemes in terms of both bandwidth efficiency and

signal-to-noise ratio.
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Chapter 1

Introduction

Wireless communication systems have been used for a long time and undergone a notable
development. Wireless communication technology is moving towards higher mobility and
higher data rates. A communication system emploied in wireless channel consists of three
main components: transmitter, receiver, and channel. In general, the signals are transmitted
through a wireless channel by using electromagnetic wave forms from the transmitter to the
receiver. The singals arrived the receiver from different directions with different delays,
that causes the variations in the amplitude -and ‘the phase of the composite received signals.
That phenomenon is called multipath tadingFhe fading channel might bring significant
degradation in the performance of a~communication system. In addition, the received signals
are also distorted by channel impairments and the intentional or unintentional interference
signals, such as, thermal noise and the signals transmitted from other users. We can regard
pratial band noise jammer as the unintentional-interference, and regard multitone noise
jammer as intentional interference. The thermal noise is caused by the random motion
of the electrons in conductors at the receiver. These factors make the transmitted signals
distort seriously.

Frequency-hopping spread spectrum (FHSS) systems are typically used to against the
jammers in wireless channel environments [1]. The M-ary frequency-shift-keying modulation
is usually utilized with the FHSS system. The MFSK signals are hopped with a pseudo-
random sequence, and the pseudo-random sequence is used to select a set of the carrier
frequency. Therefore, the signals are pseudo-randomly hopped over the total bandwidth,
and the jammer can not generate the same pseudo-random numbers and frequency hopping
bands which are emploied by the FHSS system. That reduces the effect of the jammers.
FHSS systems usually combine with ordinary singal-input and singal-output channel codes
[2]-[8]. The performance analyses of combining the Reed-Solomon(RS) code scheme and

the fast frequecy hopping spread spectrum system are shown in [2]. In [7][8], convolutional



codes (CC) are combined with the noise-normalized method in FHSS systems to improve
the system performance. However, the overall performance is not as satisfactory as the
performance with the fading effect considered.

The design of channel codes for providing high date rate and high quality of communi-
cations over fading channels using multiple transmitter antennas have been investigated in
recent years. Tarohk, Seshadri, and Calderbank et al [9][10], first proposed the space-time
coding (STC) scheme, which is an effective way to to make the system data rate closer
to the capacity of multiple-input and multiple-output wireless channels. The STC scheme
introduces a temproal and spatial correlation into the transmitted signals by using multiple
antennas and has been shown to provide excellent performance against multipath fading. It
can achieve the transmit diversity as well as a coding gain without sacrificing the bandwidth.
Generally, the FHSS system is the most effective anti-jamming communication techniques,
and the STC scheme can minimize the effects of multipath fading. Therefore, we combine
the FHSS system with the STC scheme to construct a power transmission scheme which
can mitgate the effect of the multipath fading and the jamming interferences.

An overview of the FHSS system and the jamming environments are given in Chapter
2. The STC schemes are introduced insChapter 3;and the design criteria for STC system
with MFSK modulation over fading:channel is also sliown in Chapter 3. The STC/FHSS
systems which combine STC schemewith FHSS systemns are proposed in Chapter 4. In
Chapter 4, we focuse on two kinds of FHSS systems: One is the worst case frequency
hopping spread spectrum system which hops the signals from all transmitter antennas into
the same M-ary band, and the other is the joptimal case frequency hopping spread spectrum
system which hops the signals from any transmitter antennas into different M-ary band.
The ML decoding schemes with respect to both two STC/FHSS systems are also presented.
The design criteria for constructing good space-time codes and the simulation results are

alse given in this chapter. The conclusions for this thesis are in Chapter 5.



Chapter 2

Overview of Frequency-Hopping Spread Spectrum Systems and
Jamming Environments

In wireless channels, sometimes the signals we transmitted are interfered by the jammers
[1][11]. FHSS system is one of the most effective anti-jamming communication techniques.

In this chapter, we will discribe FHSS system and the jamming environment.

2.1 FHSS System

Spread spectrum techinques aresusually used for anti-jamming [11][12]. For spread
spectrum systems, the bit singal-tosjammer noise ratio‘is define as

By W5
DR

(2.1)

where W is the total spread spectrum signal bandwidth, S is the singal power, R, is the
data rate for bit per second, E, = S/R, is the energy per bit, J is the jamming power, and
N; = J/Wj is the signal-sided jammer noise power spectral density. We can also define the

processing gain (PG)

W,
PG = ) 2.2
i 2:2)
The bit signal-to-jammer noise ratio represented in decibels (dB) is
E, J
— = (PG - = 2.3
Ny 4By ( )(dB) S (dB) (23)

where % is the jammer-to-signal power ratio, and we can find that when PG is increasing,
the value of FEj,/N; also increases. Figure 2.1 shows the block diagram of the uncoded FH
system with MFSK modulation. The binary data are fed into the MFSK modulator, then
the modulated signal is hopped pseudo-randomly over the total system bandwidth W under

the control of pseudonoise (PN) sequence. In FHSS system, the carrier frequency is changed

3
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Figure 2.1: FH/MFSK system model.

periodically, such that the jammers do not konw where to jam. FHSS systems are classified
into slow frequency hopping (SFH) and fast frequency hopping (FFH) [12]. Hop rate Ry,
of the FFH system is an multiple of the MFSK symbol rates R,, and the SFH hops serval
symbols each time. Each symbol of FFH system is hopped into serval chips, and each chip
is transmitted in distinct M-ary band. Symbol can be demodulated after all the chips of
this symbol is being collected and dehopped. Every symbol of SFH system is hopped into
only one chip, and each chip is also transmitted in distinct M-ary band. The complexity of

receiver of the FFH system is much highér than the receiver of the SFH system.

2.2 Jamming Environments

There are a lot of jamming waveforms that-eould distort the transmitted signal. A class
of jamming waveforms are selected %0 illustrate in'this section, such as broadband noise

jammer, partial-band noise jammer, and multitone noise jammer[1][11].

2.2.1 Broaband Noise Jammer

A broadband noise jammer spreads it’s total power J over the frequency range of the
system bandwidth W. The broadband noise jammer can be regard as the additive white
Gaussian nosie (AWGN) channel with zero mean shows in Figure 2.2, but the one-sided

noise power spectral density (PSD) is

N, =

o (2.4)

A slow frequency hopping with noncoherent MFSK modulation system is used in AWGN

channel without any jammers, and the bit error probability is

e bon( )35 (M)t B2 5

q=2




Power spectral density (PSD))

A )
L._‘\

Figure 2.2: Power spectral density of broadband noise jammer.

where Ny is the one-sided PSD of AWGN and E; is the energy per symbol. When a symbol
error occurs, the error probability can be regarded as the probability of choosing any other
M — 1 orthogonal symbols. Then the number of bit errors corresponding to a symbol error

18

1 (M. 12! M
M—lz(q)Z:M—lzﬂM—l)l (26)

i=1
where [ is the number of bits per symbola By (2:5). and (2.6), the bit error probability is

w5 aor]

In a AWGM channel with power J broadband jammer, the one-sided PSD is replaced
by Ny + N;. Then the bit error probability could be written

q=2

P, =

and it is defined as Pb(NO%bNJ). For a special case | = 1, equation (2.8) becomes

p oo i) 29

when N; decreases, the performance could be better.

2.2.2 Partial-Band Noise Jammer

The partial-band noise jammers can be regarded as the signals which are transmitted

by other users and occupy a fraction of the frequency bandwidth. Power of partial-band

>



noise jammer is restricted over the frequency range of bandwidth W; = pW,, which is a
fraction p (0 < p < 1) of the total system bandwidth W;. The power spectral density of
the partial-band nosie jammer is

N J J

S 2.10
TS W, T s (2.10)

Assume that the partial-band noise jammer can be regarded as AWGN then the average

probability is

— £y Ey
Po=01-p)B| — | +pB| —— 2.11
o= -0 (5) +oh (50 ) .1)

In general, we assume the power of the partial-band noise jammer is much larger than the

power of thermal noise, such that N; is much larger than Ny. The bit error probability is

Py = pP(%20)
—LM M\ P M
‘2<M—1>Z(q)( b p[ Nod ] (212)

q=2

The worst case partial-band noise jammer,élioosés pto maximize P, with a given M and

£y “and the average performance can be expressed as

(Pu)max = masacpe: [m S <—1>Qexp(%)] (2.13)

q=2

Let po denote the worst case partial-band noise jammer [1][13] and maximize P,

2 E
o= BN for 5= >2 (2.14)
1, for % > 2
From (2.14), the miximum Py, is
0.3679 E
(Pomax =93 1+ o > 2 (2.15)
max exp —2%) , for 5_3 > 2

Figure 2.4 shows the performance curves of an FH/BFSK system in partial-band noise
jammer environment with different factors p. When E}/N; is small, partial-band jammer
with value of p = 1 which can be view as broadband noise jammer has the best efficency to
interfere with the signal. However, when Ej/N; exceeds a threshold level, the partial-band

jammers with factor p (0 < p < 1) have better efficency.

6
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Figure 2.4: Performance of FH/MFSK system in partial-band noise jamming environment.
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2.2.3 Multitone Noise Jammer

We can consider multitone noise jammer as the signals transmitted from other users,
and the frequencies of the carriers are in the range of the system bandwidth. Multitone
noise jammer divides its total power into ) tone jammers with equal power and random

continuous wave. The waveform of multitone noise jammer is

9 J2g

J(t) = Z — cos [wot + ¢y (2.16)
= V@

where ¢, is a random varible in (0, 27| for ¥I. Figure 2. illustrates the PSD of the multitone

noise jammer.

We assume that there is at most one multitone jaminer per frequency slot. In general,
there are two kinds of multitone jammers.“One is band multitone jammer which places n
jamming tones in each jammed M-ary band. Thefraction of the jammed FH slots is defined
as

Q

= 5 (2.17)

P

where N is the number of frequency band. The probability of n jamming tones in each
jammed M-ary band is

= QT/” (2.18)

The other one is called independent multitone noise jammer which places ) equal power
jamming tones into NM FH frequency slots pseudo-randomly. The jamming noise could be
independently hopped over the entire spread-spectrum bandwidth.

Assume the signal power is S, and the fraction of signal power to the power of each

jamming tone is

o= (2.19)
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Figure 2.6: Band multitone noise jammer and independent multitone noise jammer strate-
gies. ]

When the data symbol is not jammed andlany of the other slots in this M-ary band is hit
by a jamming tone, an error will oceur if @@ <-1: In cotitrast, no error will occur if o > 1.
Therefore, choosing ) appropariately ceuld. determine the worst case of o and seriously
degrade the performance of FH/MFSK systems [1[#4]. For slow frequency hopping, the
bandwidth of a M-ary band is

MR, MR,
log, Mk
where Ry, is the bit rate and Ry = Rp/log, is the symbol rate. Then the probability of a
M-ary band being jamming is

W, = MR, = (2.20)

Q

= —, 2.21
By (2.4), (2.19), (2.21), and E}, = S/R,, we can reweite p as following form
oM
=" 2.22
H = kB, /N, (2:22)

When the data symbol is not hit and any other frequency slots in this M-ary band are
jammed, the symbol error probability for a < 1 is

M-—1
Py = p—— (2.23)
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Figure 2.7: Performance of FH/MFSK in several different jamming environment.

The relation between P, and B, is

=L Ta) (2.24)

o

2(M —1)
so the bit error probability is
A M—-1
P pu—
TP VA LV

aM

e 2.25

anEb/NJ ( )

We can make the system achieve the worst case performance by adjusting «, and we
restrict the number of jamming tones to be smaller than the number of M-ary bands. The

worst case band multitone jammer sets a,,. to be

kE) By
N _{ AN for <
we

Ny
By
1, for N S

(2.26)

===

Figure 2.7 shows that the partial-band and multitone jammers are both significantly
more effective than the broadband noise jammer to against the FH/MFSK system. And
the n = 1 band multitone is the most effective to against the FH/MFSK system.

10



Chapter 3

Review of Space-Time Coding

The multiple transmitter antennas system can be used to increase the transmitted data
rate and against the multipath fading [15]. Tarohk, Seshadri, and Calderbank et al proposed
the space-time coding scheme in 1998. Space-time coding scheme is an effective way to
make the system data rate closer to the capacity of multiple-input and multiple-output
wireless channels [9]. Temporal and spatial correlation are introduced into transmitted
signals to achieve transmit diversity and coding gain without sacrificing system bandwith.
This chapter introduces the encoding scheme, the'decoding scheme, and the design criteria

over fading channels of space-time cdding system:.

3.1 STC System Model

A space-time coding system with m. transmitter. antennas and m receiver antennas is
shown in Figure 3.1. First, the informationi bits fed into the space-time encoder. After
encoding, the encoded data is divided into n codeword symbols, and the symbols are passed
into the modulator and transmitted by n transmitter antennas. The signal are degraded
by multipath fading at the each m receiver antenna. The received signal is a superposition
of the signals from n transmitter antennas with noise. Assume the wireless channels are a

quasic-static flat fading and memoryless channels. Let S} with energy E, be the symbol

Tx Rx

Modulation —\ L

Space-Time + | Space-Tune

Trellis Encoder [ ] : __~» + |Trelis Decoder ’
Modulation L

Figure 3.1: STC system model.

11



which is transmitted by the ith antenna at time ¢. The received signal r{ of the gth receiver

antenna at time t fot all 0 < ¢ <m and 0 >t < L is given by
ri = Z i oSt +nf (3.1)
i=1

where «;, is the fading gain of the multipath from the ith transmitter antenna to gth
receiver antenna and 7 is the thermal noise of the gth receiver antenna at time ¢t. Assume
o; 4 is a constant during a frame L of information sequences and vary from one frame to
another. Assume 7] are independent Gaussian distribution with zero mean and one-sided
power spectral density Ny for Vq and V¢.

STC systems differ with respect to distinct coding schemes, such as space-time block
coding [16][17], space- time trellis coding [18][19], unitary space-time modulation [20][21],
space-time turbo trellis coding [22], differential space-time coding [23][24], layered space-
time coding [25][26], and space-time frequency coding [27][28], etc. The following section

focuses on space-time trellis coding scheme (STTC).

3.2 Encoder Structure and:Maximum Likelihood Decoding for
STTC

Space-time trellis codes are provided by Tarohk, Seshadri, and Calderbank et al. STTC
scheme combines the modulation and theitrellis-coding seheme to transmit data over multiple

antennas. The generator sequences of the system are:shown in Figure 3.2
(28, 2h) = b1 (1,1) Dy a;_1(2,2) B4 b:(2,1) By as(3,2) (3.2)

where (2!, z%) stand for 2 coded QPSK symbols transmitted through the first antenna and
the second antenna. a; and b; represent a pair of input data bits at time t,and @, is an
operation to take added module 4. For example, assume (as, b;) = (1,1) and (a;_1,b-1) =
(0,1) then the output sequence generated by (3.2) at time ¢ is (2}, 2%) = (2,0).

Let the received signals r = (r{ Vq,t), the fading gain @ = (o, Vg, t), and the
estimated symbols S = (5,?) Vi,t. Assume « is available at the receiver, and then the ML
decoding is given by

L m
f (r|a,.§) HHf <nt =rl— Zaquﬂazq,Sl Vi, q, )
L m q n . i
= HH [ exp < Iri - Z}\f; Gig | )] : (3.3)

12
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Figure 3.2: The encoder of STTC system for two transmitter antennas.

1

1
Drop the factors of NS and

No

in (3.4), and apply the log-domain metric:

(3.4)

Use the Viterbi algorithm to select the minimum path metric as the decoding sequence

when this ML decoding is used.

3.3 Design Criteria for:Constructing Good Space-Time Codes

Conisder the coded communication system.with-MI decoding shown in (3.5) [29]. A block
of transmitted symbols is denoted by

S=(S|Vil<t<L) (3.5)
and an erroneous sequence selected by the decoder is denoted by
S‘:<égyv¢,1§t§L>. (3.6)

Assume «; 4 is available at the receiver for Vi, g, and then the pairwise error probability is

derived as following
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3

\/d2 (S, S) 2?%) (3.7)

*(s.8) = > VE (i - s1)

and Q(z) is the complementary error function defined by

Qz) = \/%_ﬂ/z exp(&=27/2) dx. (3.9)

Use the Chernoff Bound inequality

t=1 g=1

Qfeges” (3.10)

and then the conditional pairwise error’ probability can be upper bounded by

Pr <S’ — S’\ai,q Vz’,q) < %exp (—d2 (S S) N ) (3.11)
0

Assume the fading coeficients «;, are independent Gaussian random variables with zero

mean and varance 1/2. Let “x” denote the operator of taking complex conjugate, and H
denotes the operator of taking Hermirian, and €; = (a4, q24,...,05,4). Then we can

rewrite equation (3.8) as

m n n L

2 (8.8) =33 el > (s 50) (st - )’
g=1 i=1 I=1 t=1
m

= Q,B

q

> 95
- quA (

q=1

S, S> o (3.12)
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where
Sf—St Sy—-Sy ... S}—Sh
. Sl—S8% 83852 ... 5257
B<S,S): 1' 1 2" 2 ' L L
St—Sp Sp—Sp ... Sp—Sp
and A <S’, S’) =B (S, 5’) BH (S’, S’) A (S, S’) is nonnegative definite and Hermitian,
and the eigenvalues of A (S .8 are real numbers. Then we have
A (S, S) —vDVH (3.13)

where V' = (v1,vg,...,v,) is a unitary matrix and D is a diagonal matrix, where v;’s are
the eigenvectors of A (S, 5’) Let \; be the diagonal elements of D, where 1 <17 < n, and

OV = (Brg, s Bug) - (3.14)
From (3.13) and (3.14), we can rewrite thé equation (3.8) as following
d? (5, 5') = Z Z X 184l - (3.15)
=1 i=1

Use equation (3.15) to replace d? (S’, S’) in (3.11), then we have

m

Pr (s — Sai, W,q) < %exp (—4%0 DY N |@,qu) (3.16)

qg=1 i=1

Obviously, all of 3;, are independent complex Gaussian random variables with mean p; 4

and variance 1/2 per dimension. The p; , is given by

piq = E [Qqvi]

= |14, Q2 g, - - -, Q| Vs (3.17)

where E| ] denotes the expectation. |3;,| is a Rician distribution demonstrated by following

probability density function

P (1Bial) = 21Biqgl exp (= |Bial” — |ial®) Lo (21Bial 1ial) (3.18)
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where I represents the zero-order modified Bessel function of the first kind. The pairwise

error probability is derived by averaging |f; ,|, then the pairwise error probability is

= 8) = [T [ Pr(8 = Slay Visa) parp(ana) . planm)das
0 0
dOéLQ Ce dozn’m
= [ [ Pe (s = 8113l via) p (D (512D b ()
0 0
d|Biald|Bigl ... d|Bnml

/ / —eXP< AN, ZZ)\W“A) ([Bral)p (1B12]) - - -

q=1 =1

P (|Buml) d|Bral d|Bral - .. d|Buml
L L \m!ﬁ%))

<z ———exp| ——5—— 1] |- (3.19)
2(H1+fﬁ>\i ( 14 e

Assume f; , = 0, then 3; , become a Rayleigh distribution random variable and the proba-

bility density function is
P(S S)<1<ﬁ : )m (3.20)
r(S—+8)<= — ) . :
g Asr T ),
When SNR is a big number, (3.20) can be expressed as
R 1 i Skl Es —rm
< — ; . .
Pr <S = S) <3 (H A,) (4]\/0) (3.21)

where r is the rank of A (S , 5’) The exponent of SNR term, rm, is called the diversity

gain, and the product of eigenvalues is called the coding gain. In order to minimize the error

probability, to make the diversity gain and the coding gain as large as posible is necessary.

These are the two criteria which are called rank cirteria and determinant criteria.
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Chapter 4

Design of Space-Time Coding with FHSS Technique in Wireless
Channels

The transmitted signals are commonly distorted by some intentional or unintentional
jamming noise in wireless channels. As disscussed in Chapter 2 and Chapter 3, we know that
spread spectrum systems are the most effective anti-jamming communication techniques,
and the space-time coding schemes effectively minimize the effects of multipath fading. So,
we propose the design schemes combin with space- time coding scheme and the spread
spectrum system. Two kinds of FHSS+«8ystems are discussed in this chapter, one is the
worst case frequency hopping spread:spectrmm (WFHSS) system which hops the symbols
from all transmitter antennas into-the. same M =-ary. band. Another is the optimum case
frequency hopping spread spectrum (OFHSS) system which hops the symbols from any
transmitter antennas into different M-ary.band:“The two system are called STC/WFHSS
and STC/OFHSS systems.

The detailed description of the STC/FHSS system model and the ML decoding are
given in this chapter. The criteria for constructing good space-time codes are also proposed.

Some simulation results are also presented in the last section.

STC " ™| Frequency [
* - Interleaver - J
Encoder |- -] Hopper
Transmutter
STC —1._ . [~ Frequency [*
— - | De-mterleaver | - E j
Decoder  |— —+| De-hopper
Receiver

Figure 4.1: The proposed STC/FHSS system.
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Tx Rx
Sy Y \Y Ts
STC : : STC

1 I | R .
Encoder | Int. Y Y D Int. ) " Ipecoder

| DFH.

Figure 4.2: The STC/WFHSS system model.

4.1 STC/FHSS System Model

The STC/FHSS system model is shown in Figure 4.1. There are n transmitter antennas
and m receiver antennas. Interleaver is inserted to break bust channel errors to guarantee
memoryless channels, and the MFSK modulation is utilized with the FHSS system. The
slow frequency hopping with one hop per symbol is assumed for simplicity, and the hopping
patterns generated from the transmitter are available to the receiver.

The STC/WFHSS system is shown in Figure,4.2. Let the signal of the gth receiver

antenna be
ra(6) = Y A (DSl B, (0)0s (6) -+ (1) @1

where A;, (t) is the fading gain of the mmltipath from the ith transmitter antenna to gth
receiver antenna, B, () is the fading gain of the multipath from the jamming transmitter
to the gth receiver antenna, n; () is the jammer , and n (¢) is statistically independent low
pass white Gaussian noise process with one-side spectral density Ny. For the slow fading
channel, assume the fading coefficients are the same during a frame L and vary from one to
frame another. Due to the system has no perfect synchronization, the received signal which
is dehopped and demodulated is composed of cos part and sin part. The cos part of the

recived signal of the gth receiver antenna in the kth frequency slot at time ¢ rf , is

t+Ts [ M n
’ 2 4 )
Pt = /t [Z (Z (AW\/ Tsf,t’ cos ((wp +wp) ' + 9)) +x} B,
k=1 s

=1

\/%cos ((wp +wp) ' + gbq,t)) +n (t’)] \/Tzscos ((wp + wir) ) dt’

18



u [2
- Z (A; 4 cos(0)) siﬁt + xqu cos (¢g.t) 6 + n%qyt
i=1

& [2.]
— Z am,qsf’t + 2F B, cos (¢4 0 + n’f%’q’t
=1

= Z @R,i,qsﬁt + nﬁ,R,q,t + n];%,q,t (4.2)
i=1

where sﬁt is the symbol transmitted by the ith antenna in kth slot at time ¢, € is the phase
error of signal, ¢ is the phase error of the jammer, 7§ is the bit interval, ) is the number
of tone jammer, and J is the total jamming power, wy is the particular carrier frequency
for modulation, wy, is the particular carrier frequency for hopping, and z¥ is the jamming
state information (JSI) of the multitone noise jammer (MTNJ) taking value from 1 and 0
with probability M@Q/N; and 1 — MQ/N;. x¥ = 1 means the kth slot of the band which the
signal is transmitted in is jammed at time t. The sin part of the recived signal of the gth

receiver antenna in the kth frequency slot at time ¢ 7§, is

t+Ts [ M n
- E E A; zs’?' cosl((wy +wp)t' +6) ) +2¥B
Tt t iyq TS it/ b k t q
k

=1 =1
2J ’ / 2 . / /
\/;cos((wb%—wk/)t +¢q,t)> +n(t') \/;sm((wb + wy) ') dit

- . , [2J
— Z (A;4sin (0)) Sﬁt + PR Bgsin(éih) ) + n'}m
=1

n
= ) _arigSi; +a; Bysin (¢g) ) Ny
i=1
n
_ k k k
= E :Oéf,i7qsi,t TNyt T g (4.3)

i=1
Therefore the received signal can be expressed as following

E _ k .k
Tt = TRt + Il g,

n
_ k k., k k
= Z QigSip + TeMygs + Ny
=1

= Z ai,qsﬁt + nf,t (4.4)
i=1
The noise 7}, includes the AWGN n}, and the MTNJ nfj ,. By observing (4.2), (4.3), and
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Figure 4.3: The STC/OFHSS system model.
(4.4), the MTNJ nfy , can be written as

n?q,t = nﬁ,R,q,t + jnﬁ,[,q,t

& . ) 2J
= x; (B cos (¢gt) + jBysin (¢g.t)) 6 (4.5)

In Rayleigh fading channel, B, is a Rayleigh random variable. Then nﬁ’qvt is a complex

Gaussian random variable with zero mean and variance Jgs 05, Assume AWGN n}, and

MTNJ nﬁq’t are independent for V ¢, ¢, k. The probability of 77(’;7,5 conditioned on z¥ is

1 k
xy) = axh, & ’nq’tLT . (4.6)
ko JTs -2
| (o L RBIAENE (Yo + o123,

Q
The equation (4.6) can be used to derive'the likelihood function of the decoding scheme
with respect to the STC/WFHSS system.
The STC/OFHSS is shown in Figure 4.3. The received signal r}_, of the gth receiver

antenna and from the ith transmitter antenna in kth slot at time ¢ is

f (nff,t

ko k k
Tigt = QigSi + Migt (4.7)
where
ko .k ko k
Migt = Mgt T TigMiqr (4.8)

where #f, is the jamming state information (JSI) of the MJNJ taking value from 1 and 0

with probability MQ/N; and 1 — MQ/N;, but xﬁt and xﬁt, are not independent for ¢t # t'.

The probability density function of nqu’t conditioned on xﬁt is

1 ;
exp | — ‘77 ’q’tJT
k oJTs 2
\/ﬂ' (No + xf,tQ‘gs 03@) (NO 42 UJ,q)

Q
20

f (Uﬁq,t@f,t) =

(4.9)




The likelihood function of the decoding scheme for the STC/OFHSS system can be derived
by the equation (4.9).

Space-time codes achieve the transmit diversity as well as a coding gain. In addition,
the signal transmitted by the frequency hopping system avoid the multitone jammers effec-
tively. Therefore, the STC/FHSS combines with temporal, frequency, and spatial domain
to against the multipath fadding and the multitone jamming interferences. With respect to

the two types of STC/FHSS systems, the performance variation is observed for comparison.

4.2 STC Combined with the Worst Case Frequency Hopping

For STC/WFHSS system which is shown in Figure 4.2, the encoded codewords form
all transmitter antennas are hopped into the same M-ary band at time t. The received
symbols form any receiver antennas are dehopped with the same hopping pattern. Assume
the symbols are transmited in the slow fading channel, and the fading coefficients «; , are

complexe Gaussian random variable with zero mean and variance o7,,.

4.2.1 Decoing with CSI and JSI,Available

The ML decoding scheme will be derived,in thisisection. The derived result is shown here
for discussion and compairson withrespect to the proposed system. Let the received signals
r = (r§7t| Vg, k, 1 <t < L), the jamming state infromdtion x = (mﬂ VE, 1<t < L), the
fading coefficients o = (o 4| Vi, q),-and the-estimated symbols 8§ = (sF,| Vi, 1 <t < L).
Assume the fading coefficients «;, and the jamming state information z} are available at

the receiver, the likelihood of r given 3, @, and a can be express as

L M m n
a _ ko ok ok |k k
fArls @, a} = HHHf Mgt = Tq — E :Oéi,qsi,tlsi,taai,qaxt
t=1 k=1 g=1 i=1
1 |Tq,t - Zi:l O‘i,qsz‘,t‘
= H H exp | — . (4.10)
koJTs -2
t=1k=1g=1 \/ﬂ' <No + wa‘gs 03,q> (NO + w275 UJ,q)

We can decode the codeword in ML decoding sense by minimizing the following metric

L M m k n ~k
Z Z |7"q,t — D i ai»qsi,t‘

JT. '
t=1 k=1 q=1 (No + :(,{52?3037(1)

(4.11)
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4.2.2 Decoing with CSI but without JSI

Assume the fading coefficients «; , are available at the receiver, but the jamming state

information z§ are not available at the receiver. The likelihood function of r given § and «

can be obtained by averaging (4.10) with respect to .

f(r|3,a)

= Ex[f (r]3,z, )]

LM 1 }rkt_zn—laiqgitf
=L HHH exp | = o JT7 7 (4.12)
t=1 k=1q=1 \/7]- (NO + x?z%aiq> (NO + .T?Q 5012],(1)

Q
where x¥ takes value from 1 and 0 with probability MQ/N; and 1 — MQ/N;. xF are

independent for different ¢ , but are not independent for different k. Assume there are

n = 1 band multitone jammers in the channel, the probability density function of x; =
(zf1 <k < M) is

Q
Pr(:p;:l,xfzo,---,xf/[:()):ﬁt
Pr(z, =0,z =1, 71‘2{\4:0):%
Pr(x%zo,xf:Q--- ,xé‘/le):%
t

M

Pr(z; =0,27 =0,--- 2}/ =0) =1— NQ. (4.13)
t

After averaging (4.10) with respect to @, the likelihood function of = given § and « is

derived in Appendix A and can be express as
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where a = Ny + 2‘]55 aiq. By taking logarithm on that likelihood function, codewords can

be decoded in the ML decoding sense by maximizing the following metric

ot ISR ST SCRIEIN

[(No—a |rq,t—2 lazqsf’tz N (1_%?) (\/;_N())z}} (4.15)

Noa
4.2.3 Decoing with JSI but without CSI

Suppose the fading coefficients «;, are not available at the receiver, and the fading
coefficients are modeled as independent complex Gaussian random variables with zero mean
and variance O' , per dimension with respect to Rayleigh fading channels. In order to simplify

mathematics, we assume o7, = 1/2 and 03, = 1/2 for Vi, ¢ in this section.

Let af = Ny + z¥ JSS, then the likelihood function f (7|8, a, &) can be rewritten as

t=1 k=1 qg=1 e
L M m M m n
=TI —=ep ¢ 22320 [rad ™ — 2Re {7, > ol
t=1 k=1g=1 VT4 -1 T i=1
n

n
+3 aigdh > a;qu:;f:] } (4.16)
and the fading coefficients «; , can be presented as
Qg = QR q + jal,i,q (417)
where apr;, and ay;, are statistically independent Gaussian random variables with zero
mean and variance o;, = 1/2. Rewrite Re (rf, >°7" | ; 08F,) and D07 i 088, >0 af 873

n (4.16) as

n

n
k ~k k . ~k
Re (rq,t E ai,q%,t) = Re Tqt (QRjiq + JOrig) Si,t)
i=1

i=1

n n
_ k ~k k . ke
= Re | rg; § :O‘R’ivqsi,t> + Re <Tq,t E :]O‘Li,qsi,t>
=1 i=1
n n
_ k ok k Ak
=Re | rg, Z QRS | +1Im | 7o, E Q1S4 (4.18)
i=1

=1
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and

Zo‘zqsztzalq%* ZZ aquJF]O‘Izq) (O‘qu+]allq)5ft

=1 [=1

n n
_ * Ak Ak
= E : E , (O‘R%qo‘R,l,q + aLi,qO‘LLq) Si St

i=1 [=1

n
_ 2
ZQR,Z7Q |81t + § :O‘Li,q
gk gr 4.19
+ OR,iqOR1LgS; tslt+ OLi g 1L,q5:,t 51t (4.19)
=1 I=1 =1 I=1

iAL Ui iAL £

Sz‘,t|

Then (4.15) can be expressed as

L M m L M m n

- 1 1k2R k ~k

010 e o) 9 SF 1 NGREH 9 )
t

i=1

k ~k 2 A A
—Im Tq,t§ :alaivqsi,t & O Rojige| S zt’ +§ alz,q zt‘
i =1
+ E E ORi.gOR 1,45 tSlt+ E E oqlqa”,qs tslt ) (4.20)
=1 [=1 by =T
i#EL 1H£ iEl 1#£

We can get the likelihood function of = given § and x by averaging (4.20) with respect to

the probability density function of ag,, and as,;,. f (7|8, ) can be written as

f(r|3, )
n m M k|2 m n L M -1
_1 T 1
= [TLITIL (o (=75 [ TTTT (3030 a0
i=1 g=1 k=1 A g=1i=1 \t=1 k=1 i

o (SE M 2+ (SE S k)
exp Z t=1 k= 1a th t=1 k= 1a zqt (421)
q=1 i=1 4 <Zk:1 Z?:l é/\fﬁt + 1)

where
Zigt = [2Re( qt31t) 2Re( qts%) 2Re( qtsnt)} vft
Wigt = [QIm( tslt) QIm( ts’;t) 2Im( qts’fbt)] vfjt
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v;’y and )\fit are the eigenvectors and the eigenvalues of the following matrix, respectively

Ak ok sk ok
Sl,t‘ SteS2e - S1tnt
ok ok k|2 ok Ak
854574 oo 8548,

(4.22)

sk sk 2k sk
SntS1t SnitSat

Sn,t}
The derivation of (4.21) is in Appendix B. The ML decoding makes the decision by maxi-

mizing (4.21). Take logarithm on this likelihood function, then the codewords can also be
decoded by maximizing the following metric

L M 2 L M 2
zm: z": (Zt:l > k=1 #sz,q,t) + (Zt:l D k=1 %wﬁq»
4 (S T + 1)

-3y (Z > e+ 1) (4.23)

4.2.4 Decoing without JSI and CSI

Suppose the fading coefficients «; , and the jamming state information x¥
at the receiver.

are not available

g

u,':]S
NE

S
=

=

B
|

\ kK
2 2
[ [ R 1 L& 1
CXp 4 Z ZNufqt—i_ uﬁ%t - Z Zﬁufqt+ ufqt
t k=1 =1 p=1 -0
k#k/ k#k!
L M L M
1 1. . 1 1.,
)‘ft + _)\?t 1- _)‘ft )‘ft
k#k! k#k!
L M k12 M 2
MQ) 1 k| 1 1,
1-— exp | — exp § — —u,;
(- S [ g (1) oo 3 (52 ot
1 L M 1 2 M 1 L M 1
k
- U —A 11— —A\ 4.23
where u”

Fote =Thst, The derivation is the same as Appendix B and Appendix C.
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4.2.5 Design Criteria for Constructing Good Space-Time Codes

We propose a design criteria for constructing good space-time codes of the STC/WFHSS
system with respect to wireless multitone jamming channels. Let s = (sﬁt|1 <i<n,1<t<
L,1 <k < M) be the codeword sequence transmitted from transmitter, and § = (éf’t|1 <<
n,1 <t <L,1<k<M)be the error codeword sequence decided at the receiver. Assume
the perfect estimation of o;, and zF are available for V i,q,t, k at the receiver. The con-

ditional pairwise error probability that the decoder decides in favor of § than s is given

L M (2
doie ZZL:1 Py ‘E?:l Qg (si'c,t B Sf,t)|

(4.24)

where @(a) is the complementary error function-defined by

_ L [T ey,
Qo) = / da. (4.25)

Accroding to the inequality Q(a) < lexp (—a?/2) Va > 0, (4.24) can be upper bounded by

n 2

Z Qig (Sit - §ft)

i=1

y (4.26)

m M
Pr(s — §la,x) < %exp —ZZZ%

t=1 g=1 k=1

where b¥ = 4 (NO + aF JC?). By averaging (4.26) with respect to a, the conditional pairwise

error probability given x is

Pr(s—>§]w)§%HH(1+Zzzg> . (4.27)

i=1 q=1
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where \¥, Vi are the eigenvalues of the matrix A¥ and matrix A¥ is expressed as

k ~k |2 k <k k =k k =k k -k
|51,t — 1t (51,t - Sl,t) (32,t - 52,t) e (Sl,t - 51,t) (Sn,t - Sn,t)
k <k k <k k <k |2 k <k k <k
(52,t - 52,t) (sl,t - 51,t) ‘52,15 — Sa¢ e (Sz,t - S2,t> (Sn,t - Sn,t)
k ~k k =k k =k k =k k =k |2
(Sn,t - Sn,t) (Sl,t - Sl,t) (Sn,t - Sn,t) (32,t - 32,t) e |3n,t - Sn,t’

(4.28)

Then averaging (4.27) with respect to @, the pairwise error probability is approxmated as

L
1 Q) 1 . @ 1 k
< = 1-— 1—-— — ANt =)y —; . 4.29
{20 9SSt o
From (4.29), we konw that we would construct different good space-time codes with
different SNR and SJR. In order to simplify (4.29), assume there are only two transmitter

antennas, the pairwise error probability is

PT(3—>§)
LT Q\al, 1@ 1 F 2 M

<z 1+ 1 - = = A
2!;11: ( Nt) 4N() Nt4(N0—|—Jg£S> H(;; t)

(6 Dd S e

Let

Niy Ny + ‘% i=1 \t=1 k=1
L M
Q) 1 Q 1 k
w=1-((1-2) 4% = AR 1.31
( NeJ ANo Ny (No+ 22) 222 -

Assume the multitone jamming power is much larger than the thermal noise power, then

No + % > Ny and N++TS < NLO and we also have following inequality functions
0

Q

L 2 M
>3 N M, <2LME.. (4.32)
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Base on the above inequality functions, v1 and v2 can be upper bounded by

Q\ LM 2

Q\ LM
<1-—(1--X)==SNR. ,
2 <1 (1 N ) T3 SNR (4.33)

After doing the simulation, we konw that |v1| > |v2|. Then good codes could be constructed

by maximizing m (s, §) for all possiable s and §, and m (s, §) can be expressed as

m(s,8) =[] (Z > A§t> . (4.34)

i=1 t=1 k=1

According to the design criteria, good space-time codes are searched by the computer are

given in table (4.1)

Table 4.1: Optimal Space-time codes of the STC/WFHSS system with 4FSK and 2 trans-
mitter antennas for wireless jamming channels.

Memory Generator Sequences
2 (xi, fL’g) = bt—l(]-; 0) @4 at—1(37 O) @4 bt(l, 3) @4 at(2, 2)
3 (xtp xé) = a;_9(1, 2) Babpd(l, 1). Dy a;1(1,0) By by(2,1)
@4@,5(3, 2)
4 (2t ) = bi=a (1, 1) @y ara(2;2) 4 b:-1(0,2) Dy a;-1(3,0)
@46,5(2, 0) Dy at(3, 0)

4.3 STC Combined with the Optimum Case Frequency Hopping

The other system is STC/OFHSS system is shown in Figure4.3. The encoded codewords
from any transmitter antennas are hopped into distinct M-ary bands. The ML decoding
schemes with respect to STC/OFHSS system are derived in this section, and the criteria of

constructing good space-time codes for OFHSS system is also proposed.

4.3.1 Decoing with CSI and JSI Available

The ML decoding of STC/OFHSS system is derived as follow, and the system are

assumed to transmit the signal in slow fading channel with n=1 band multitone jam-

k
1,q,t

T = (xft\ Vijk, 1<t< L), the fading coefficients o = («; 4| Vi, ¢), and the estimated sym-
bols § = (sﬁt| Vi, 1 <t < L). Assume the fading coefficients «;, and the jamming state

mers. Let the received signals r = (r | Vg, k, 1 <t < L), the jamming state infromation
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information z¥ are available at the receiver, the likelihood of 7 given 8, z, and a can be

express as

fAr|3, @, a}

L M m n

k k
:HHHHf{nivq,t:sz alqszt zt’lemt}

t=1 k=1 q=1 i=1

e R 1 }rzqt aiqéftf
ITIIII exp | — . (4.36)
)

1 k=1g=1i=1 \/ (No + xk 2JTS qu) <N0 + x'f 2JTS

The codeword can also be decoded in ML decoding sense by minimizing the following metric

L M m n

gk
3 Yy el (13
zo )

t=1 k=1 g=1 <N0 + xf,2

4.3.2 Decoing with CSI but without JSI

Assume the fading coefficients o , are available at the receiver, but the jamming state
information z, are not available at the réceiveri/The likelihood function of r given § and

« can be obtained by averaging (4.36) withmrespect to,x.
f(r]3,a)

= Ex[f (7|3, 2, a)]

e L M m n 1 _ "/“kt—ai,q§i7t|2 438
=TI S )| e
Jq

t=1 k=1 g=1 i= 1\/ <N0+xk 2JT50J> (Ng+a:k2
q

The probability of & with respect to two transmitter antennas is

Pr(z1; = (1,0,...,0), 25; = (1,0,...,0)) :%
Pr(xz,; = (1,0,...,0),z2, = (0,1,...,0)) :%
Pr (21, = (0,0,...,1),25; = (0,0,..., 1)) :%
Pr (21, = (0,0,...,0), 25, = (1,0,...,0)) :%
Pr(zi = (0,0,...,0), @5, = (0,1,....0)) :%
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Pr(z,; =(0,0,...,0), 22, = (0,0,...,1)) = =

M
Pr(x; = (1,0,...,0), 22, = (0,0,...,0)) = %
Pr(xz,;=(0,1,...,0), 22, = (0,0,...,0)) = 2
M
_ _ _ ¥
Pr(x1;=(0,0,...,1), 22, = (0,0,...,0)) = i
Pr(x1: = (0,0,...,0), 22, = (0,0,...,0)) = ¢4 (4.39)
Where wi,t = (I,}t,l’?t, ooy zt) (bl Nt/M NtQ/?M 19 ¢2 Nf;M (1 Nt/M 1) ¢3 < Nf;M)
N /5\2/[ o, and ¢y = ( ﬁ) (1 — W) . Therefore, a close-form expression of f (7|8, &)
with respect to two transmitter antennas is derived in Appendix D
f(rl3,a)
ﬁﬁ - i |T7,qt alqszt' 1 M= 1 ?
= ex
t=1 q=1 p_ i=1 k=1 M2 /7Ny vra

M M 'a N 2 2 ¢
JR— 0 A 2
. E E exp N, (‘T]f,q,t - al,qsl,t‘ - |r§,qt &2 qsgt )} + M
2M—1 M
1 a— Ny [\ 4 n 2) ¢3
( 770,) 321 exp |i oG (|7'17qt (1,451 + + M
2M—1

( ;NO) m)zexp[ ® (Irk e - aQqs’sf)%m <¢%NO)2M}}

(4.40)
where a = Ny + 2”755 037[1. By taking logarithm on that likelihood function, codewords can

be decoded in the ML decoding sense by maximizing the following metric :

S5 (Sl s () ()

t=1 q=1 i=1 k=1
M M
E E exp a—No <‘rk a1 48 ‘2—1- |?“k — (i 88 2) + i
. — Oq, 2 ar
] CLNO 1,q,t q-1,t 2,q,t 422t M

1 2M—1 1 M a—NO . o ¢3
( 7TN0> (1/7Ta,)k2:;eXp|: aN, <‘T1,qt Q1,451 ¢ >} i
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1 2M—1 a— N, 2
.<\/7TN0) ( Wa)ZeXp{ <| 2,q,t O‘Q,qsgt )} + ¢

. (\/7:_%>2M}} (4.41)

4.3.3 Decoidng with JSI but without CSI

Suppose the fading coefficients «; ,’s are not available at the receiver, and the fading
coefficients are modeled as independent complex Gaussian random variables with zero mean
and variance aﬁ , per dimension with respect to Rayleigh fading channels. In order to simplify
mathematics, we assume o7, = 1/2 and o7, = 1/2 for Vi, ¢ in this section.

Let aﬁt = Ny + xf’t ‘gs, then (4.36) can be rewritten as

fAr|s, z,a}

L M m L M m n 1 )
ST oo |- S S35

t=1 k=1 q=1 i=1

—2Re (r¥, g8k, + |amszt\2] ; (4.42)

and the fading gain «; , can be presented as
Qiyg = QRyig Il

where apr;, and aj;, are statistically independent Gaussian random variables with zero

. . . k12
mean and variance 0;, = 1/2. Rewrite Re (¥, ,0;48%,) and |0 485" in (4.42) as

Re (qu t i, qut) = Re (qut (O‘R,i,q + jo‘Li,q) éft)

= Re (rf,,ariqdl,) + Re (rf, dorigst)
= Re ( T3 gt R,iq5i t) + Im ( fq)ta17i7q§ﬁt) (4.43)

and

. Ak
|O‘z 45 t| (QRjig +J0riq) (QRig — JQLiq) Si,t‘

= (Qhig + 0T4g) |3 (4.44)

el
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The likelihood of r given § and « can be derived by averaging a, and can be expressed as

= [{r[3 =}
= /oo fir|s, xz, a}da

: ﬁﬁﬁﬁrmp( ﬁ) {ﬁﬁ(ii )}

t=1 q=1i=1 q=1i=1

exp g g (4.45)
q=1

=1i=1 (Ztl kla +1)

The derivation of (4.45) is in Appendix E. The codewords can also be decoded by minimizing

the followind metric:

2

iz ’Zt 1 2/[1 zRe(zq,tszt ‘Zt 1 k 1aF, Im( k,q,t‘é?,t)
q=1 i=1 4(27::121:1(” —|—1)

_Em: n ln{<ii Sa,j +1>}. (4.46)

q=1 i=1

4.3.4 Design Criteria for Constructing Good Space-Time Codes

We proposed a design criteria for contructing good space-time codes of the STC/OFHSS
system with respect to the wireless channels. To evaluate the performance of the ML
decoding, two transmitted sequences s = (sﬁtw, k1 <t< L) and § = §f7t‘v’i, k,1<t<L.
Assume perfect estimation of a;, and zf, are available at the receiver. The conditional

pairwise error probability that the decoder decides in favor of § than s is given by

Pr{s — §|z,a}

3

L L m 1 |7" — S ’
ZZZ In exp Lt By

t=1 k=1 g=1 i=1 \/ﬂ (No + xfthTf> (No + xfﬂg@)
L L m n k ~k 2
1 Tigt = O‘iqs't‘
< In ex — =
DI e | =
t=1 k=1 ¢g=1 i=1 T <N0 + xft Qs) 0 it Q
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N (2
Zthl 224:1 Zm=1 Z?—l ‘Oéi,q (Sft - Sft)’
q b 9

2 (NO + Jift Jgs)

—Q (4.47)

Refer to the inequality Q(a) < %exp (—a?/2)Va > 0, the conditional pairwise error proba-
bility (4.47) can be upper bounded by

Zt 1Zk 1Zq 121 1‘az,q( - ft>|2

1
Pr{s — §|z,a} < Sexp | — . (4.48)

4 <N0 + xft J55>

By averaging (4.48) with respect to a, the conditional pairwise error probability given @ is

approximated as

Pr{s — §lz} <

n o m L M -1
111 (1 Y af|si - §,-,t\2> (4.49)
i=1 g=1

t=1 k=1

N | —

where af, = <N0 + xftJQT“) Assume there are only two transmitter antennas, then the

conditional pairwise error probability can be approximated as

n o am L M -1
Pris— slz} < %HH 1+Zzaﬁt|3§,t_§i,t‘2)

1=l g=2I1 =it =i

1 m.n _oo L M ) J

TP - )
g=1"=1 | j=0 t=1 k=1

1 m n [ T ™M )

§HH 1= aﬁ!Sﬁ—%,A] (4.50)
q=11i=1 L t=1 k=1

The probability density function of @ for two transmitter antennas is shown in (4.39), then
the pairwise error probability is derived by averaging (4.50) with respect to . The pairwise

error probability for two transmitter antennas can be written as

2
&7 S| [S2e — S, (4.51)
t=1 k=1 t/=1k'=1

33



where

DO (LG

Q-1 @ Q MQ 1
+[Nt MNt( 1)+Nt—M< N, ]W

0 220) Qe (- 520)

MQ
N

) G)

J 1 1 .
wlzl_zlel_%)m\sgt_m 2|, - k]
L M 1 ) 1 )
S (- ) b Sl b

Let

K ok’ 2

82 t/ - 52 t/ (452)

L M L M
_ k Ak |2
Wa=7) >3 > st — 5

Assume the power of the multitone jammer is much larger than the power of the thermal

noise, then a > Ny and Nio > é Base on the above inequations we have

(8 S W) (4] (1)

and

L M
~ Q 1 k ~ 2
= Z Z |:<]_ — Nt FO {Sl,t — Sl,t| . (554)
Cause |s*, — & |” € (0, Ey), then W, and W5 can be bounded as
2,t 2,

AL _ Q
(1 — E) Ny LMEs = (1 — E) LM (SNR)

(R B (-5 25) (59 (2 e

— {(1 — ]\Cff:;/[) %(Z\/[— 1)+ (1 — NtC—QM) (1 — Aj{f?)} 2LM (SNR)* (4.55)
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After doing the simulation, we konw that |wl| > |w2|. Then good codes could be con-
structed by maximizing m (s, §) for all possiable s and §, and m (s, ) can be expressed

as

M

S

! /\k/

32,# — So

L L M
=220 0 e (4:36)
t=1 k=1 t/=1 k=1

According to the design criteria, good space-time codes are searched by the computer, and

are given in following table.

Table 4.2: Optimal Space-time codes of the STC/OFHSS system with 4FSK and 2 trans-
mitter antennas for wireless jamming channels.

Memory Generator Sequences
2 (l’ﬁ, I‘2) (]. O) Dy ay_ 1(1 0) Dy bt(O 1) Py at(O 2)
3 (), 2h) = a;_o(1,3) @y by _1(1,1) By a;_1(1,0) By b(2,1)
®4a,(0, )

4.4 Design Criteria for Constructing Good Space-Time Codes
with FSK Modulation

Consider a coded communication system:with M FSK modulation and ML decoding. A
block of transmitted symbols is deneted by

s=(s§,IVi,k, 1<t <L) (4.57)

and an erroneous sequence selected by the decoder is

§=(8,Vi,k, 1<t<L). (4.58)

We know that the likelihood function can be expressed as

L m
f(rla, s) = HHf(Ut_Tt_Zaquthzw s, Vi, q, >

t=1 g=1
L m m q n E |2
1 e — D g O gS;
=111I11 [ exp (—‘ ' Zle g )] : (4.59)
t=1g=1¢=1 [V mNo 0
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Assume the fading coefficients are available at the receiver, then the pairwise error proba-

bility is

(4.60)

IN

| —
@

]

o}
/T
ISH

[\
@

&

S
~_

where

P(s,8)=> 3 > Zai,q\/i(sﬁt—éﬁt) : (4.61)

t=1 q=1 k=1

Assume the fading coeficients «;, are independent Gaussian random variables with zero
mean and varance 1/2. Let “x” denote the operator of taking complex conjugate, and H
denotes the operator of taking Hermirian, and Q; = (a14,024,...,0n,). Then we can

rewrite equation (4.61) as

n n

q=1
m
— A\ OH
= g Q,A(s,8)8, (4.62)
g=1
where
i ol M oM 1 1 M oM
S11 11 S11 51,1 < S1L T S1L S1.L — S1,L
ol M oM 1 1 M oM
. S21 — S21 S91 7 P21 Sop — Sa.L So L — SaL
B (Sv '3) - .
1 a1 M oM 1 ol M oM
L Sn,l sn,l Sn,l - Sn,l s Sn,L - Sn,L ce Sn,L - sn,L
81,1 —S11 S12—S12 ... S1L — S1L
S21 — 821 S22 —S822 ... S22 —SafL
L Sp,l — Sn,l Sn2 — Spn2 .. SpL — SnL
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(2 MY &  _ (a1 22 M 2\ 2\ RH (o &
where 8,1 = (si4, 57, . sM), 8u1 = (814,82, .8M) , and A(s,8) = B(s,8) B” (s, 3).
A (s, 8) is nonnegative definite and Hermitian, and the eigenvalues of A (s, §) are real num-

bers. Then we have
A(s,8) =VDVH (4.63)

where V' = (vq,v,...,v,) is a unitary matrix and D is a diagonal matrix, where v;’s are

the eigenvectors of A (s, §). Let A\; be the diagonal elements of D, where 1 <i < n, and

QVT =By Bug) - (4.64)

From (4.63) and (4.64), we can rewrite the equation (4.61) as following

Z ZA 1Bl (4.65)

q=1 =1

0»

Use equation (4.65) to replace d* (s, 8) in (4.60), then we have

Pr(s — 8|y Vi, q),< —exp( o ZZ)\ ¥ > (4.66)

qg=1 =1

By Using the same derivation in (3:19); we have the pairwise error probability

Pr(s —'8) < % (ﬁ ;ES) . (4.67)

4Np "™

When SNR is a big number, (4.67) can be expressed as

Pr(s — §) < % (Hl )\i> B ( 4%0) o (4.68)

where 7 is the rank of A (s, §). In order to minimize the error probability, to make rm and

the the product of eigenvalues as large as posible is necessary. A good space time code with

memory 2 is searched by the computer with these cirteria, and the generator sequence is

Table 4.3: Optimal Space-time codes of the STC/FSK system with 4FSK and 2 transmitter
antennas for wireless jamming channels.
Memory Generator Sequences

2 (wh, 2}) = bi1(1,0) By ar—1(2,0) By bi(0, 1) By a4(0, 2)
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4.5 Simulation Result

In this sectio, we simulate the 4-state space-time code with two transmitter antennas
and two receiver antennas, 4FSK modulation, and 1000 Mary bands for used over Rayleigh
fading channel with AWGN and n = 1 band multitone jammers to explore the performance
of STC/FHSS system. In Figure 4.3-4.14, the space-time code of STC/WFHSS system we

used for simulation is
(21, 2) = b—1(1,0) @ a;—1(3,0) @ by(1, 3) ® a,(2,2). (4.69)

Observed from the performance curves in Figures 4.3-4 with E,/Ny = 5dB and ML
decoding with CSI and JSI available. Figure 4.3 shows the performance curves with p = 0.2,
=05 u=07 and p = 1. Figure 4.4 shows the performance curves with E,/N; = 0dB,
Ey/N; = 10dB, E,/N; = 15dB, and E,/N; = 20dB. The performance curves shown in
Figures 4.5-6 are simulated with ML decoding with JSI available but without JSI available.
Figure 4.5 shows the performance curves with F,/N; = 10dB, p = 0.1, p = 0.4, u = 0.7,
and p = 1. Figure 4.6 shows the performance curves with F,/Ny = 10dB, E,/N; = 0dB,
Ey/N; = 5dB, E,/N; = 10dB, and E,/Njp=.15dB. The performance plots of the ML
decoding with CSI available without «JSI available are shown in Figures 4.7-8. Figure 4.7
show the performance with diferent-values of /mu;.and Figure 4.8 shows the perfromance
with different values of Fj,/N;. When the value of £,/N; is small, the worst performance
is located at = 1. When the value of Hy/Nygetsilarger, the worst performance is located
at lower p. Figures 4.9-10 show two performance curves with E,/Ny = 12dB, p = 0.3,
i = 1. One is simulated with ML decoding with JSI and CSI available, and the other is
simulated with CSI available but without JSI available. We can find that the system with
JSI available is much better than the system without JSI available.

Finally, two systems are compared with STC/WFHSS. One is the system with the
original space-time coding which is designed with FSK modulation. The other one is the
system with the convolutional coding and the Alamouti coding, and we combine convolu-
tional code scheme and Alamouti code scheme for this system. The generator equation of

the space-time code used in the first system is
(21, 25) = b—1(1,0) D a;-1(2,0) D b (0,1) ® a,(0, 2). (4.70)

A (4,2) convolutional code is emploied for the second system with memory 2 and following

generator matrix

[1+p D D 1+D

G(D) =
(D) 1+D 1+D 1 0

(4.71)
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Figure 4.4: Performance plots of STC/WFHSS with CSI and JSI available for £, /Ny = 5dB.
Perfomance of these two system and:STC/WEHSS system with E,/N; = 15dB, u = 0.1,

pw=0.4, p=0.7 and p = 1 are shown in Figure 4:11-4:14. We can find that STC/WFHSS

system provides better performance than the others.
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Figure 4.5: Performance plots of STC/WEHSSwith CSI and JSI available for E,/Ny = 5dB.
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Figure 4.6: Performance plots of STC/WFHSS with JSI available but without CSI available
for E,/Ny = 10dB.
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Figure 4.8: Performance plots of STC/WFHSS with CSI available but without JSI available
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Figure 4.11: Performance of STC/WFHSS, with CSI and JSI available and STC/WFHSS
with CSI available but without JSI available for Ey/Vy = 12dB and = 0.3.
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Figure 4.12: Performance of STC/WFHSS, original STC, and CC/Alamouti systems for
Ey/Ny = 15dB and p = 0.1.
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Figure 4.13: Performance of STC/WFHSS,, original STC, and CC/Alamouti systems for
Ey/Ny = 15dB and p = 0.4.
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Figure 4.14: Performance of STC/WFHSS, original STC, and CC/Alamouti systems for
Ey/Ny = 15dB and p = 0.7.
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Figure 4.15: Performance of STC/WFHSS, original STC, and CC/Alamouti systems for
Ey/Ny = 15dB and p = 1.

45



Chapter 5

Conclusion

In this thesis, we investigate issues related to the performance of the STC/FHSS system in
wireless MTNJ environments. There are two types of STC/FHSS systems we proposed for
performance evaluation: STC/WFHSS system and STC/OFHSS system. The actural per-
formance of STC/FHSS system can be upper bounded by the performance of STC/OFHSS
system, and can be lower bounded by the performance of STC/WFHSS system. Based on
these proposed system model, the corresponding ML decoding is derived. Although the ML
decoding with respect to different conditions has benn derived, however, the decoding com-
plexity of the optimum decodings axé too-high:Beside, the complicated arithmetic of ML
decoding with JSI available but without €SI available not only requires high computational
complexity but also excudes the use of the efficient Viterbi algorithm. Therefore, we have
to find some suboptimal decoding scheme in the-future. We also present two design criteria
for constructing good space-time codes with respect to the wireless channel with n = 1
band multitone jammers. Good space time codes are also given via a computer search.
Verified by the simulation result, the performance of our system is better than the system
with space-time coding which is designed with FSK modulation. The performance of our
system is also better than the system employs both convolution code and Alamouti code.
We can also find that when E,/N; is large, the performance of the system with space-time
coding is worse than the system uses both convolution code and Alamouti code. That means
the system with space-time coding but without any designs which in connection wiht the
environments is not good enought to be used for the wireless channels with multitone noise
jammers.

Although we have persented two types of STC/FHSS systems for wireless chan-
nel with multitone nosie jammers, there are still serveral related issues that remain to be
investigated. The coding scheme we consider in the proposed system is the space-time

block coding scheme. We can consider other coding scheme, e.g., space-time trellis coding
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scheme, differential space-time coding scheme, and space-time turbo trellis coding scheme
for wireless channel with jammers. The frequency hopping we used in this thesis is slow
frequency hopping. Fast frequency hopping could also be used for high frequency dievesity
gain. Therefore, we could use the STC/FHSS system with different coding scheme and
fast frequency hopping to improve the perfromance in the wireless channels with jamming

environments.
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Appendix A

Derivation of the ML Decoding of STC/WFHSS System without
JSI

The derivation in (4.14) is discussed in this appendix. (4.14) is derived by averaging

(4.10) with respect to @. Let @, = (x},z7,...,2}), then we have following function

k n ok |2
’rq,t s Zi:l O‘i,qsi,t|

(NO + foJQT; 037q>

t=1¢=1 k=1 \/7T <N0 + :UfQ‘gs Uiq)

= ﬁﬁ g 1 ( 1 )M_l exp _i |r§,t - > ai7q§,ﬁt‘2 B ‘r;,t >, ai7q§i,t|2
= Ny v/ma \ /TNy N, a

M-—1 M-1| k n Ak 12 M n AM |2
Q_1 1 _ E ' }Tq,t — i O‘ivqsz}t’ _ ‘rq,t — i QiqSit
Ng a
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Aftfe [ £ s ()

t=1 g=1 k=1
n ~1 |2 B
- exp [ra0 = 301 taaSi] — rae =i O‘“IS”‘ NI Q1 LAY
NO a Nt V ma vV 7TNO
n ~ 2
exp ’T‘Jl\’/{: — 2 aiﬂs% _ |r% — D qs% (- M@ 1 M
Mo a N, ) \Val,

k=1

k n k|2 1
|rq,t — Dic1 O‘i,qsi,t‘ |rq,t =D qszt‘
-exp N — -
0

_ T d {Tf;,t_z?:lalqszt} l Q 1 1
_HH{GXP [_ - N > v
1
TN,

o &

where a = Ny + QJQTS o3,
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Appendix B

Derivation of the ML Decoding of STC/WFHSS System with JSI

but without CSI

The derivation in (4.21) is discussed in this appendix.

[\r';x _

zt‘ + E E :O‘quO‘quS tSlt

(4.20) with respect to a. Then we got

f(rl8, a,x)

[ n

n
k ~k
—Im (rq,t E :al,i,qsi,t) + E : &R ig
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=1
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on{ 323504

ma t=1 k=T g=1
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zt| ] E :alzq
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~k sk
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9=

(4.21) is derived by averaging
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For the real part of the exponent could be represented by R (g 1,4, Q@Rr24)- - ®Rng)
R (C“R,LQ? OR24q; - - - ?O‘R,n,q)
L M n v W n
1 i 2
_ k ~k 2 N
= EQRG Tot E ORiGSie | — E E o E QRiq Si,t‘
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= Br AL — Apg (A+1)AL = v (B.2)
= DRgA\R g Ryq Ryq ORj,q = 5 tq .
where
AR%Q = (OZRJ#]? aR721q7 ttt OéRa"%q)
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BR,q = |2Re _K,rq,tslt ,2Re _qu,tSZt 5 ,QRe _K,rq,tsn,t
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L
1
=2 D A
a
t=1 k=1 ¢
and I is an identity matrix. B, ,, and Af aré defined as
kE o~k
Bth = [2Re ( 51 t) 2Re ( tSZt) ..,2Re (rq7t3n7t)} (B.3)
and
ok |2 sk gk ok sk
Slt’ S1,t52¢ -+ S145nt
ok ok o |2 ok sk
s%.5 5 ... 855§
2,451t 2t 2,t5n,t
Ab= | el (B.4)
ok sk ok 2k ok |2
SntS1,t SnitS2¢ Sn,t‘

It is clear that A¥ is nonnegative definite Hermitian, and the eigenvalues of A¥ are nonneg-

ative real numbers. Therefore, we have
Af = VEDFVH (B.5)

where V¥ is a unitary matrix and DF is a real diagonal matrix. The rows of V}*, forming a

complete orthonormal basis of an N-dimensional vector space, are eigenvectors of A¥. The
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diagonal elements of Dy are the eigenvalues A¥, of A. (B.2) can be rewirtten as

R(aquaaRQt}y--- O-/an)

= BryMh, — Arg (A+ D) AR,

L
1 1
- Z Z JBEq,tAEq —Arg (Z EAf + [> qu
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— t t
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t t

L M -
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t L

L M r
| oy LM
=>> " Zr Y, — Yig (D = Yi,

£,

L M [ n n
1 LM
= Z Z % qu Y i Z <)‘ﬁt - ) yéui’q]
ay ay

[ i=1 =

where
ch;,t = sz,q,tv;k = [Zf,q,ﬁ Zg,q,ﬂ e 7Zfb,q,t}
and
Yrg=ArigVi = [Yr 10 YR 205 - - -+ YRinsg)-

We can average ap;, for the real part of the exponent in (B.1)
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1o 1T <Zt:1 D k1 o T 1) g=1 i=1 <Zt 1 a% 1)

(B.7)

The imaginary part of the exponent in (B.1) are defined by I (14,0124, Qrng)

A 2
Si,t‘
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where

Ariq = (O0ggeaags” - > rng)

and

Brg=|2Im | )
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Then (B.2) can be rewirtten as

where

and

1 (Oll,l,q, ara.q;--- 7aI,n,q)
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We can average aj;, for the imaginary part of the exponent in (B.1)
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Therefore, the likelihood function can be expressed as

f(r|3,x)
n m M k—% ‘rqtl m n L M 1 i -1
Y LI, 2aper

=1
L

n (Zt 1Zk 1 kzzqt) (Zt 1Zk 1 szqt)

q=1 =1 <Zk:1 Zi:l é/\fﬁt + 1)

(B.11)
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Appendix C
Derivation of the Design Criteria of STC/WFHSS System
The derivation in (4.29) is discussed in this appendix. (4.29) is derived by averaging

(4.26) with respect to @ and . Then (4.27) is derived first by averaging (4.26) with respect

to .

=1
n n *
= (Z Qi q (Szt §ft)) (Z Qi q (Szt §ft)>
i=1 i=1
n n
= Z Z O‘i,qa;‘k,q (Si‘c,t - §ft) (Si'c’,t - §f,t)
i= =1
= AquAf (C.2)
where
Ay = (14,004, -, 0ng)
and
|Slf,t - glf,t ’ (Slf,t - glft) (Sg,t 2_ ggt) e (Slf,t - glft) (Sﬁ,t - gﬁt)
Ak — (Sg,t - 51515) (Slf,t - §]ft) ‘Sé,t - §§,t e (Sg,t - ggt) (Sﬁ,t - 57’21&)
t = ) ) .
(sz,t - gfzt) (Slit - §]ft) (Sfm - gfm) (Sg,t - ggt) e ‘Sﬁ,t - gn,t|2



It is clear that AF is nonnegative definite Hermitian. Therefore,we have
Af = VDRV (C3)
where V[ is a unitary matrix and Df is a diagonal matrix. The diagonal elements of DF

are the eigenvalues A, of Af. Then, (C.2) can be rewritten as

2
Z Q q i,t)
= AquAf
= AVEDFVETAY
— Y, DIV}

=D A il (C.3)
1=1

where Y, = AV}¥ = (Y1.4,Y2.45 - - - »Unyg)- Yiq are complex Gaussian random variable with
zero mean and variance 1/2 for Vi, q. Then |y, .| is a Rayleigh distribution random variable

and the probability density function is

p ([yial) =2 |yidexp (— [2,]°) - (C.4)

The conditional pairwise error probability:can-be-expressed as

)\k
> b_’i |y¢,q!2) Fyial) - £ (ynml) dyra - - - dynm
- t
AP >
Zb_k |Yi.ql >2|yz;q!exp(— Wial*) dvig
t
1 m () L M )\kz
:§HH/ Z‘yi7q|exp< ZZ(bk +1> ’%q‘)dyzq
1 m n L M )\k -1
ZJHNZZ§H>. (©5)
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The pairwise error probability can be derived by averaging (C.5) with respect to @
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Appendix D

Derivation of the ML Decoding of STC/OFHSS System without
JSI

The derivation in (4.40) is discussed in this appendix. (4.40) is derived by averaging (4.36)
with respect to . Let x; = (xﬁt\Vi, k), Assume there are only two transmitter antennas,

then we have following function

f(r]3,a)
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where a = Ny + 2%0‘3(]‘
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Appendix E

Derivation of the ML Decoding of STC/OFHSS System with JSI
but without CSI

The derivation in (4.45) is discussed in this appendix. (4.45) is derived by averaging
(4.36) with respect to a. Then we got
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where a; . = Ny + 2,2

5 U?,Vq. The real part of the exponent could be represented by
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By equation (E.1) with o;, = 1/2 Vi,q. The real part of exponent can be averaged with
respect to ap; 4, then we got
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The imaginary part of the exponent could also be.represented by
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Next, the imaginary part of exponent can be averaged with respect to oy ,.
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Hance, the conditional likelihood function f {r|§,x} can be expressed as

= fA{r[3 =}
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Appendix F

Derivation of the Design Criteria of STC/OFHSS System

The derivation in (4.51) is discussed in this appendix. (4.51) is derived by averaging
(4.48) with respect to @ and . Then (4.49) is derived first by averaging (4.48) with respect

to .

Pr{s — §|z}
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-1
where a; . = (No + zf, Jg) and |o; 4| 18 & Rayleigh distribution random variable. The

probability density function of |«; 4| is

P (laig]) = 2 gl exp (— |aigl) (F.2)

Then the conditional pairwise error probability can be derived as



< T (1- o3kl - 7). w3

Assume there are only two transmitter antennas, the probability density of x; = (xﬁtWi, k:)

is presented in (4.39). Then we have the pairwise error probability by averaging (F.3) with

respect to .
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