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Cooperative Sensing of Wideband Cognitive Radio:
A Multiple Testing Approach

Student : Chao-Yuan Yang Advisor : Dr. Sau-Hsuan Wu

Department of Communication Engineering
National Chiao Tung University

ABSTRACT

A lower complexity decision fusion method is proposed for cooperative
sensing of wideband cognitive radio:using multiple hypotheses testing. To
maintain the quality of spectrum sensing in multiple channels, the Benjamini
and Hochberg procedure is applied to control the False Sensing Rate (FSR) and
the False Ignorance Rate (FIR) of the system under different settings of the
environments. Besides, a combined-FSR-and-FIR approach is further proposed
to have lower missing and false alarm raties simultaneously. Instead of detecting
the presence of the licensed user, a‘signal strength estimation procedure which
features two-dimension hypotheses testing is also proposed, using the energy
feedback (EFE) or decision feedback (DFE) information at the fusion center.

In regards of the FSR, simulation results show that the proposed sensing
method outperforms the energy fusion method in the false alarm ratio, while
maintains a missing ratio comparable to the energy fusion method. As for
controlling the FIR, a low missing ratio can be achieved by assuming that ideal
SNRs of channels are available at the fusion center. Considering a more
practical condition where only a nominal SNR is used at the fusion center, the
missing ratio can still show below an acceptable level in spite of losing some
performance in the low SNR region. After introducing the SNR switching rule,
the combined FSR and FIR approach performs the best and has both satisfactory
false alarm and missing ratios. For the signal strength estimation procedure, the
EFE has the better accuracy than the DFE, and both of them can achieve a low
enough error rate of the availability of the sub-bands.
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Chapter 1

Introduction

In the passed few years, cognitive radio (CR) has emerged as a promising approach
to be applied to many different communication systems. Cognitive radio techniques
which are used for dynamic spectrum, dceess and coexistence, next-generation radio and
spectrum management, and intereperability in infrastructure-less wireless networks are
wildly suggested. Many standards such as WiFi (IEEE 802.11), Zigbee (IEEE 802.15.4),
and WiMAX (IEEE 802.16) alréady~include'some-simple CR properties today ,and
[EEE 802.22 is going to be the first cognitive radio-based international standard. Lots
of research works are focusing on this newly technique and the further applications
advance rapidly.

One of the major properties of the CR systems is called dynamic spectrum access
(DSA) for improving the efficiency of spectrum usage by exploiting the unoccupied
channels in the licensed spectrum. To protect the licensed users (also referred to as
primary users) from large multiple access interference (MAI), cognitive users (secondary
users) may need to help monitor the availability of the channels before accessing them.
Spectrum sensing then plays a crucial role in identifying the available channels in CR
systems.

A performance analysis of false alarm and missing rates of spectrum sensing is investi-



gated in [1] under fading environments. When the cognitive user experiences shadowing
or fading effects, the sensing performance degrades significantly. The accuracy of spec-
trum sensing can be improved, in principle, if cognitive users in the CR system can join
sensing the channel cooperatively. Based on this idea, a cluster-based sensing method
is proposed in [2] where the cluster head with the best channel condition to the fusion
center reports for its cluster the final decision to the fusion center. In [3], the average
number of reporting bits is further studied when considering a no-decision region for the
energy detector.

The above works all focus on cooperative spectrum sensing for narrow-band channels
and adopt the same OR-rule as their decision criterion at the fusion center. For wideband
CR systems, a multiple hypotheses testing approach is proposed in [4] for spectrum
sensing based on the energy fusion of cooperating users. However, the transmission
overhead for reporting the energy of«€ach user to the fusion center will become very high
as the number of users increases. A more practical.approach is to use decision fusion that
requires only one-bit decision feédback te'report the' availability of each channel from
each observer. Besides, the conventional spectrum.sensing algorithms usually focus on
the presence but not on the signal strength of the primary user. If the cognitive users can
estimate the signal strength of the spectrum, they may achieve concurrent transmissions
with the powerful licensed users without causing harmful interference.

A general concern to deal with multiple hypotheses testing problems is the control
of type one errors. Conventional Bonferroni-type controlling procedures [5-9] try to
control the classical familywise error-rate (FWE), the probability of erroneously rejecting
even one of the true null hypotheses. However, controlling the FWE often leads to
conservative results when the number of the hypotheses is increasing. To overcome this
drawback, Benjamini & Hochberg [10] suggest a new type of procedures, controlling the
false discovery rate (FDR). For continuous test statistics, they show that the proposed

BH procedure can control the FDR under a given level a. The BH procedure is further



studied when the test statistics have positive regression dependency [11]. For discrete
test statistics, it is proven in [11] that the FDR can be controlled at an even lower
level than using continuous test statistics. A modified FDR controlling procedure which
reduces the number of hypotheses before applying the BH procedure is proposed in [12].

In this work, a decision fusion method is proposed for cooperative spectrum sensing
in wideband CR systems, using multiple hypotheses testing. The BH procedure is em-
ployed in this paper to control the false sensing rate (FSR) and the false ignorance rate
(FIR) of spectrum sensing, based on different assumptions for the null hypotheses in
multiple testing. By controlling the FSR, the false alarm ratio of spectrum sensing can
be held low, which in principle will result in more cognitive users’ transmissions in the
system. On the other hand, controlling the FIR can help suppress the missing ratio of
spectrum sensing, which will lead to lower multiple access interference to the primary
users. To test the proposed method under practical communication scenarios, three
kinds of fading environments named sub-band oriented case, observer oriented case and
general case respectively are considered in‘addition t6 the uniform channel assumption.
Since controlling the FSR and the EIR results i different effects to the CR systems,
we studied the combined FSR and FIR approach in order to benefit from each side.
Furthermore, the proposed sensing method are modified to estimate the signal strength
of each sub-band in the CR system. Two estimation rules named the Energy Feedback
Estimation (EFE) and the Decision Feedback Estimation (DFE) are both investigated.

Simulation results show that the proposed decision fusion method outperforms the
energy fusion method in the false alarm ratio, while maintains a missing ratio comparable
to the energy fusion method, when controlling the FSR in multiple testing. On the other
hand, a low missing ratio can be achieved by controlling the FIR, assuming that ideal
SNRs of channels are available at the fusion center. In cases where only a nominal SNR
is used at the fusion center, the missing ratio can still show below an acceptable level

in spite of losing some performance in the low SNR region. For different simulation



environments, the missing ratio of controlling the FSR decreases with the number of
observers in one sub-band and the false alarm ratio keeps lower than the conventional
tone-by-tone OR-rule in the same time. The combined FSR and FIR approach shows a
the lowest missing ratio and achieves a lower false alarm ratio after introducing the SNR
switching rule. The correct estimation rate of the signal strength by EFE is about 72
percentage and is about 61 percentage by DFE. Moreover, if there is an error estimation,
the true signal strength is almost underestimated in both EFE and DFE.

The rest of this thesis is organized as follows. In Chapter 2, we describe the system
model and introduce the problem setting for this thesis. In Chapter 3, the false discovery
rate and the BH procedure are briefly reviewed followed by the introduction of our
decision fusion method. The FSR and the FIR controlling procedures of cooperative
spectrum sensing are provided in Chapter 4. Chapter 5 contains the combined FSR
and FIR approach and the signal strength estimation methods. Simulation results are

presented in Chapter 6 followed by the conclusions drawn in Chapter 7.



Chapter 2

System Model

We consider a CR system which does not officially operate over a licensed wireless
band. Instead, it co-exists with other radio systems which may or may not possess
officially licensed bands. The CR system uses‘the:channel only when it is not preoccupied
by the licensed users. To access the unocéupied frequency bands, the system is equipped
with a base station or a data fusion eenter to monitor the availability of the wireless
channels. We assume that the CRrsystemn has-an operational bandwidth of W Hz. And
the overall bandwidth is divided into M. sub-bands for multiple access. Thus, each sub-
band has a bandwidth of D = W/M Hz. An illustration for the CR system is shown in
Figure 2.1

Now, we consider a cooperative spectrum sensing scheme for the cognitive radio
system. We assume that there are K cognitive users in the system. Each has the
same capability to scan the M sub-bands over the operating bandwidth, and randomly
chooses S out of M sub-bands to observe. To decide whether the M sub-bands are
occupied or not, the fusion center first asks each user to make their own decision and
report the availability for each sub-band the user observes. Based on the reports of all

users, the fusion center makes the final decision and forms the channel occupancy vector

O € {0, 1}M for the overall M sub-bands. The j-th element of O is 1 if the j-th sub-band



is occupied by the primary user, otherwise it is 0.

For each sub-band j scanned by a secondary user 7, there are two possible hypotheses.
One assumes the channel is occupied, denoted by H;, the other assumes unoccupied,
denoted by Hy. Different hypothesis leads to a different system model for the observation:

Hy : Yij = Nij

’

Hy:  Yi;=Xij+ N

where N;; ~ CN(0,0?%) and X;; ~ CN(0,a - 0?), with a > 1. The user i reports the
availability of the sub-band j by using a simple threshold detector with the threshold
set at A\. If Yf] > ), the user reports 1. Otherwise, it reports 0.

After collecting for all sub-bands the decisions bits reported by all users, the fusion
center will reconstruct the channel oc¢éupaney vector O. The essence of the detection

method will be introduced in Chapter 3.



M-th

[0 unoccupied sub-band
E occupied sub-band

< wW >

QO . cognitive users & : fusion center

Figure 2.1: The wideband cognitive radio system model for cooperative spectrum sensing
with K =7 and S = 2.



Chapter 3

The False Discovery Rate

The false discovery rate is defined as the expected proportion of the erroneously
rejected true null hypotheses among the total hypotheses which are rejected. Benjamini
and Hochberg suggest that false discovery raté:may be a more appropriate error rate
to control than the conventional familywise error rate (FWE) in many multiple testing
problems [10].

Assume there are M hypotheses to-he tested.” Bysome detection procedure, Ny of M
hypotheses are rejected with F' of them bheing false and 7" of them being right decisions.

The false discovery rate is defined as
False discovery rate = E[F/(F+1T)] = E[F/Ny]. (3.1)

It has been shown that controlling the false discovery rate also controls the FWE rate

in the weak sense [10].

3.1 The Benjamini and Hochberg (BH) Procedure

The BH procedure is a decision rule to control the false discovery rate of the deci-

sions under a given level v [10]. Assume there are m hypotheses, Hy, Ha, ..., H,,, which



correspond to the p-values, Py, Ps, ..., P,,, respectively. The BH procedure is stated as

follows.

e Sort the p-values in ascending order and denote the ordered p-values as P;y <

P(Q) <. < P(m).

< ez 1 <dpee <M.

imaz) m

e Iind the largest index ¢,,q, such that P

Y

e Reject all H;),i = 1,2, ..., %40

For independent test statistics, if we conduct the BH procedure at level «, the theo-
rem 5.1 in [11] states that the false discovery rate can be controlled exactly at the level
(mo/m)a for continuous test statistics and at a level less than or equal to (mg/m)a for
discrete test statistics. Where my is the number of true null hypotheses among the m

hypotheses.

3.2 Decision Fusion

Here we describe our Decision Fusion (DE) method in details. Define

L, ’Y;JP > A
D . Bi,j == (32)

0, otherwise
where B, ; is the reporting bit for sub-band j from the i-th user. Each B; ; can be modeled
as a Bernoulli trial with the probability of success Pr. Note that Pr is the same for
every user under the null hypothesis Hy and is a function of the energy threshold .
Since the energy |Y; ;| is a random variable with exponential distribution under Hy, Pr

can be easily obtained by calculating the tail probability:

Pr = Pr{|Yi,[2 > \ [H} = / F(2,) i, (3.3)



Different sub-bands have different numbers of observers. As a result, the fusion cen-
ter may have different numbers of decision bits for each sub-band. While each decision
bit can be seen as a Bernoulli trial, each sub-band has the binomial distribution of prob-
ability of success Pr with different numbers of trials. Before applying the BH procedure
for detection, we calculate the p-value for each sub-band which is the Complementary
Cumulative Distribution Function (CCDF') of the binomial distribution.

Define p; to be the p-value of sub-band j. We have

N4
J N
=Y | 7 | (e Pp)Ne (3.4)
T=x; X

where NNV; is the total number of decision bits in sub-band j and z; is the number of 1’s
Given a desired level a for thesfalse diseovery tate, the BH procedure is applied to

our detection scheme at the fusion genter to décide the availability of each channel.

10



Chapter 4

Controlling the False Sensing Rate

and the False Ignorance Rate

Based on the sprit of false discovery rate, we,define the false sensing rate (FSR) as
the expected proportion of the number of falsely:sensed channels over the total number
of channels which are declared o¢eupied. Incognitive-radio system, the secondary users
are permitted to access a frequency banhd when‘there is no transmission from the primary
user. By controlling the FSR below a certainlow level, the secondary users will behave
more aggressively in accessing channels, thus enhancing the overall effective throughput

of the system at the risk of introducing higher MAI to the primary users.

4.1 False Sensing Rate (FSR)

For controlling the FSR, the hypotheses of a sub-band j scanned by a user ¢ are given
by

Hy : Yij =N

7-j

Hy:  Yi;=Xij+ N

11



where NN; ; ~ CN(0,1) and X;; ~ CN(0,q), with ¢ > 1.
Under the null hypothesis Hy, the energy |Y; ;|? is independent of the signal strength
¢ and is an exponential distribution. Denote Y = [Y;;|?. The probability of success

(false alarm probability) P of each cognitive user is

Pr = Pr{|Yi;|> > \|Hy} = Pr{Y > X |Hy}

= / e Ydy
A

= ¢ (4.1)

Since each cognitive user randomly chooses S sub-bands out of M to observe, the
fusion center will have different number of decision bits to each sub-band in the end.
Based on this information, the p-values p; , j = 1..., M, are calculated by the CCDF

of the binomial distribution which is“given by

N.
SN S .
pi=) (@21 —jer )™ (4.2)
T=1; X

where Nj; is the total number of decision bits in sub-band j and z; is the number of 1’s
n Nj
Finally, we apply the BH procedure at level a to decide the availability of each

channel. The steps are listed below

1. Calculate each p-value p;, j =1,2,.... M

[\]

. Sorting p;, j = 1,2, ..., M in ascending order

3. Find the largest index, %,,4., such that p; = < imﬁa

4. Declare sub-band j occupied for 1 < j < 4p05-

The performance of controlling the FSR are shown in Figure 4.1(a) and Figure 4.2.

For comparison, the method that uses the entire energy information is also presented [4].

12
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Figure 4.1: False Sensing Rate (FSR) and False Ignorance Rate (FIR) with M = 100,
K =20, Apsr = 4, Aprg = 1, a = 0.05 and Nominal SNR = 10 dB.
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Figure 4.2: False alarm ratio vs missing ratio for controlling FSR with M = 100, K = 20,
Arsr = 4 and a = 0.05.

Figure 4.1(a) shows that both energy fusion and decision fusion can control the FSR
under the desired level a while the proposed decision fusion method can achieve a much
lower FSR level than the energy fusion. This improvement results from the discrete test
statistics of the decision fusion and is proven as part of the theorem 5.1 in [11]. As it

can be seen in Figure 4.2(a), controlling the FSR also leads to hold the false alarm ratio

13



at low level, and the decision fusion method outperforms the energy fusion method as
well as the FSR performance. The effect of the more capable cognitive users is shown
in Figure 4.2(b) when the missing ratio decreases in the low SNR region. Here, the
energy fusion method that uses the whole energy information has the advantage with

lower missing ratio.

4.1.1 The Region of the Energy Threshold

Here we discuss the considerations for the threshold of the energy detector A. Ac-
cording to Equation (4.2), the p-values are a function of the energy threshold A. Even
the N, and z; are also correlated with A. Intuitively, there will be a region for setting
the energy threshold because the BH procedure is conducted at level . If the smallest
p-value is greater than «, then all the p-values are greater than « as well. The BH
procedure then becomes ineffectivesOn the other hand, if the biggest p-value is smaller
than 7, it will also lead to a failure.. However; the energy threshold region is still very
loose under this condition.

A tighter region of A can be obtained if we take the single user’s sensing quality
into account. Since the sub-bands are randomly chosen by the cognitive users, it may
happen if a sub-band has only one observer. Under this situation, we should ensure that
the p-value of that sub-band is still workable for the BH procedure. For this reason, the
lower bound of X is obtained by setting the p-value of the single observer channel to be

smaller than the maximum BH procedure level . i.e. e < a. On the other side, the

upper bound of A is obtained by setting the p-value of the single observer channel to be

larger than the minimum BH procedure level . ie. e A > 17+ It can be easily shown
that the region of \ is
—In(a) <A< —In(—) (4.3)
n(o n
SAS Vi

14



where M is the number of total null hypotheses.

4.2 False Ignorance Rate (FIR)

Although a low FSR can benefit the overall system throughput, Figure 4.2(b) indi-
cates that it results in a high missing ratio at low SNR. The primary users then suffer
from larger MAI. To maintain the primary users’ transmissions under a tolerable inter-
ference level, controlling the false ignorance rate (FIR) seems to be a feasible option and
is presented in this chapter.

Define the FIR as the expected proportion of the number of falsely ignored channels
over the total number of channels which are declared unoccupied. Based on this defini-
tion, the new two hypotheses for a sub-band j scanned by a secondary user ¢ are now

given by

Hy Sy =205+H N,
Hiy, wW =il
where H, assumes that the sub-band is occupied and H; assumes the sub-band is unoc-
cupied.

Unlike the FSR case, the observed energy |Y;;|* of the i-th secondary user to the
j-th sub-band have different exponential distributions depending on the different signal
strength under the null hypothesis Hy. An ideal operating mode which assumes that
the fusion center has the SNR information of the cognitive users is proposed first. This
assumption is made here to demonstrate the effect of controlling the FIR. We consider
later a more practical case in which the fusion center is operated under a nominal SNR

in the end of this chapter.

15



4.2.1 The Ideal SNR Mode

In this mode, the fusion center is assumed to have the perfect knowledge of SNRs
from each cognitive user. Assume that N;; ~ CN(0,1) and X;; ~ CN(0,q), with
q > 1. Conditioned on Hy, Y = |Y;;|? is a random variable with exponential distribution
denoted by Y ~ E (q%) Denote P as the probability of success (missing probability)

of the Bernoulli trial when each time a cognitive user makes his own decision, i.e.

Py = Pr{|Yi;|? < \|Ho,q} = Pr{Y <X |Hy,q}

Al v
— / e atl dy
o ¢+1
A

= 1—e a1 (4.4)

At the fusion center, the p-values of each sub-band are calculated by the CCDF of the

Binomial distribution.

(%)

Nj
pi = ) (Pr)i(1 =P )" (4.5)
T=T; X
N.
J N
S e [
T=T; Xz

(4.6)

where NN; is the total number of decision bits in sub-band j and z; is the number of 0’s
n Nj.
Now, we apply the BH procedure at level o to detect the availability of the sub-bands

as well. The steps are listed below.
1. Calculate each p-value p;, j =1,2,..., M.

2. Sorting p;, 7 = 1,2,..., M in ascending order.
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3. Find the largest index, %,,4,, such that p; = < imﬁ@-

4. Declare sub-band 7 unoccupied for 1 < j < 4,,45-

4.2.2 The Nominal SNR Mode

We consider here a more practical operating environment where the fusion center has
no idea about the SNR information of each cognitive user. Instead of using the perfect
SNR, a nominal SNR is set for the fusion center. We note that for each cognitive user,
the decisions of the chosen sub-bands keep the same as the ideal SNR mode. Since the
fusion center always operates at the nominal SNR, only the p-values of each sub-band
are changed in this case.

Denote ¢* as the nominal SNR and Pj; as the probability of success corresponding
to ¢* at the fusion center. The expression of Pj;is obtained straightforwardly by substi-
tuting ¢* for ¢ in (4.4). Besides, by substituting Py, for Py in (4.6), the nominal p-value
for each sub-band denoted by pj; 7 =1,...M,1s also obtained. The equations for Py,

and p;, 7 =1,..., M are given below respectively.

Py = Pr{lVi,? <X [Houg'} = Pr{Y < A |Hy.q'}

/A L7
= e 4
A

= 1 —¢e &+ (47)
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N;
. N;
Py = Z
T=x; xr
N
=
T=x; T

(Pip) (1= Py

(4.8)

(1 — e"7 )% (e 7 ) Ni—e

(4.9)

Again, the BH procedure is applied to detect the availability of each sub-band based

on the nominal p-values.
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Figure 4.3: False alarm ratio vs. missing ratio for Ideal SNR mode and Nominal SNR
mode with M = 100, K = 20, Ap;gr = 1, @ = 0.05 and Nominal SNR = 10 dB.

As can be seen in Figure 4.1(b) and Figure 4.3, the ideal SNR mode obviously keeps

the FIR under the desired level a and achieves a really low missing ratio at the same

time. While it also makes the false alarm ratio at low SNR quite high, which is similar

to what the missing ratio behaves in Figure 4.2(b) for FSR. However, to protect the

primary users from large interference with low missing ratio is our major concern here.

The nominal SNR mode is discussed below, and the fusion center is set to operate at
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the nominal SNR = 10 (dB). Figure 4.3(b) and Figure 4.1(b) show respectively that the
missing ratio increases in the SNR region lower than 10 (dB) and the FIR is also out
of control in that region. In addition, the false alarm ratio becomes stable around 0.1
in Figure 4.3(a). Despite losing some control, the system seems to be operated under a
good balance between the missing ratio and the false alarm ratio.

The reason why the nominal SNR mode behave in Figure 4.1(b) and Figure 4.3 is
described here. When 0 <SNR< 10 (dB), the fusion center takes Pj; which is greater
than the real P,; as the probability of success for calculating the p-values of each sub-
band. Therefore a larger p-value is obtained than the ideal SNR mode which implies
higher availability of the sub-band. The missing ratio then increases after applying the
BH procedure. For SNR > 10 (dB), since P;; is always smaller than the real P, the
missing ratio will only be better than the ideal SNR mode. Note that Pj; is fixed once
we set the nominal SNR at the fusien center. In‘erder to compensate the effect caused
by Pj;, we should adjust the energy threshold to keep the missing ratio in an acceptable

level.
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Chapter 5

Application

In this chapter some applications are demonstrated to show the valuable extensions
of the proposed cooperative sensing method. The first application is called ”The com-
bined FSR and FIR approach”. In order‘to‘enhance the sensing performance, the BH
procedures for controlling the FSR and the FIR ‘are combined at the fusion center. The
second application is called ”Detection of the signal strength in each sub-band”. By
setting multiple hypotheses of different.levels;=we can estimate the signal strength in
each sub-band after adopting the BH ‘procedure. Since the BH procedure is a simple
and low complexity multiple comparison procedure, it will not add much loading to the

fusion center even if the BH procedure is applied more than one time.

5.1 The Combined FSR and FIR approach

The original inspiration of this application comes from the characteristic of the BH
procedure. The BH procedure can ensure controlling the defined error rate but it does
not control what is not defined. For example, as we can see at Chapter 4, the BH
procedure controls the defined FSR under the given significance level and leads to a low
false alarm ratio. However, the missing ratio is not the main concern at Chapter 4 so

the performance is not quite satisfactory. The same situation can be seen when it turns
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to the false alarm ratio in Section 4.2.1. If both the decisions of FSR and FIR are taken

into consideration at the fusion center. We may have the advantages of the both sides.

5.1.1 Twice BH Procedure

To implement this application, we first change the single threshold energy detector
into a two thresholds energy detector for obtaining the decisions bits of both FSR and
FIR. The higher threshold is for controlling the FSR and the lower one is for controlling
the FIR. When the observed energy of one sub-band exceeds the higher threshold, the
cognitive user reports 1 for occupied channel . When the observed energy is below the
lower threshold, it reports 0 for unoccupied channel. When the observed energy lies in
between the two thresholds, it reports n for no decision.

At the fusion center, the BH procedure_is tested twice to form the two reconstructive

occupancy vectors, Opgr and Oprg’s The first testof the BH procedure is conducted for
controlling the FSR. Equation (4:1).and (4.2).are used to calculate the p-values of each
sub-band. The second test of thé-BH jprocedure is to-'control the FIR and the practical
nominal SNR mode is adopted. Equation (4.7) and(4.9) can be employed here to obtain
the p-values.

By comparing Opgr with Op;g, the final decisions of the availability of all the sub-

bands are made. The possible decision rules are listed below.

BH procedure Decision Rule
Orsr | Orr | FSR | FIR | OR | AND
0 0 0 0 0 0
1 1 1 1 1 1
0 1 0 1 1 0
1 0 1 0 1 0

Figure 5.1: The detection rules of the twice BH procedure.
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Figure 5.2: False alarm ratio vs. missing ratio with M = 100, K = 20, Apgr = \p, = 4,
Arrr = N =1, @ = 0.05, Nominal SNR = 10 dB and Switching SNR =5 dB.

5.1.2 The SNR Switching Rule

In order to protect the primary user-from large MAI, we prefer not to use the sub-
band when Opgp is different from ‘Opgr (i.¢. Using: OR-rule). However, the missing
ratios in high SNR region shown in Figure4:2(b) and Figure 4.3(b) are already low
enough. Since the major concern of the missing performance is achieved, why don’t we
turn to take care about the false alarm in this region? If we can somehow switch the
decision rule between OR-rule and AND-rule based on whether the sub-band strength
exceeds a threshold SNR. Then we can further improve our sensing quality. At last,
we may achieve the goal for keeping both the false alarm ratio and the missing ratio at
a considerably low level. In Figure 5.2, different decision rules are compared for their
sensing performance. For SNR < 10 (dB), the original FSR criterion has the best false
alarm but the worst missing ratio. For decreasing the missing ratio, the FIR nominal
SNR mode set at 10 (dB) is adopted by trading some false alarm ratio. The twice BH
procedures can further reduce the missing ratio at SNR = 5 (dB) to the level equal to the
tone-by-tone OR-rule. If we conduct the SNR switching rule at SNR = 10 (dB), both

the false alarm and the missing ratios with SNR > 10 (dB) are kept at a considerably
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low level. The false alarm ratio for SNR > 10 (dB) can achieve an even lower level than
the original FSR criterion in Figure 5.2(a).

The SNR switching rule is proposed here for the win-win solution. The only problem
here is that the fusion center needs to switch the decision rule once the sub-band signal
strength exceeds the threshold SNR. For implementing this switching rule, another mul-
tiple hypotheses testing problem is needed at the fusion center. Denote the threshold
SNR as Th (dB), then the null hypothesis and the corresponding alternative hypothesis

are stated respectively as below.

Hry : The channel is occupied with signal strength at most Th dB

e 1 y ATh
P = / e @Hidy =e T+ 5.2
) N (5.2)

Arp i The channel is oceupied_with. signal strength at least Th dB

The BH procedure in Section 4.1 is appliéd here to-test the above hypotheses for each
sub-band. Since the null hypothesis.is"different from Section 4.1 now, the probability
of success denoted as Pj. is also changed. Tt ‘can be easily calculated by (5.1) and (5.2).
Where Ay, is the energy threshold applied to the local observations and is set at the

middle of the energy threshold region discussed at 4.1.1, i.e.

Arn = —(¢" + 1) In(a) + (| SURS 1n(%;+ SEA ln(Oé”) (5.3)

After applying the BH procedure, if the null hypothesis Hyj, of a sub-band is rejected,
it means that the signal strength in that sub-band is larger than the threshold SNR. Thus
the switching rule can be implemented at the fusion center now. Based on the testing
results, the fusion center then applies AND-rule to the sub-bands with Hypy, rejected and

applies OR-rule to the rest of sub-bands.
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5.2 Detection of the Signal Strength Region in each

Sub-band

After testing the signal strength in each sub-band to a threshold SNR in section
5.1.2, the method is further extended here to detect the precise signal strength region
of each sub-band. This idea is motivated by [13]. The authors set several groups of
hypotheses for detecting the number of signals embedded in noisy observations from a
sensor array. After applying the BH procedure, the maximum null hypothesis rejected
determines the lower bound of the number of signals.

In chapter 4, the hypotheses of one sub-band are only set for detecting the existence of
the primary user. We don’t measure about the signal strength in each channel. However,
if the fusion center has the knowledge of the signal strength, then the secondary users
may not only transmit through the‘idle sub-bands, but also have chances to use the
sub-bands in a more generic cognitive manner [14]. In [14], a CR system in which the
secondary users can help transmitting the primary users’ data under the same channel
is defined. Since the primary user has enough capability to fight the interference, it may
allow the concurrent transmission of the secondary users under a acceptable level. By

this way, the CR system can become more intelligent.

5.2.1 Decision Feedback Estimation

We call it Decision Feeaback Estimation (DFE) while the fusion center only uses
the decision feedback bits to estimate the signal strength. At first, different hypotheses
are assumed for different signal strength levels. These hypotheses are described as
follows where H denotes the null hypotheses and A denotes the corresponding alternative

hypotheses.
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For L = noise,

H,pise : The channel is idle with only noise
¢ =0
PF — / efydy — ef)\noise
Anoise

Apvise - The channel is occupied with signal strength at least 0 dB
For L =0,5,10,..., Ly

H; . The channel is occupied with signal strength at most L dB

¢ = 1010

PF*‘ = / 1 e_q*%dy = @_%
*+1
A

Ap: The channel is oceupied with. signal strength at least L dB

(5.4)

(5.5)

The notation L,,,, represents thedargest level of signal strength that is going to be tested

and Pj is the nominal probability“of success going:to be used by the BH procedure in

Chapter 4.

Note that here we consider the case in which each occupied sub-band will have an

individual signal strength randomly chosen from {0 ~ L.} (dB). For each level of

the hypotheses, the observers set different energy thresholds, Ay, to test the observed

energy and report the one-bit decision bits. In order to set \j, for each hypothesis level,

the middle values of the available energy threshold regions are used. According to the

discussion in Section 4.1.1, the available region of each level can be easily obtained by

the inequality below.

—(¢" + D n(a) < A\, < —(¢" + 1)ln(%)
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Continuously, the BH procedure in Section 4.1 is adopted to test each signal strength
level for obtaining the final decision pattern in each sub-band. There are two approaches
to apply the BH procedure. One is called the horizontal approach and the other is called

the vertical approach.

5.2.1.1 The horizontal approach

In this approach, the BH procedure is first applied repeatedly to test the M sub-
bands for each signal strength level. The p-values which are going to be sorted are
from different sub-bands. Since a single level result can only indicate that whether the
sub-bands exceed the testing strength, the results of testing each signal strength level
are needed here. After having all the results, the fusion center then decides the signal
strength regions by the final decision pattern in each sub-band. The rules are given in

(5.9).

5.2.1.2 The vertical approach

The vertical approach which dées not test the M sub-bands at the same time uses
the BH procedure to test the signal strength levels in a single sub-band. The p-values
used here are calculated by the reporting bits from each strength levels. The signal
strength region of a certain sub-band can be determined by the rules in (5.9) once the
BH procedure is applied.

The estimation of the signal strength region in each sub-band q;,7 = 1,..., M is

determined by

only noise 1f no H hypothesis is rejected
d; =94 0~5dB if only H,pise s Tejected
L~L+5dB if Hp is the maximum rejected hypothesis

(5.9)
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5.2.2 Energy Feedback Estimation

If the fusion center uses the whole energy feedback information to estimate the signal
strength region, this method is called Energy Feedback Estimation (EFE).

Just like the DFE in 5.2.1, the hypotheses are set for testing different signal strength
levels. Note that the EFE doesn’t need the probability of success Pr or Pj which is
only used by DFE to calculate the p-values of each sub-bands. The p-values which only
depend on the total observed energy in every sub-band are easily obtained by the CCDF
of the gamma distributions. The hypotheses and the formulas for calculating p-values
in EFE are listed below.

For L = noise,

H,ise : The channel is idle with only noise
=0 (5.10)
p; = PT{Y Z Z |Y¢,j|2 |Hnoise} b PT{Y Z Etotal ’Hnoise}

/Oo VR T v (5.11)
= ERYZN y7 ] = bF . M *
Etotal F(N])

Apvise The channel is occupied with signal strength at least 0 dB
For L =0,5,10,..., Ly

Hy :  The channel is occupied with signal strength at most L dB
;=105 (5.12)
P = Pr{Y > Y |Viyl? [Huyq'} = Pr{Y > Biorat |Hi, ")

/OO yN e (5.13)
= dy, j=1,.... .
L(N;) (g + 1)

Arp The channel s occupied with signal strength at least L dB

Etotal

The horizontal and vertical approaches for applying the BH procedure in DFE are
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also available here. The final decision rules for estimating the signal strength region is

the same as (5.9).
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Chapter 6

Simulation Results

Some numerical experiments are conducted to evaluate the proposed decision fusion
method in this chapter. The simulation parameters are set as follows. Consider that
there are M = 100 sub-bands going,to ‘be sensed by K = 20 users. Each channel is
occupied by a primary user with=equal probability, and each user can randomly select
S sub-bands to scan. Note that the energy-threshold:is set at A = 4 for controlling the
FSR and is set at A = 1 for controlling the FIR:Since the FSR and the FIR are tried to
be controlled for two different concepts‘of CR systems, we should set appropriate energy

thresholds for each one. The BH procedure is conducted at the level o = 0.05.

6.1 Cooperative Spectrum Sensing

At Chapter 4, there is an assumption that each occupied sub-band has a uniform
signal strength according to the variance ¢ of X; ;. However, in practical communication
environments, this assumption is no longer true. Due to the possible fading or shadowing
effects, the links between cognitive users and occupied sub-bands may have different
channel conditions. There are three kinds of simulation environments going to be tested

for cooperative spectrum sensing based on the BH procedure.
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1. Sub-band Oriented Case (An idealized environment) :

An idealized environment is considered that each occupied sub-band has an indi-
vidual signal strength. All cognitive users experience the same SNR in a sub-band.
Since the signal strength is fixed in each sub-band, both FSR and FIR can be tested
under this case. The probability of success and the p-values can be easily obtained
by Equation (4.1), (4.2), (4.4), (4.6), (4.7) and (4.9). The most important part

here is that the bases to sort p-values are different.

For reducing the calculation and showing the performance of the proposed decision
fusion methods. This ideal case is assumed to simplify the environment. The SNR

of each each occupied sub-band is randomly chosen from 0 ~ 30 (dB).

2. Observer Oriented Case (An imaginary environment) :

An imaginary environment assumes thateach cognitive user applies an uniform
signal strength to all the sub-bands which are going to be scanned. Different users
will have different signal strength. In-this casey the decision bits in a single sub-
band are based on varied lével of*observations. The ideal mode in Chapter 4.2
which needs the SNR information to calculate the p-values is not available now.
However, controlling of the FSR and the nominal SNR mode for FIR can still be
tested under this condition. The probability of success and the p-values can be

easily obtained by Equation (4.1), (4.2), (4.7) and (4.9).

This case may apply to a situation where each user scans S consecutive sub-bands
,and these sub-bands have similar signal strength. e.g. a less frequency selective

channel.

3. General Case (A practical environment) :

At last, the most practical communication environment is considered that each cog-
nitive user experiences different signal strengthes in the sub-bands they scanned.

This case is similar to the observer oriented case but the surroundings are more
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complicated. Because of the same reasons as the previous imaginary environment,

the ideal SNR mode for FIR is also unavailable. The probability of success and

the p-values can be easily obtained by Equation (4.1), (4.2), (4.7) and (4.9).
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Figure 6.1: False alarm ratio vs. missing ratie of controlling FSR in different simulation
environments with M = 100, K = 20, Apgg = 4.and -« = 0.05.
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Figure 6.2: False alarm ratio vs. missing ratio of controlling FIR in different simulation
environments with M = 100, K = 20, A\p;g = 1, a = 0.05 and Nominal SNR = 10 dB.

The performance of the proposed cooperative sensing methods are discussed below.

Note that here the common used OR-rule in narrow band spectrum sensing which de-
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Figure 6.3: False alarm ratio vs. missing ratio of the twice BH procedure in different
simulation environments with M = 100, K = 20, Ap;g = 1, @ = 0.05, Nominal SNR
= 10 dB, and Switching SNR = 5 dB.
clares channel occupied if more than-one decisiofr bits are 1 is applied to each sub-band
for comparison. Figure 6.1 ~ 6.3 show the false alarm and missing ratios under the
three different simulation environments. For the FSR criterion, the false alarm ratios
stay around 0.01 in all the environments and the missing ratios decrease with the in-
creasing sub-bands per user can scan.”‘For the tone-by-tone OR-rule, the false alarm
ratio can’t be controlled because the probability to declare available sub-bands becomes
less if there are more and more observers in one sub-band. The behavior that the missing
ratio of the sub-band oriented case is higher than the other two environment settings
in Figure 6.1(b) is caused by the fixed signal strength assumption. When a sub-band is
experienced deep fading, the signal strength will be poor and last during that simulation
trial, thus degrading the sensing performance. The same reasons can be also applied to
the FIR criterion in Figure 6.2.

For the twice BH procedure, the OR-rule and the SNR switching rule are both simu-
lated. Figure 6.3(b) shows that the OR-rule can decrease the missing ratio significantly

compared with Figure 6.2(b) ,and the false alarm ratio still can be maintained at the
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same level as Figure 6.2(a). In regard to the SNR switching rule, the threshold SNR is
set at 5 (dB) based on the performance figure under uniform signal strength assumption
in Figure 5.2(a). However, the SNR switching rule does not fulfill much of our expec-
tation when applied to the sub-band oriented case in Figure 6.3(b). It reduces little
false alarm ratio and enhances the missing ratio slightly at the same time. This may
conflict with the original purpose of benefiting both false alarm and missing ratios but

it remains a valuable approach for taking care of these two error ratios together.

6.2 Signal Strength Estimation

The performance of our signal strength estimation procedure is displayed by the pie
charts and the histograms. The horizontal approach is showed in Figure 6.4 and 6.5 and
the vertical approach is showed in Figure 6.6 and. 6.7.

In this experiment, consider the channels are under the sub-band oriented case in
which each occupied sub-band has an individual and-fixed SNR randomly chosen from
0 ~ 30 (dB). We separate the whole*0:~-30({dB).into several small non-overlapping
SNR regions with each one of them 5 {dB)in width. After applying the rules (5.9) to
the final decision patterns, the fusion center will then identify a SNR region for each
sub-band. If the true SNR lies in the estimation region, the sub-band is called perfect
estimation. The notation +1 Gap means that the true SNR is underestimated by one
gap of the SNR region. Both horizontal and vertical approaches are tested for DFE and

EFE respectively. The statistics are collected by testing 5 * 10° sub-bands.
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Figure 6.4: The pie chart and the histogram of the Decision Feedback Estimation (DFE)
under 5 x 10° sub-bands using horizontal approach.
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Figure 6.5: The pie chart and the histogram of the Energy Feedback Estimation (EFE)
under 5 x 10° sub-bands using horizontal approach.
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Figure 6.6: The pie chart and the histogram of the Decision Feedback Estimation (DFE)
under 5 x 10° sub-bands using vertical approach.
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Figure 6.7: The pie chart and the histogram of the Energy Feedback Estimation (EFE)
under 5 x 10° sub-bands using vertical approach.
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First, the EFE shows a higher accuracy in the signal strength estimation for both
horizontal and vertical approaches. This is the advantage of using the non-quantized
energy information but it takes large transmission overhead for reporting. Although
the DFE approaches have lower estimation accuracy, they can save the reporting bits
while still achieving the accuracy around 85% combined the perfect with +1 Gap. The
best estimation performance is the EFE of vertical approach with 72% being perfect
estimates and 23% one scale higher. Besides, it also achieves a lowest 3% error rate.
Noted that here the notation error in the pie charts means the proportion of the error
decision sub-bands, i.e. the total number of false alarm and missing sub-bands. As
you can see in Figure 6.4 ~ 6.7, all of the four estimation procedures can achieve a low
enough error rate with 6% and 3% respectively. Compare the horizontal approach with
the vertical approach, it can be found that the vertical approach has better accuracy.
Since the vertical approach applies’the BH proeedure to test the different levels of
hypotheses inside a single sub-band, it cam!decide the signal strength independently
without affecting by other sub-bands.. However, thé horizontal approach is used by
applying the BH procedure to thedifferent sub-bands for the same level of hypotheses.
The conditions of other sub-bands may afféct’ the decision results.

The histograms in Figure 6.4 ~ 6.7 show the distributions of the estimation error.
It can be found that the true signal strength is almost underestimate with a big part of
+1 Gap. This characteristic can become the superiority for applying the SNR switching
rule in the twice BH procedure because we have great confidence once the estimation
strength exceeds the predefined threshold SNR. The characteristic may result from the
conservative nature of controlling FSR. In Figure 4.2(a), it shows that controlling the
FSR can leads to a low false alarm ratio at the same time ,and the events of false alarm
in signal strength estimation here means that the estimation regions are higher than the
true signal strength regions, i.e. the left side of the histograms. Since the four histograms

all achieve the overestimation rate less than 1%, the proposed horizontal and vertical
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approaches can still control the FSR.
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Chapter 7

Conclusions

The decision fusion method was presented for cooperative spectrum sensing of wide-
band cognitive radio systems using multiple hypotheses testing. Both FSR and FIR
were defined based on the false discoyery rate ctiterion and were shown to be controlled
under a desired level by the BH procedute. Simulations showed that the decision fusion
method can achieve a performanee comparable to the energy fusion method while saving
the overhead of reporting information= Moreover, the nominal SNR mode for a realistic
operation was discussed. The results showed that the system seems to operate under a
better balance between the missing and false alarm ratios by trading off some perfor-
mance in the low SNR region. After introducing the SNR switching rule, the combined
FSR and FIR approach performed the best and had both satisfactory false alarm and
missing ratios. For estimating the signal strength, both EFE and DFE can achieve a low
enough error rate of the availability of the sub-bands while the EFE showed a high accu-
racy to the strength estimation. Although the DFE had worse accuracy, the true signal
strength was almost underestimated. Compared to other spectrum sensing algorithms,
our proposed methods have the advantages of wideband sensing, controllable error rates,
lower complexities, and the ability for signal strength estimation. The overall sensing

time and the average reporting bits can be further studied for future works.
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