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ABSTRACT

The three-dimensional integrated circuits (3D ICs) have been-viewed as an effective methodology to
overcome the bottleneck caused by the:long interconnects in the 2D IC. However, the higher
temperature becomes a big challenge for 3DiICs. On-chip temperature can significantly affect the
circuit performance so it is necessary to teduce'the power.dissipation in the circuit. Meanwhile, the
process variations, which have a serious influence on the circuit design, are another important issue for
the nanometer IC design. In this thesis, we present'a approach to statistically minimize the total power
consumption on the 3D ICs by using the dual supply voltage technology. By Karhunen-Loeve
expansion, the random processes of physical parameters such as the channel length and the oxide
thickness with spatial correlations are transformed to a set of uncorrelated random variables. Since the
leakage power on the chip is a random process due to the process variations, we employ a statistical
thermal simulation method to get the mean and variance of temperature distribution. To emphasize the
impact of temperature, the leakage current and gate delay models are temperature related and we
implement a thermal aware statistical timing analysis method. The proposed power reduction approach
uses power-delay sensitivity as the optimization criterion, and a grid-based method for handling the
whole structure of the 3D ICs. Instead of executing statistical timing analysis every time, a potent
concept is used in the algorithm to achieve the runtime efficiency. The experimental results
demonstrate the effectiveness of our method and indicate that considering the thermal effect in the
circuit simulation is imperative.
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Chapter 1

Introduction

1.1 Introduction

As consumer demands on integrated circuits increase, the interconnect structure has become
the bottleneck of the chip performance. Increased interconnection lengths produce serious par-
asitic effects which increase the circuit delay and the power consumption. Three-dimensional
integrated circuits (3D ICs) have heen proposed to solve this problem. The 3D ICs allow the
designer to stack dies or wafers vertically-in the same package and connect components on the
different tier by through-silicon vias (TSVs) [1]. However, the heat removal is an important
issue in the 3D IC design due to 'the higher power density and the low thermal conductiv-
ity inter-layer dielectrics between the device layers. The high temperature can reduce the life
time and reliability of device and impact the circuit performance in the timing and leakage
power [2, 3, 4, 5]. Numerous researches have been done in the physical design level to handle
the temperature problem. Floorplanning [6, 7], placement [8], routing [9, 10, 11], and thermal
viainsertion [12, 13, 14] are used to arrange the power distribution and improve the thermal con-
ductivity on the chip. However, if the designer wants to solve this issue fundamentally, making
power reduction is a necessary step since the power consumption in the circuit is the source of
thermal problem. In addition, due to the shrinking of device geometries, it is more difficult to
control the device parameters. Growing process variability such as the effective channel length,
the gate oxide thickness, the ILD thickness, the random doping concentration and the threshold
voltage has made the deterministic analysis and optimization at a prescribed process corner be
no longer effective. The traditional approaches can significantly overestimate or underestimate

the impact of process variations. Overestimation leads to increased design time/effort and re-



sults in the performance loss while underestimation causes the yield loss. As shown in [15],
30% process variations can cause up to 20X leakage power variations. According to ITRS, the
ratio of the leakage power to the total power has increased 10 times from the 180 nm process to
the 90 nm process [16]. Furthermore, at the 90 nm process nodes, leakage power accounts for
25% to 40% of the total power, and it is expected that/s@o 70% of the total power will be

lost through the leakage currents at the 65 nm process [17]. Hence, it is imperative to consider

process variations in the power optimization work.
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1.2 Our Contributions

In this thesis, a power minimization methodology for 3D ICs is presented; the main contribu-

tions of the thesis are summarized in the following terms:

e \We propose a power optimization approach for the 3D IC design which considers process
variations and thermal effect to the timing and leakage power by using the dual supply
voltages. Compared with the previous works which solve the deterministic problems and
use the thermal unrelated models, our method is more flexible and practical. Furthermore,

this is the first work that discusses the voltage island generation in 3D ICs.

e Besides the physical parameters such as the channel length and the oxide thickness, the
temperature is treated as a variation parameter in the statistical static timing analysis
(SSTA). A similar idea can be found in [19]. In that work, the temperature is assumed
to be independent of the circuit'design. and the temperature on each location is equal;
however, the placement of circuit can affect the power distribution, and the leakage power
is impacted by the physical‘parameters. Therefore, the temperature should be viewed as

a random variable which 1s a function.of physical parameters to get a reasonable answer.

¢ No matter what method is used, the timing information of the circuit should be updated af-
ter each step or adjustment. The proposed algorithm uses a heuristic and efficient method

to avoid the expensive cost of SSTA.

1.3 Organization of the Thesis

The organization of the rest of the thesis is as follows. Chapter 2 gives an overview of the nec-
essary background for this work, including 3D IC technology, parameter modeling, Karhunen-
Loeve expansion, leakage current modeling, statistical timing analysis, and the multiple supply
voltage technique. Our experiment flowchart, statistical 3D thermal analysis, thermal aware
statistical timing analysis, and power optimization method are addressed in chapter 3. Finally,

the experimental results and conclusion are presented in chapter 4 and 5, respectively.



Chapter 2

Preliminaries

In this chapter, we first study the background knowledge of 3D IC. Second, the parameter
modeling is presented in section 2.2. After that, we introduce the statistical leakage current
modeling in section 2.3. The next section surveys the methods of static timing analysis and
statistical timing analysis. Finally, some power optimization works are reviewed and the idea

of post-placement voltage island is presented.

2.1 3D IC Technology

2.1.1 Motivation for 3D ICs

The unprecedented growth of the ‘computer and the information technology industry are de-
manding very large scale integrated (VLSI) circuits with increasing functionality and perfor-
mance at minimum cost and power dissipation. While the VLSI technology scales down, the
circuit improvement is limited by the long interconnect. The long interconnect on 2D chip
causes serious parasitic effects which slow down the circuit speed and require an increasing
number of inserting buffers. The increasing interconnect loading also affects the power con-
sumption in high-performance chips. On-chip global wires contribute abditt84he total

chip power dissipation in an Intel microprocessor [20]. Additionally, it results in other prob-
lems such as signal integrity and routing congestion. Furthermore, increasing drive for the inte-
gration of analog/digital signals and disparate technologies introduces various system-on-chip

design concepts, for which existing planar IC design may not be suitable.



2.1.2 Benefits and Challenges of 3D Integration

3D ICs replace the long interconnect on 2D chip by the shorter vertical vias which can lead to
over 254 decrease in the worst case wire length [21, 22]; at the same time, the interconnect
power [23] and the chip area are also reduced [1]. This is especially important for proces-
sors as they access memory continuously. With 3D integration, the access time is reduced,
and the system performance is improved. This improvement has been studied in many re-
cent works [24, 25, 26]. In addition, 3D ICs allow the integration of different technologies
such as memory, logic, RF and analog components on one chip. IC technologies in differ-
ent active device tiers wouldn’t face the technology and manufacturing incompatibilities and
cross-contamination issues. Other advantages include reduced power consumption, increased
packing density, decreased packaging size, weight, and cost. However, 3D integration has
its own challenges in terms of fabrication, production yield, heat removal and process varia-
tions [27, 28, 29, 30]. Both the fabrication process and production yield are highly related to
the through-silicon vias. Making these vertical vias is a complicated and difficult procedure in
the design flow. On the other hand, due to the higher power density and the low thermal conduc-
tivity inter-layer dielectrics between:the device layers, 3D ICs have a much higher temperature
than 2D ICs. As shown in [29], the'gate delay has a linear relation with the temperature and the
leakage power has an exponential relation with the temperature. In brief, the temperature effect

is an undeniable factor in the circuit simulation.

2.1.3 Current 3D Technology

3D IC fabrication technologies include multi-chip module (MCM) packaging, wafer bonding,
solid-phase recrystallization, etc. Different fabrication technologies can greatly affect the circuit
performance, manufacturing cost, on-chip temperature, etc. Wafer bonding is the most popu-
lar method currently. In wafer-level 3D integration, functional materials and components are
prefabricated on separate wafers, followed by wafer aligning, bonding, and vertical inter-wafer
interconnection to integrate these functional materials and components in a 3D stack. There are
three main methods to achieve wafer-scale 3D integration [@&fer-to-wafer, die-to-wafer,

and die-to-die integration Wafer-to-wafer integration directly bonds entire wafers together.



Die-to-wafer uses a substrate wafer to integrate an already diced die on top of it. Die-to-die
integration allows the same high yield as die-to-wafer but suffers from low-production through-
put. Recent developments toward reliable and high yield adhesive bonding processes have made
adhesive wafer bonding a good candidate for 3D integration platforms. In adhesive wafer bond-
ing, an intermediate adhesive polymer layer is used to create a bond between two wafers. The
main advantages of adhesive bonding are the compatibility with integrated circuit wafers, the
relatively low bonding temperatures, the ability to join practically any kind of wafer material
and an insensitivity to particles and structures at the wafer surfaces. In most commonly used
adhesive wafer bonding processes, the polymer adhesive is applied to one or both of the wafer
surfaces to be bonded. Often, the polymer coatings are heated after spin-coating to remove sol-
vents and/or to partially cross-link the polymer coating. After aligning two wafers and joining
the polymer-coated surfaces, pressure is applied to fore the wafer surfaces into intimate con-

tact [32]. The topics about the appllcann and deS|gn flow can be found in [33, 34, 35, 36, 37].

The assembly process and a 3D chlp con3|st|ng of three tiers are illustrated in Fig. 2.1.
- iE|S

Wafer-
e wafer
bond

3D
vias

(d) Bond

Fig. 2.1: Assembly process for a 3D chip [38]
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2.2 Parameter Modeling

Process variations can be classified into inter-die variations and intra-die variations. Inter-die
variations are the variations from die-to-die. All the cells in one die have the same variation type.
On the other hand, intra-die variations correspond to the variability within a single chip. With

continuous process scaling, intra-die variations have to consider the spatial correlation which

the devices with close proximity are more likely to have similar process parameter values.

2.2.1 Karhunen-Loeve Expansion

Considering the spatial correlation of intra-die process variations is a significantly challenging
task because of the severely increased variables and computational complexity. The physical
parameter on one location is a random variable while all the parameters on the chip become
a random process. Thus, we need infinite random variables to accurately model the spatial
correlation on the chip. It is complicated and.impossible. An alternative method is the use of
Karhunen-Loeve (KL) Expansion. ;The concept of KL expansion is to find a set of mutually
independent random variables as the bases for the on-chip variations, and express the physical
parameter on any location as the combination of these bases. Hence, the original large number
of correlated random variables canibe -madeled by the small number of uncorrelated random
variables, which can reduce the complexity and improve the efficiency. The set size is decided
by the user to control the approximation error. Moreover, the chip can be divided into many
grids and the center point of each grid can be the reference point for computing the covariance
value and distance. Therefore, all the gates in the same grid can share the same coefficients and
the number of grids is relatively small compared with the number of gates on the chip.

The KL expansion of a second-order random proe€ssy, z, ¢) with a continuous spatial

covariance function is expressed as follows [39]

a(z,y, %, 9) = @z, y,2) + 3 IRk, 9, (D), (2.1)
k=1

wherea(z,y, z) is the mean value of(z, vy, z,9), and eachy, and eachp,(z,y, z) are the

eigenvalue and the eigenfunction derived from the following Fredholm integral equation

/Do C(x1,X2)Pr(X2)dxs = Ypdr(X1)- (2.2)
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Here,C'(x;,x2) is the covariance function of the random proces&s, y, z, ), x1 = (21, Y1, 21)
andxy = (2, 12, 22) are locationsy is the sampling event of the sample sp@geand{n, ()}
is a set of uncorrelated random variables with eggl¥) being zero mean and unit variance. In
contrast to the conventional 2D IC, we add thelimension to represent the tiers of 3D IC.

With the spatial covariance function, physical parameters such as the effective channel
length and the gate oxide thickness can be modeled as random processes. It has been indi-
cated that, for the covariance function of a physical parameter, the statistical covariance at two
different points decreases as the distance between these two points increases [40]. Functions
like the exponential form, the Gaussian form, the linear form, or a fitting form with experi-
mental data are suggested to model this property [41, 42, 43]. By the use of the second-order
property and the above covariance functions, the KL expansions of the physical parameters are

valid.

2.2.2 Spatial Correlation Modeling

Researchers in [44] presented:that the ‘decreasing rate of the spatial covariance of physical pa-
rameters is different in the- andy- directions.on the chip. The following spatial covariance
function is adopted to model this.characteristic
C(x1,%3) = o exp <_|$1_$2|> exp <_|y1—y2]> , (2.3)
B My

wheren, andn, are correlation lengthes of the target random process in-thedy- directions,
respectivelyg is the standard deviation of the target random process, and this covariance kernel
is defined in the rectangular domain,. Because the process variations on different tiers are
mutually independent [30], the function does not considerzthdimension and can still be
utilized.

With the above function, the KL expansions of gate oxide thickngsg, v, z, @)) and the

effective channel lengthl ;s (x, y, z, #)) can be obtained as

tO.’L’("'E? y? Z’ w) ~ fOil?(:L’7 y7 z) + At0$<x7 y) Z? w)? (2'4)

Lesp(x,y,2,0) =~ Les(x,y,2) + DLess(2,y, 2,0), (2.5)



and

Nioy
Dtor(t,y,2,@) = 3 A/ Buful@,y, 2)en(w), (2.6)
n=1
N gy
ALeff($ayaz79> = Z \/X_mqm(xvya Z)Cm(e) (27)
m=1

wheret,,(z,y, z) andL.;;(z, y, ) are the expected valuesiof (z, v, z, ) and L. ¢ (z, y, z, 0),
fn(z,y, z) andg,,(z, y, z) are eigenfunctions of,,(z,y, z,w) andL.ss(x, y, 2, 6), 5, and .,
are eigenvalues of,.(z,y, z, @) and L.ss(z,y, z,0), respectively. TheV,,, and N are
the truncated numbers of, and L.;r. {s,(w)} and{(,(#)} are mutually independent stan-
dard normal random variables sintg(z,y, z,w) and L.ss(z, y, z,0) can be assumed to be
Gaussian processes [45], and they are assumed to be independent. Here{gyéong® } N<-

as the union of ¢, (@)} and{(.(0)) "4/, N, = Ny, + Ny,,, andé,, ¢, and¢, are used

to represent,,(w, 0), ¢, () and(,(#) for simplicity in the following content.

2.3 Statistical Leakage Current Modeling

In this section, we introduce the empirical models for subthreshold and gate leakage currents
with the uncertainty in physical parameters such as channel length and oxide thickness. Ac-
tually, the leakage currents depend on the input pattern and logic topology. We evaluate the
average leakage currents based on H-SPICE simulation for various types of logic gate with in-
put pattern considered. From the H-SPICE simulation results, we obtain the fitting constants of
the empirical current models based on the least square method. The maximum errors of fitting
models are no more tha¥ in comparison with the H-SPICE simulation results. Because the

leakage current is supply voltage dependent, we fit two pairs of coefficients corresponding to

the high/low supply voltages.

2.3.1 Gate Tunneling Leakage Current

According to quantum mechanics, there is a finite probability that carriers can tunnel through
the gate oxide. The result is so-called that the gate tunneling leakage current flows into the
gate. The finite probability is an exponential function of oxide thickness. The gate tunneling

leakage current increases exponentially as oxide thickness decreases. When the oxide thick-



ness is thicker than 20 the gate tunneling leakage current is relatively small in comparison
with other leakage currents such as the subthreshold leakage current. For the oxide thickness
is thinner than 15204, the tunneling current becomes an important factor and may become
comparable with the subthreshold leakage current in advanced process. To put it briefly, the

dependence of gate leakage current on oxide thickness is given by the following formula [46]:

tox o

Lyate = (A C)(W - L)e P Vs,

where A = q3/87hdy, B = 87/ 2mgady’ /3hq, C = (Vs /ten)?, «v is @ parameter which is
ranged fron?0.1 to 1 depending on the voltage drop across the oxidés the Plancks constant,
andgy is the barrier height for electronics/holes in the conduction/valance band. Note that the
parameter variations are in general arodfe20% [47]. Hence, we make use of a first-order
Taylor expansion at the nominal value of parameter oxide thickness and utilize the following

gate tunneling leakage current model derived in [48].

]gate = bO eXp(bltoac)v (28)

whereb, andb, are fitting constants,,, is‘the oxide thickness. Because the paramgjgis
related to the supply voltages, we fit‘two pairs.of coefficients for the high/low supply voltage,

respectively.

2.3.2 Subthreshold Leakage Current

The subthreshold leakage current is defined as the conduction current between source and drain
in an “off” state CMOS transistor. The subthreshold leakge current for a MOSFET can be
modeled as [49]

IOFF = Ids
eff 2 ‘/ds ‘/gs_‘/;fh
= — D)V2(1 — exp(—-2 J92  Tth 2.9
pess o 2 m = V(L = eap(— () (29)
\/€siqN./4A¥ g
m o= 1+

CO.’E ’
where . is the effective mobility,C,, is the gate-oxide capacitance,;, is the effective
channel length|V,;; is the effective width}7 is the thermal voltagel, is the channel dop-

ing concentration ¢ is the charge of electron,; is the permittivity of silicon andl is the

10



difference between Fermi potential and intrinsic potential. Here, we still use the first-order for-
mulation and consider the temperature impact [29], so the subthreshold leakage current model
IS

Loy = coexp (c1Less + 2T, (2.10)
wherecy, c; andc, are fitting constantsl.. s, is the channel length arifl is the temperature.
As the gate leakage current, we fit two pairs of coefficients due to the relation beltjemmd

supply voltage.

2.4 Timing Analysis
2.4.1 Static Timing Analysis (STA)

Before introducing the SSTA, we first review the traditional STA and several basic knowledge.
In timing analysis, each gate has three types of timing information: 1) arrival time (AT) 2) re-
quired time (RT) 3) slack. The AT means the real time that the signal arrives; the RT represents
the designer’s constraint that when the signal should arrive. The definition of slack is the differ-
ence between AT and RT. When the slack is positive, which means that the signal arrives earlier
than the designer’s request, there is*no timing.violation. The gate with positive slack can be
optimized to reduce the circuit’s area‘or power dissipation.

Now we use the example shown in Fig. 2.2 to describe the details of STA. The method that is
commonly referred to as PERT (Program Evaluation and Review Technique) is popularly used
in STA [50]. In this figure, each block could be as simple as a logic gate or a more complex
combinational block, and is characterized by the delay from each input pin to each output pin.
A andB are the primary inputsy is the primary output. Initially, a depth first search (DFS)
is performed and the blocks are put into a queue according to their sequence. Generally, it
is assumed that all primary inputs are available at time zero. Hence, the AT of the output of
A is simply the delay oA, so doesB. Then, forC, it has two different input®\ andB. The
AT from A is computed as 2+3=5; while the AT froB is computed as 5+1=6. Since the
timing analysis considers the worst case, the AT of the outpGtsifould choose the latest one,
which is the maximum of 5 and 6. Doing a forward traversal, we can get the arrival time of

all blocks in the circuit. On the other hand, the RT is calculated by a backward traversal from
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Fig. 2.2: An example illustrating the application of the STA. The numbers within the block
correspond to the delay of the block. The primary inputs are assumed to be available at time
zero.

the primary output. The RT at:the, output léfis 10, which is set by the designer. Then the

RT of D andE are computed as 10-3=7 and 10-2=8, respectively. After the computation of AT
and RT, we can get the slack-of eachrgate by subtracting the AT from RT. The critical path,
which is defined as the path between.an-input and an output with the maximum delay, is the
pathB-C-E-F-Y. In the above example, the delay time of each gate can be searched in the cell
library. The conventional method builds the library according to several process parameters and
tries to make the design work under the defined worst situation. Unfortunately, in presence of
process variations, the traditional STA is pessimistic and not effective. The increasing variation
parameters make it complex and impractical to build such a huge library. Moreover, from the

viewpoint of probability, the possibility of worst case is extremely small.

2.4.2 Statistical Static Timing Analysis (SSTA)

The alternative approach in timing analysis is the SSTA which treats delays as random variables
and propagates the random variables in the circuit. Existing SSTA methods can be categorized
into two approaches: the path based SSTA and the block based SSTA. The path based SSTA

tries to find the statistical critical paths. However, the task of selecting several timing critical
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paths statistically has high complexity that grows exponentially with respect to the circuit size.
On the other hand, the block based SSTA treats each gate/wire as a timing block and performs
the timing analysis block by block in the circuit timing graph without looking back to the
path history. Hence, the computation complexity would only grow linearly with losing part of
accuracy.

Numerous literatures have investigated the SSTA in various directions. Many researchers
suggest the variations to be Gaussian random variables and use the canonical first order formu-
lation to represent the delay [51, 52, 53, 54]. In contrast, various studies assume the fluctuations
to be non-Gaussian distributions [55, 56, 57] or probabilistic interval variables [58] and use non-
linear delay functions [59]. How to reduce the error caused by the MAX operation is proposed
by [60], and how to take the spatial delay correlations into account is introduced in [61]. How-
ever, authors in [62] indicated that considering the parameters as Gaussian random variables and
the use of linear delay model can provide sufficiently accurate simulation. Hence, we follow

this assumption in our experiment.

2.5 Power Optimization

In this section, we review several previous publications about power optimization and introduce
our utilized method. Power dissipation in CMOS digital circuits consists of dynamic power,
short circuit power and leakage power. The short circuit power is usually negligible compared

to dynamic power and leakage power. Therefore, most of the optimization works focus on the
latter two sources of power consumption. Generally, the dynamic power is insensitive to process
variations and can be assumed to be deterministic [63]. The leakage power is greatly affected by
physical parameters with uncertainties because of manufactured process variations, and needs to
be treated as random processes. Existing useful power reduction methods at the circuit-level are
the supply voltage scaling, threshold voltage scaling, gate-oxide scaling, gate-sizing, retiming,

and any combination of these methods.
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2.5.1 Statistical Leakage Power Optimization and Deterministic Dynamic
Power Optimization
A performance optimization based on the criticality is proposed in [64]. By modeling the sta-
tistics of leakage and delay as posynomial functions, authors in [65] formulate a geometric
programming problem and solve it by the convex optimization method. In [66], it is formulated
as an unconstrained nonlinear optimization problem and solved based on the efficient power
and delay gradient computation. A statistical power optimization algorithm under the timing
yield constraint is presented in [67], where the second order cone programming is employed.
Some sensitivity-based heuristic methods are proposed to reduce the leakage power [68, 69].
The above works utilize the techniques of gate-sizing and dual-threshold voltage to reduce the
leakage power statistically. However, most of them neglect the importance of dynamic power.
On the other hand, many researches use the multiple supply voltages to do the deterministic
dynamic power optimization [70, 71,.72,73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84]; never-
theless, the leakage power is ignored intheirexperiments. Although several studies consider the
dynamic and leakage power at the same time, they still have their limitations. Authors in [85]
propose an algorithm based on the linear-programming. The genetic algorithm is employed
in [86] to do the power optimization.. A two-phase flow is presented in [87] to minimize the
power consumption. By the use of retiming and Vdd/Vth scaling, the authors [88] formulate
the problem by using the integer linear programming approach. These studies are all determin-
istic methods. Although the work in [67] considers the total power reduction statistically, it

does not take the temperature influence into account.

2.5.2 Multiple Supply Voltage (MSV) Technique

The concept of MSV method is to assign lower supply voltages to gates on the non-critical path
for power saving and assign higher supply voltages to gates on the critical path for satisfying
the timing constraint. It provides the premium result with less penalty [89]. The two constraints
introduced by the MSV method are the electrical constraint and the physical constraint. In a
voltage-scaled circuit, if a low supply voltage gate drives a high supply voltage gate, a level
converter (LC) must be inserted to eliminate the undesirable static current. The additional level

converters would increase the cost in area, delay and power; hence, the number of level convert-
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ers must be controlled. Moreover, cells operating at different supply voltages should be placed
carefully to facilitate the power network design and reduce the routing complexity. Previous
efforts toward reducing the level-shifting overhead include: 1) clustered voltage scaling (CVS)
and 2) extended CVS (ECVS). The CVS partitions a circuit into two clusters - one having only
cells operating at high supply voltage and the other having only cells operating at low supply
voltage. The scenario in which a cell driven by low supply voltage directly feeds a cell driven
by high supply voltage is clearly precluded in this partition. The ECVS relaxes this topological
constraint and allows a cell with low supply voltage to feed a cell with high supply voltage after
its output has undergone level conversion. Thus, ECVS has more freedom in finding parts of the
circuit that can be operated at the lower supply voltage and can potentially lead to higher power
saving. However, the delay penalty tends to be larger too. An effective solution is grouping
cells of different supply voltages into a small number of “voltage islands”, where each voltage
island occupies a contiguous physical space and operates at a single supply voltage and meets
the performance requirement.

Logic boundaries are largely.used in this grouping process mainly because they are the
boundaries that designers are most familiar-with.- Nevertheless, these natural boundaries in a
design are almost always nonoptimal boundaries for supply voltages. Fig. 2.3 illustrates why
sticking to logic boundaries is limiting the solution space in producing optimal MSV. In the
example, there are three modules, each of them contains only leaf cells, and both modules A
and B contain some timing-critical cells that require high voltage Fig. 2.3(a). Fig. 2.3(b) and (c)
are the designs based on logic boundaries. While Fig. 2.3(b) guarantees the performance using
high power, Fig. 2.3(c) reduces the power consumption without meeting the timing requirement.
None of them are optimal MSV. By using placement proximity (instead of logic) information,
the optimal MSV meets power and timing requirements at the same time while keeping the
number of power domains small as shown in Fig. 2.3(d). This idea is called post-placement
voltage island generation [72]. Due to the advantages of the post-placement voltage island, we
employ this methodology in our experiment. Another reason is that the location of each gate is

provided in the post-placement stage so the spatial correlation can be considered in the SSTA.
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The post-placement voltage island can be performed in two stages: supply voltage assign-
ment [73] and voltage island generation [72]. Using the concept of the zero slack algorithm and
the Voronoi diagram, authors in [73] propose a proximity-driven-voltage-assignment algorithm.
Based on the placement and the voltage requirement of each cell, they continue implementing
an efficient algorithm to find the voltage islands for the best tradeoff between the total power
and the number of islands [72]. The method developed in [74] allows the generated voltage

islands to be any shape instead of only rectangular [72].
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Chapter 3

Statistical Power Optimization in 3D ICs

Netlist Cell Library Timing/Leakage 3D Placement
(LEF/DEF) Power Cell Librar ( Bookshelf
¥ ¥

Statistical 3D Thermal Analysis ‘
¥

‘ Thermal Aware Statistical Timing Analysis ‘

Timing
Rescue
No
3DIC
— Voltage
Assignment

‘ Post Tuning }<—

v
‘ Grouping and Extension ‘
¥

| End |

Fig. 3.1: Flowchart of the proposed statistical power optimization for 3D ICs

3.1 Problem Formulation and Flowchart

The proposed power reduction design flow for 3D ICs is shown in Fig. 3.1. Given a known
placement, design netlist and a standard cell library, the flow first executes a statistical thermal
simulation to obtain the statistical temperature distribution for the specified 3D IC. After that,
a thermal aware SSTA is performed with the statistical temperature distribution got from the
previous step. The slack data provided by SSTA is used to compute the power-delay sensitivity;
next, a grid-based procedure is developed for the voltage assignment. After the assignment

procedure, the power consumption and delay of gates are changed so we do the thermal and
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Fig. 3.2: The schematic diagram of a 3D IC with 3 chip layers

timing analysis again, and the timing.of the. circuit is verified. If there is any timing violation,

a rescue procedure is enforced‘to assurerthe timing correctness and finish the iteration. When
the circuit satisfies the timing eonstraint, the program starts the assignment process again. The
program also terminates the lopp when-thesiteration can not provide more improvement. Then,
a post-tuning step is employed tofurther lower-the power consumption. In the last process, the
proposed method uses grouping and extension to implement the voltage island generation. Each

executing step will be described in the following sections.

3.2 Statistical 3D Thermal Analysis

The utilized statistical electro-thermal aware 3D IC thermal simulator extends the Hermite poly-
nomial chaoses (H-PCs) based 2D IC statistical thermal simulator [90, 91] to the 3D IC, and
combines the developed 3D IC statistical thermal simulator with the electro-thermal iterative
updating loop. The details of the algorithm are presented in the Appendix A. The entire ther-
mal simulation flow is summarized in Fig. 3.4. The simulation can be divided into two stages;

we introduce the contents of the method in the following subsections.
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3.2.1 Thermal Model of 3D |Cr -

!.\_ .

Fig. 3.2 is the schematic representatlbﬂaf Sla mtegratlon and Fig. 3.3 is its compact thermal

model. As shown in Fig. 3.3, jhe structur.euof 3D IC is a multi- -layer structure with stacking

B

silicon and insulator layers one: tiy one—f?—?—%g T?us model consists of three portions [92]: the

primary heat flow path, the secondary heat.ﬂow path and the heat transfer characteristic of each
macro/block on the silicon die. The primary heat flow path is composed of thermal interface
material, heat spreader and heat sink. The secondary heat flow path contains I/O pads and the
print circuit board (PCB). The functional blocks are modeled as many power generating sources
distributed in a thin layer close to the top surface of each active silicon layer imnxdirection,

and each insulator layer consists of Cu, ILD and glue materials.

3.2.2 First Stage

In the first stage, given an initial temperature, we substitute it into (2.10) and multiply the
leakage currents shown in (2.8) and (2.10) with supply voltages to get the leakagefgwwer
Voplsuw and Pyqe = Vpplgae. Then, we build the projected leakage power cell library for each
type of gate in every KL grid of each layer, and we use the 1-D thermal model and the mean

of the power to set the thermal parameters and do the thermal simulation. After getting the
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new temperature, we rebuild the subthershold leakage power cell library by the average mean
temperature. Note that the gate leakage power is temperature independent so we only calculate
it once in the whole flow. The above steps are performed iteratively until the average mean

temperature converges; thus we get a more accurate initial temperature.

3.2.3 Second Stage

In the second stage, we first compute the power with the more accurate initial temperature
got in the first stage and obtain the mean temperature by using an efficient 3D deterministic
GIT thermal simulatior [91]. Then, we obtain the first order PC expansion of the multi-layer

temperature distribution.
Nkr
I' w, 9 Z Tk fk, (31)
where eachl’,(r) is the coefficient function of the temperature projection onto ikl H-
PC,r is the position. The spatial mean and variance distributions of the full-chip temperature

distribution can be obtained as

E{T(r,m,0)+Ta3r== To(r) + T,, (3.2)
NkL
Var{T (r,w, 0) = Z T?(r)E{£%}). (3.3)

The temperature is treated as a random process and is substituted into (2.10) to rebuild the
subthreshold leakage power cell library. Those new leakage values are used to analyze the
temperature distribution on the chip statistically. The above steps are performed iteratively until

the mean and variance of the temperature converge.

3.3 Temperature Aware Statistical Timing Analysis

In this work, our SSTA is based on the widely used block based algorithm [51]. The delay is

expressed in the canonical first-order form below:
Delay = ag + a1 Less + agtoy + asT, (3.4)

whereaqg is the nominal value, and;’s which areV,, dependent are the sensitivities to the

variations. As the leakage current, we evaluate the average delay by H-SPICE simulation and
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Input: Fitted cell leakage power, Dynamic power, Placement, Spatial
correlation function
Output: The spatial mean and variances for the full-chip temperature
distribution
First stage

1. Parameter modeling by Karhunen—Loeve expansion

2. Build projected power cell library of each layer with
the given initial temperature

3. Use 1-D thermal model and average mean temperature to
set the thermal parameter

4. Re—build the subthreshold leakage power library by average
mean temperature

repeatsteps 2-4 until the mean temperature converges

Second stage

1. Obtain mean temperature by using 3D deterministic GIT
thermal simulator

2. Obtain the first order PC expansion of the multi—layer
temperature distribution

3. Re—-build the subthreshold leakage power library

repeatsteps -3 until means and variances of temperature

Fig. 3.4: Algorithm of the statistical thermal simulation.

fit the coefficients based on the least'square method. The KL expansion is employed to ma-

nipulate the complicated spatial correlationiQf; » andt,,. Combined with the approximated

temperature obtained in the previous thermal analysis stage, the delay formulation for a specific

type of functional gate located &t = (., g™, 2*) becomes

Delay = ag+ a1Leps + asloy + asT

= ao+ a1 Lesp(x™,y", 27, 0) + astor (2, y", 2%, @) + asT

Nkr Nkr Nkr

= alo +ax Z TGSk + a2 Z frék + as Z Ty (r*)&
k=0 k=0 k=0

NkrL

= a; + Z (a1q; + ao fy; + asTi(r")) &
k=0
Nkr

= ay+ Y @&, (3.5)
k=0

whereq; = /Xmam(2*,y*, 2*) and fi = /B, fo(x*, y*, 2*), respectively. Equation (3.5) is

consistent with the canonical first-order delay form in [51]. As a result, the thermal effect can

be easily considered in the SSTA without any extra complexity.

After setting up the canonical form of the delay, we explain how to execut§ithd and

MAX operations in the statistical timing analysis. Before showing the computation bfAbe

operation, we introduce the concepttgfhtness probability Given any two random variables
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Xandy, thetightness probabilityl’y of X is the probability that it is larger than (or dominates)
Y. Thetightness probability’y of Yis (1-Tx). Below we show how to compute the maximum
of two timing quantities in the canonical first-order form and how to determine their tightness

probabilities. Given two timing quantities

A = a0+iaiAXi, (3.6)
B = bo+zn:biAXi, (3.7)
and the definitions
o) = remp( ”;2>, 39
o) = [ o (3.9)
0 = (0% +o0} —2pUAOB)1/2, (3.10)

wherep is the correlation coefficient;, ando are the standard deviation AfandB respec-

tively, the probability tha is larger than B:is

e 1 ey () — p(T50)
Ta = LOO agb( oA )(I)( m )dm
_ @(%ijo), (3.11)

The mean and variance MAX(A,B)can also be analytically expressed as

ag — by
0

Var{MAX (A, B)} = (0% +ad)Ta+ (o5 +b3)(1 —Ta) (3.13)

ag — bg
0

+(ag + bo)Oo( )— (E{MAX(A,B)})?  (3.14)

Hence we get the mean and varianc€eMAX(A,B) Mathematically,

ci = Taa; + (1 —Ta)bs, (3.15)

whereT, is the tightness probability @&. The maximum of two Gaussians is not a Gaussian but
we re-express it in the canonical Gaussian form so we can propagate the delay in the analysis.

The method proposed in [60] is used to reduce the error induced by this approximation.
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Onthe other hand, when a new timing quan@tis the summation oA andB, it is computed

as follows

C = A+B

= o+ Z ClAXZ

= (ag+bo) + D (a; + b)AX; (3.16)

=1

3.4 \oltage Island Generation in 3D ICs

A significant concept of three dimensional voltage island generation is that we have to consider
all the tiers at the same time instead of considering each tier sequentially. An obvious reason
is that the timing budget is limited. If we perform the voltage island generation tier by tier,
the available timing budget will become less and less. This will result in an ill circuit which
its power consumption distribution en'thé'chip is extremely unbalanced. On the other hand,
the structure of the 3D IC is different-with the 2D IC because of the vertical counterpart. For
example, the power consumption may be acceptable for a region in a specific tier, but its upper
or lower counterpart has high-power ‘consumption, which causes the thermal problem in the
vertical space. If the upper or lower counterpart can not operate at the low supply voltage, we

can do the power saving in the central region.

3.4.1 \Voltage Assignment

In the beginning, the timing budget of the circuit is checked to guarantee that the power re-
duction is available. The program stops the execution when the timing budget is not sufficient;
otherwise, the assignment procedure is performed. After the verification, each tier is partitioned
into many grids, and the sensitivity of each gii@yrid,) is defined as the summation of each
gate’s sensitivity iryrid,.
Sengrida, = Z Sengate, - (3.17)
gate;€grid,

The number ositesin each grid is also recorded.

The next step is to vertically compress the three dimensional structure into a two dimen-

sional planar, and several criteria are accumulated for each compressed grid. According to the
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importance, these criteria include: 1) the power-delay sensitivity, 2) the power density induced
weights and 3) the total number sites

The power-delay sensitivity is the most important criterion since the power dissipation re-
duction is the primary target. A low (high) supply voltage reduces (increases) the power con-
sumption but slows (accelerates) the speed of the gate. To utilize the timing budget effectively
and achieve the most power saving, the power-delay sensitivity metric [93] is used as our opti-
mization criterion. For each gatethe power-delay sensitivity [93] is

Sengatei == AD; SlCLCl{}“ SZG/CI{ZZ Z AD“
0, else;

(3.18)

whereSlack; is the timing slack of gate A P, andA D; are the power dissipation difference and

the delay difference for providing the low supply voltage for gaiestead of the high supply
voltage, respectively. The gate which does not have enough slack for using the low supply
voltage is called &ite For the purpose of the statistical power-delay sensitivity computation,
eachAD,; is fitted by the least square method.as the first-order form with respéct tot,,

andT which is similar to equation(3.4), and eagP; s fitted by the least square method as the
exponential form with respectib. s, t,, andZ" which is similar to equations (2.8) and (2.10).
With equations (2.4)(2.5)(3.1) and a similar-derivation to equation (3.5), for each,ghie

expressions oA P, andAD; are
APz - A-denamici + APsubi + A-Pgutei

i NKL ! ! NKL !
=Dio +Cipexp | Y ¢ & | Fhiexp | Y b & (3.19)

k=1 k=1

Nk
AD;=d;, + Z d;, &k (3.20)

k=1

After executing our thermal aware SSTHNack; can also be obtained as the following canonical

first-order form

Nkr

Slack; = sig + > 54,k (3.21)
k=1

With the definition of the power-delay sensitivity metric in equation (3.18), the following sta-
tistical power-delay sensitivity metric is applied in our power reduction flow &ewl,.., is

re-deifined as

E{AP;)} )
Sengat(% — { E{AD;} X E{Slack@} ,pI‘Obi 2 7, (322)
0 , else.
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Fig. 3.5: A three-tier chip example for constructing the experimental model of power density
induced weights. (a) An 1W power is inserted into the grid (5, 5) on the tier 1 and the corre-
sponding temperature profile on each tier. (b) An 1W power is inserted into the grid (5, 5) on
the tier 2 and the corresponding teniperaturé profile on each tier. (c) An 1W power is inserted
into the grid (5, 5) on the tier 3:and thejcorresponding temperature profile on each tier. The
color bar shows the related Ievels of the temperature with respect to the colors on tiers. The ar-
rows indicate the 1W power sources. The rectanglés with dotted line margins are the truncation
regions.

Here,prob, = prob (SlackizADi}"; which is th'ét}ghtness probabilityof Slack; and can be
obtained in constant time by performing table look-up, amgla user-specified threshold value.

The second important criterion is the power density induced weights among the compressed
grids because the hot-spot issue must be avoided during executing our power reduction method.
The power density induced weights of grids are obtained as follows. First, we make an ex-
perimental model for the power density induced weights. As shown in Fig. 3.5, an 1W power
source is orederly inserted to the central gird of each tier and its correponding temperature pro-
files of tiers are obtained. The above step is to approximate the spatial impulse response of the
heat transfer equation for a specified 3D IC. Then, these correponding temperature profiles are
normalized in the range from 0 to 1 by using the maximum temperature among all of these cor-
reponding temperature profiles. Finally, the truncation regions of these normalized temperature
profiles are obtained by a specified threshold value.

The above truncation regions can be pre-characterized before the placement because the
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spatial impulse responses for the heat transfer equation only depends on the package structure,
chip dimension and the thermal parameters of a specified 3D circuit. Therefore, it can be re-used
during our power reduction method being executed. Although the spatial impulse responses
of the heat transfer equation for a specified 3D circuit are various in different locations, the
weights in the truncation regions of grids are slightly different in our experimental results. For
the efficiency, all of grids are set to share the same weights in their truncation regions in our
implementatioh. With these truncation regions, the power density induced weight ofjgrid
induced by gridi can be obtained as the product of the power density ofignith the weight
of the truncation regions which corresponds to gridConsequently, the accumulated value
of each grid is the summation of the power density induced weights from itself and from the
neighboring grids among tiers.

Here, power density of gritlis obtained by usingp,. + 30p,, to ensure the thermal safety.
Pr. is the power consumption in grid [iPp, andop, can be computed by using the means
and variances of powers of various types.of gatés ingrkebr a specific type of gate in grid
mean and variance of the power,can be obtained by substituting equations (2.4)(2.5)(3.1) into
equations (2.8)(2.10) and then obtain the means and variances of equations (2.8)(2.10). For
example, after substituting equations (2.5)(3:1) into equation (2.10), we obtain the following

computational formulas for mean and variance of the subthreshold leakage power for a type of

gate in grid.
A 1NKL )
E{P.} = coexp 52514 ) (3.23)
k=1
Nkr
Var{Ps,} = égexp Zﬁz , (3.24)
k=1

wherec, and eachp, are known values consisted of supply voltage and the leading coefficients
of ¢ of L.;y andT'(r, §,w) in equations (2.5)(3.1).

The gate callegitewill violate the timing constraint when it is assigned with the low supply
voltage so we must avoid generating too maitgsduring the proposed assigning procedure. In
fact, this criterion is related to the power-delay sensitivity criterion becausstthentributes

zero sensitivity, and the grid with the high sensitivity should not contain too reibey

LIf a more accurate result is required, truncation regions with different weights can be obtained for the grids in
the regions of the center and the corners of a specified 3D circuit.
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Fig. 3.6: A three-tier design example of the grid-based procedure for generating the voltage
islands. Each tier is first divided into many grids, and the grid with the high sensitivity has
dark color. After compressing, the criteria are accumulated, the higher priority the grid has,
the darker the color is. When the,grid with-the highest priority is found, it is restored to the
multi-layer structure to decide which tiershould eperate at the low supply voltage.

After compressing, the priority of each compreésed grid is decided by these three criteria,
and the grid with the highest priority is selected. Then, the selected compressed grid is restored
back to the multi-layer structure. Thisiprocedure is helpful for us to understand whether the
accumulated sensitivity is contributed by a grid on a specific layer or by all the grids on every
layer averagely and to decide the grid for using the low supply voltage. Finally, every gate
in this grid is assigned with the low supply voltage. When there are more than two supply
voltages, the designer can decide to lower the supply voltage to next level or to the smallest

level. A three-tier design example of the above grid-based procedure for the voltage assignment

is illustrated in Fig. 3.6.

3.4.2 Incremental Update

When a grid is assigned with the low supply voltage, the timing and power-delay sensitivity
information of many gates are affected and should be updated. To get the exact slack and sensi-
tivity information in the circuit, performing the SSTA after every low supply voltage assignment

is an instinctive but costly idea. For reducing the computational load, we use an incremental
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approach to approximately update the sensitivity. The basic idea is borrowed from the STA. For
example, the gate C in Fig. 3.7 has two input signals which are from the outputs of gate A and
gate B. The AT of gate A and gate B are 2 and 5 by using the STA, respectively; the AT of C
is determined by the latest arriving input B. If gate A is decided to operate at the low supply
voltage and the AT of A increases to be 4 now, C is not affected because B is still the slowest
input. Nevertheless, if the AT of A becomes 6, the AT of gate C is changed and the increment
is 1. To conclude, the low supply voltage assignment will impact C only when the new AT
exceeds the dominated one.

This similar concept can be used in the statistical manner by replacing the deterministic
delay by the random variable delay and using the available mathematical method to do compar-
ison between two random variables in probabilistic forms. In this example, the gate C records
its latest arriving inpuf/ = M AX (A, B) as shown in Fig. 3.7(d) after the initial timing analy-
sis. When the low supply voltage is assigned to gate A, the AT of A is changdd tdhen,
we compare these two random.variablesptbb(A4’ > M) > «, wherea is a user-defined
bonding parameter, it means that gate C istheavily affected by this assignment. Therefore, the
new latest arriving input becomes 3¢" = M AX (A’,-M) and the arrival time of C is updated.
Similarly, the required time of gate can be updated by the smallest one. After the update of AT

and RT, the slack and power-delay sensitivity information of gate are updated.

3.4.3 Site Rescue

The next issue is about tisgtesin the circuit. Although the grid witlsitesis not assigned with

low supply voltage, timing violations may still happen because we reduce the supply voltage for
the gates in one grid at the same time and update the timing approximately. In the timing-check
stage, if any gate violates the timing constraint, the program will use several ways to recover
the timing. The first method is the placement refinement. Sinceiteean not operate at the

low supply voltage, we try to find eeplacer, which is a gate with the largest sensitivity in the
neighboring grids operating at the high supply voltage, to exchange its location wihehe

shown in Fig. 3.4.5(a). If aeplaceris not available, thaite will be pushed to a neighboring

grid operating at the high supply voltage as illustrated in Fig. 3.4.5(b). The second method is

the gate-sizing. According to the cell library, the program selects a size faitth® satisfy
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Fig. 3.7: (a) Initial state. (b) The low supply voltage is assigned to gate A, but the AT of gate
C is not affected. (c) The low supply voltage is assigned to gate A, and the AT of gate C is
affected. (d) Statistical form.
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Fig. 3.8: The grids with dark color operate at low supply voltage and the grids with light colors
operate at high supply voltage. The red block isglteand the blue block is theeplacer.
the timing constraint with less power dissipation. Although sizing up the gate size will increase
a little power consumption, it is worth because of the large power saving from other gates in
the grids. Lastly, if these techniques fail to recover the timing, the design will return to the last

timing-satisfied condition with the least power dissipation.
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3.4.4 Post Tuning

The proposed voltage assignment and incremental update approach are very efficient in run-
time. The avoidance of timing violations and the grid-based structure nevertheless limit the
assignment to the grid without asjte and sacrifice some gates that have potential power sav-
ing. Hence, we provide a slower but finer gate-based post tuning step to further improve the
assignment result. This gate-based procedure uses the same statistical power-delay sensitivity
as guidance. Once the gate with highest sensitivity is found, it is assigned to low supply voltage
for power reduction. Through a SSTA run, the action is accepted unless the timing constraint is

violated. This process repeats until no further power reduction can be made.

3.4.5 Grouping and Extension

After the voltage assignment and post tuning, methods proposed in [72, 74] can be utilized to
complete the voltage island generation.;Based on their idea, there are still several improvements
which can be exploited. Fig. 3.9ullustratestthisidea. In this figure, red color means the highest
supply voltage, and dark blue-and light blue represent the middle and the least supply voltage,
respectively. Fig. 3.9(a) is the result-of veltage assignment. Fig. 3.9(b) is the result of process
in [72]. A dark blue grid is annexed te.the red grids to reduce the number of islands. Since the
timing resource belonged to the dark blue grid is released due to this mergence, the island with
lower supply voltage can extend its range. When there are more than two supply voltages, the
timing resource can be utilized by any supply voltage except the highest one. In this example,
for the least voltage, the yellow grids are the possible regions for the extension as shown in
Fig. 3.9(c). Fig. 3.9(d) is the result of the island extension, so the power consumption is further
reduced.

Initially, every grid with low supply voltage is viewed as an single island. The proposed
method first scans the topology and groups the single islands that are adjacent to each other into
big islands. The action results mabgse islandsvhich may be composed of only one grid or
several grids and eaddase islanchas a size which is equal to the number of grids it contains.
Second, soméase islandsare deleted when their size is smaller than an user-specified size

bound. This is similar to [72] since these small islands can consume many power network
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Fig. 3.9: Woltage Island Extension

resource and they would be mergethke Flg 3 9(a)(b). The process next findsigimdors

which are the grids next to thmse 1sJan,ds1T,_ 1, thEsbase islandstart to extend their region

f:: L

violation. Eventually, the voltage I's{ands_aregenerated
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Chapter 4

Experimental Results

The proposed approach has been implemented in C++, and been applied to a set of ISCAS89
benchmark circuits and private designs. The benchmark circuits are synthesized by using De-
sign Compiler with the UMC 90 nm standard cell library. After that, the SOC Encounter is used

to generate an initial 2D placement. Then we transform the 2D placement to a 3D placement
with Z—Place provided by professor Renato [94]. The ranges of the process variatipasg3

Lesr: 20%, to,: 20%. The Karhunen—Loeye transformation is employed to deal with the phys-
ical parameters with spatial correlation. The number of reference points is set to be 16 for the
parameter modeling of the channel length-and the oxide thickness. For the delay constraints,
we consider the timing yield target.of 99 The timing/leakage power cell library with process
variations is generated as follows. We evaluate the average leakage current and gate delay based
on H-SPICE simulation for various types of logic gates. From the H-SPICE simulation results,
we obtain the fitting constants of the leakage current and gate delay models based on the least

square method.
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Temperature Impact on Slack Distribution
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Fig. 4.1: Temperature impact on slack distribution.

e Thermal Aware SSTA

Our first comparison gives the-impact of temperature on delay computation. Fig. 4.1
shows the slack distribution both with the statistical 3D thermal simulation result and
the nominal temperaturetin [19]. As observed in this figure, for the slack distribution,
the mean will decrease and the variance will increase when statistical thermal simulation
is utilized. Since thermal problem is one of the critical challenges in 3D IC design,

considering the temperature impact in circuit analysis is an essential work.
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Table 4.1: Leakage Power Estimation

With Statistical Temperature

With Nomial Temperature

Difference(s)

Circuit | Leakage Power(WW) | Total Power (W) | Leakage Powen(W) | Total Power (W) | Leakage Power Total Power
51488 46.15 560.03 31.51 555.64 31.71 0.78
51494 46.47 564.10 31.93 559.74 31.30 0.77
s5378 1144.90 2190.06 104.71 1878.00 90.85 14.25

$92341 490.82 1514.86 99.35 1397.42 79.76 7.75

s13207 1180.84 2461.10 185.81 2162.59 84.26 12.13

$35932 3381.22 6682.40 1122.90 6004.90 66.79 10.14

$38417 5025.33 10312.62 904.73 9076.44 82.00 11.99

$38584 3257.71 7149.88 847.62 6426.85 73.98 10.11

Circuit 1 1701.47 5281.69 1217.42 5136.48 28.45 2.75
Circuit 2 5884.27 9204.04 5161.80 8987.30 12.28 2.35
Circuit 3 3516.46 6085.30 2875.25 5892.94 18.23 3.16

Avg. 54.51 6.93

e Temperature Impact ono Leakage Power Estimation

Table 4.1 lists the leakage power and total power estimation with the simulated temper-
ature (columns 2, 3) and the nominal temperature in [19] (columns 4, 5), the percentage

differences of leakage power, and total power (columns 6, 7), respectively. Here, we sup-

pose the ratio of the leakage power to the total power i% 306]. As show in this table,

the full chip leakage power analysis without accurate temperature can leaftersdr

in average. When the leakage power i underestimated, the optimization work would be

dominated by the dynamic power,-which.may result a non-ideal design.
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Table 4.2: Optimization Result

Initial Power@ W) Optimized Powen(WW) Improvement

Circuit | #Gates| Dynamic | Leakage| Dynamic Leakage | Dynamic(t) | Leakagefo) | Total(%) | ATmax
51488 288 780.26 46.15 619.22 29.84 20.64 35.34 21.00 11.523
51494 294 785.95 46.47 593.30 27.10 2451 41.69 24.94 13.459
s5378 710 | 2637.98| 1144.90| 2386.67 662.85 9.53 42.10 14.64 15.451
592341 596 | 1953.73| 490.82| 1478.29 236.22 24.33 51.87 27.01 18.467
513207 919 | 3009.78| 1180.84| 244297 612.02 18.83 48.17 23.06 17.252
35932 5496 | 8097.19| 3381.22| 6570.67 2317.17 18.85 31.47 20.77 6.580
$38417 5208 | 12578.60| 5025.33| 12089.60 4577.34 3.89 8.91 4.62 3.218
s38584 | 5581 | 8817.95| 3257.71| 7197.77 1911.05 18.83 41.34 21,51 12.065
Circuit 1 8819 | 6816.07 | 1701.47| 5875.38 1482.88 13.80 12.85 13.71 2.114
Circuit2 | 16285 | 10626.80| 5884.27 | 8273.69 4956.71 22.14 15.76 20.92 3.156
Circuit3 | 11077 | 7186.23| 3516.46| 5633.85 3207.17 21.60 8.80 19.38 1.972
Avg. 18.43 31.30 19.23 9.569

e Power Reduction

Table 4.2 lists the optimization results of each circuit. In this table, we show the initial
power (columns 3, 4), the power after optimization (columns 5, 6), and the percentage
improvements of dynamic power, leakage power, total power and the decrement of tem-
perature (columns 7-10). It indicates that this method can provide alméstp2@ver
saving and 9 degree decrement in temperature in average. Neje, is the maxi-

mum . + 30 temperature-among tiers of each test cases. Notice that the leakage power

reduction is very well due to the temperature;improvement.
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¢ \oltage Island

In this experiment, we use 1.1 and 0.9 as the high/low supply voltage, respectively. The
grid with dark color means that the low supply voltage is used. Fig. 4.2 illustrates the
voltage assignment result of Circuit 3; Fig. 4.3 shows the corresponding voltage islands

generated from these initial voltages assignments.
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Fig. 4.5: (a) Initial temperature distribution on layer 2. (b) Optimized temperature distribution
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e Temperature Improvement

Fig. 4.4 and 4.5 illustrate the change of temperature distribution on each layer of Circuit
1. These figures show obvious improvement in average temperature and suggest that the

thermal gradient issue should be controlled in early design stage.
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Chapter 5

Conclusion

In this thesis, we have presented a novel grid—based statistical total power optimization ap-
proach for 3D ICs. The use of temperature related timing and leakage power models and the
thermal aware statistical timing analysis method provides more accurate estimation of the cir-
cuit performance. The experimental results show that simulation without considering thermal
effect can underestimate the power consumption and overestimate the timing information of
the design. The experimental results alsesindicate that the proposed methodology can provide

significant power saving.
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Appendix A

Statistical Thermal Simulation

The utilized thermal simulation technique is presented in [95], and the contents of the method-

ology are described in the following sections.

A.1 Polynomial Chaos

The Taylor expansion method has been widely used to solve a linear system with random in-
put. Its basic idea is to approximate the |desire selution and the random input by taking Taylor
expansion with respect to the-random variables, and to match the leading coefficients of the
approximating polynomials for-the desire solution with the expanded coefficients of the ran-
dom input. This method has been widely-used in the statistical timing analysis and the circuit
performance analysis [96, 97, 98, 41]. However, the small variation assumption of the desire
solution with respect to the random variables is not appropriate for approximating the leakage
power, because the leakage power depends on the physical parameters exponentially. Since the
temperature is directly affected by the leakage power, the Taylor expansion method is not very
suitable for the thermal analysis. An example for the power grid analysis with large variations
of the random variable for the log-normal leakage current [99] was indicated for demonstrating
the inaccuracy of the second order Taylor expansion method.

On the contrary, the polynomial chaos (PC) based method [100] is chosen because it can
handle the desired solution with large variations of the random variables and achieve a minimal
mean square error approximation. Moreover, the projected deterministic heat transfer equations
in this work are un-coupled for each PC. Hence, the efficiency is equal to the Taylor expansion

method for solving the stochastic heat transfer equations.
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A.1.1 The Bases for Random Space

The generalized polynomial chaos, which is called the Askey-Chaos, utilizes the orthogonal
polynomials as the trial basis in the random space to expand the stochastic process. The original
polynomial chaos which is termed as the Hermite chaos was first introduced by Wiener [100].
Ghanem and Spanos are the pioneers that employ the Hermite orthogonal polynomials in terms
of Gaussian random variable to deal with various problems in mechanics [100]. The theorem
of Cameron and Martin [101] guarantees that a general second-order random pfé¢ess

be represented in the following form:

u(@) = COFO + i Cilrl(éil)

i1=1

fe'e) i1
+ > il (&, &)
=1 ip—1
i1 42

+ Z Z Z CZ1127«3 élla 5127513)

i1=110=1lig=1

wherel’,.(&;,, ..., &, ) represents the polynomial chaos of ordén terms of the N-dimensional
random variableg = (&, .-, &2) .« The polynomial chaos was so-called Hermite polynomial
chaos for the Gaussian random variables. For the Hermite polynomials with multi-dimension

(&, - &y ), the general expression form can be obtained as
an
0, i

The zero, first, and second-order Hermite polynomial chaos can be given by:

- LETE

FT(&N"'?&N) :( )

Lo =1; T1(&) =& Tal&) = &5 — 0y
whereJ;; is the Kronecker delta. For charity, the above general second-order random process

u(#) can be expressed as more simplified form

0) = idj@j(g) (A.1)
=
where there is a one-to-one mapping between the polynomial didoand ®[.], and also
between the coefficients; andc;, ;,. The polynomial chaos of the same order with different
argument list are orthogonal to each other, so are ones of the different order. For notation, the
polynomial chaos satisfy the following orthogonality property:
< PP >=< D7 > ¢
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where< . > denotes the inter product defined in the following:

—

< f(&)g(&) >

W/Eé“d?

A.2 Stochastic Galerkin Procedure

According to section A.1.1, the temperat(rér, ¢, w, #) can be approximated as
Nkr
T(r,t, w,0) Z T (r, )&, (A.2)
where eacli(r, t) is the coefficient function of the temperature projection ontd:ttie H-PC,
and N is the truncation number.
Substituting equation (A.2) into the thermal equation and approximating the power density

as a function of, the residual of thermal equation is

Npc r
Rir,t,€) = Z(pch’“a(t’“—wﬁTur,t)) D6 - prtO). (A3
k=0

Based on the principle of stochastic Galerkin projection [100], the residuals of equations are
enforced to be orthogonal to each H-R€, < R(r,t,£)P.(¢) >= 0 for eachk. The decoupled

deterministic heat transfer equation.is obtained-to sdjye, t) for each different:.

OTy(r,t) ) p(r, 1)
) = VD e > A4
S AT I (A.4)
subject to the boundary condition
(?T -
1;9(;:) iy, To(rp,,t) = Fo (v, 800 (A.5)

for eacho,.

Thepg(r,t) =< p(r,t,£)Pr(£) > in equation (A.4) is equal to

pk(r7 t) = pd<r7 t)50k + pg;C (I', t) + DPsy, (r7 t)? (A6)

wherep,, (r,t) =< p,(r,t,s)®,(§) > andp,, (r,t) =< ps(r,t,()Pr(§) > are the projected
gate-leakage and subthreshold-leakage power density profiles bftthel-PC, respectively.
The termdy,, in both equations (A.5) and (A.6) is becaused, () >= do, [100]. Eachdoy
attends in right hand sides of equations (A.5) and (A.6) is due @@,(¢) >= do, [100]. After

52



pi(r, t) is calculated, any existing deterministic thermal simulator can be utilized to obtain each
Ty(r,t).

The above un-coupled deterministic heat transfer equations have an advantage for both nu-
merical and analytical thermal simulators. In this work, an efficient early-stage thermal simula-
tor proposed in [91] is utilized to serve as the deterministic thermal simulator. The spatial mean
and variance distributions of the full-chip temperature distribution can be obtained as

E{T(r,t,@,0)+T,} =~ Ty(r,t)+ Ty, (A7)

Npc

Var{T(r,t,,0) +T,} > TE(r,t) < ©h(E) > . (A.8)
k=1

Q

We should note that only one deterministic heat transfer equation is needed to be solved for

obtaining the spatial mean temperature distribution.

A.3 Gate Leakage Power Projection

By substituting equations (2.4) and (2.6) into equation (2.8) and multiplying it by the supply
voltageV,,, the stochastic gate tunneling leakage -power for a specific type of functional gate

located afz*, y*, z*) can be expressed-as

Foage. = boexp (b1 (tor + Dloy))

P,(x*,y*,2%,s) = Pyexp (Blng*> , (A.9)
whereP, =byVya, by andb, are known values, = [c1, 2, - - - s, |7 £ = [f55 - fo oo v, 1T
and eachy’ = /B, fo(x*, y*, 2*).

By using equation (A.9), the gate tunneling leakage power projection onte-thhéd-PC

for a specific type of functional gate located at a reference positiony*, z*) is
< Py(z*,y%, 2", ¢)Pr(§) >= P, < exp (ﬁlng*) Dy (€) > . (A.10)

Fig. A.1 shows an algorithm for calculating equation (A.10). Stéps 5 are owing to the
independence dfs;} and{(;}. The rest steps of Fig. A.1 can be derived by utilizing the zeroth,
first and second derivatives of the moment generating function of independent standard normal
random variables. Although the algorithm in Fig. A.1 only calculates the gate leakage power
projection up to the second order of H-PCs, it can be easily extended to the higher order of

H-PCs.
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Algorithm Gate Tunneling Leakage Power Projection
Input: Constants P, and @, vector £*, and the k-th H-PC {®,(&)}
Output: Set {B} = Py < exp (a1s”£*) ®,(&) >}

1 Begin

Nrt,,
2 Dy Py [] exp(@f)?/2)

=1
for k — 0to Npc

3

4 if (&) is a function of{¢;}

5 Bz —0

6 elseif®,(§) =1

7 B «— D;

8 eIseif<I>k(§) =g 1 € G

9 Bj « Diay f;
10 elselfék(f) = GiSj — 5”, i€ G, j€dG
11 Bl — Di(a)*f; f;
12 End

«G=1{1,2,3,-,Np,_}

Fig. A.1: Gate tunneling leakage power projection algorithm

A.4 Subthreshold Leakage Power Projection

Also, substituting equations (2:5) and (2.7) into equation (2.10) and multiplying it by the supply
voltageV,,, the subthreshold leakage ‘power for a specified type of functional gate located at

(z*,y*, z*) can be given as

Isub = Cp€eXp (Cl(zeff + ALeff) —+ CQT)

Py(a"y", 2%, Q) = Piexp(a("a +0 (")), (A.11)

whereP =V, ¢, &1 ande, are known values, = [¢;, &, -+ G, I a" =gl gm0 aw, T
§= 161,82, e, )T (") = [Ta(x%), -+ To(x) -+ Ty, (r%)]", and eachy;, = /Xangn (2, 5", 2%).
The leakage power have to project to bqgtland¢ because of its temperature dependent
characteristic. In addition, the temperature on one tier is affected by the power on the other
tier, so the we have to do projection to different tier. Before deriving the subthreshold leakage

projection, we first formulate the subthreshold leakage power on a specifid layer

E[Pl] = E[@Q exp(ElLi%—EgTil)}

_ - .
= Eleoexp(@(L; + > qng]l')
J
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I'#1 I'#1

_ _ = _ _ =l 1_
= cyexp(ei L) exp(§C? > (4y)*) exp (@) exp(5Go7) (A.12)
J

\where!l’ is the layer besides i = (z*,*) is the location. By using equation (A.11) and
(A.12), the subthreshold leakage power projection ontokthie H-PC for a specific type of

functional gate located at a reference positioh y*) are

E[o} RiMELe, T B[P (A.13)
Bl PG E(P ] (A.14)
EGR) = &I, B[P (A.15)
BILPY = 6T B[P (A.16)
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