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Bi-Gram Language-Model Look-Ahead LVCSR

Student: Geng-Da L.i Advisor: Dr. Sin-Horng Chen

Department of Communication Engineering
National Chiao Tung University

Abstract

In this thesis, a large vocabulary continuous speech recognition (LVCSR)
system is constructed. The system is based on dynamic programming algorithm and
language model look ahead algorithm; besides, a lexicon of 60,000 Chinese
vocabularies and bi-gram language model are used. In the outside test of Treebank
and TCC300, the character accuracy is competed with the result of HTK, and

therefore the system is capable of speaker independent recognition.

In the thesis, several speech recognition algorithms are discussed, especially the
dynamic programming algorithm and viterbi beam searching algorithm. Furthermore,
language model look ahead algorithm is a main topic as well, and it will be interpreted
thoroughly. In the end, some testing results are discussed, and a few ideas are

suggested to improve the accuracy and reduce the runtime of the system.
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- B ,Th{;m J A AgAR 5 4R e 20 hypothesis » 4o @t B 5 4p B w39 0 B
g%ﬁziplk’rﬂlbrﬂgﬁjp S ME L G AR R R € T
WA R g T ARG B o

v Trellis inpLgh k5 > & Trellis ¢ oh& 2 (Node) #cg #3750 ¢

NOdeTreIIis,noLM = NOdeLexiconTree X Sta‘teSyIIabIe (3'4)

3 }E'.;%': < AT Trellis en&g2hikc o NOdeLexmonTree -

ETAS

"ﬂ L NOdeTreIIis,noLM
e Bl > Stateg . &t F B g S HMM ki s e 2 BE S A2 6o

Trellis ehé- L8 & 3 5

NOdeTrellis,LM = NOdeLexiconTree x Sta‘teSyllable x Numpredecessor (3_5)
—,ﬂ ¢ Numpredecessor é W;;Eﬁé,'&gt’g_ , 1 ﬂ'\ X m_,q. Lvl y B H %—j;%'— 5 IJ ig

NOder s v 4 4v 5 R & NOer g pouw 577 # % 0 4% 7 1F1Z @ 7 pruning » -+ 1

PERY ¥ i 73 feth hypothesis B % B » B4 S RA = R 0 34 £.324 &5

Fl > 4 N33 #2016 o hypothesis 5 4 i & § T ek 7] -

3.3.4 Super HMM
AA g > &EBH ad 8B HMM State #rie = » @ @8 fHE d F
Fem Ao FLT oL AR o 202 HMM State 5 & B 0 TS - e

136 -HT LBl aft? &7 5 - BREDESRD > ol L 4%

14



—}’“‘\ NOdeTreIIis,noLM °

F13.6 ¢ HMM #4308 Bt

e rFTHCAE B H - BT R REAFE G R B LH PR
Bt FH-EAL S - 13 #F (Sub-tree) s @ #47F B G A BT ehd A - 4k
< gt fE S - B Super HMM [8] » v if it T & #7F & 87 b w i ek i el

P H G B cE 2 H 4o 5 Noder, v o Bl 3.7a & — $i& * il iF 5 $03) h Super

HMM 7+ B (Bxk x5 A~B-~C= B3) B 3.7b P| & = &35 % #-3] 7 Super

HMM -+ & B -

ZRAM AP NE AP g “T@” (Predecessor) — 3 0 i A e 4
e - B A ARGE T HAOE R G T bl T O
o Fla T fedle FI R TR FRAT G- BPRT L F A
A g m R A m A BT g B R 0 PV R 3.7b ¢ ehliceik

B R G 30 e fgrie s Fen 9 aie o H AT e Super HMM & - 3

TF L AR ERNE IR AAEY A AT REF B - RS
Super HMM > # &) Je 3> & * = § B304 @b 35 2 #4] ¢hig 2 T > Super HMM
¢354 288 i & B B3hF 2476 100GB his ikl o A = dF T i

3

=\

= o
=

,l\—]y‘:*"
CEA g

|
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B 3.7 (F&:F 5 3] 5 (b)= @3 % #3)  Super HMM

335 EE AT R X

Fli 3 AV R - >R E G Super HMM » Flpt — dp g jx B * 42
P A (Tree Copy) e 5% » # ez > F & % I a5 f j_i;fg%u Z 8 3 KBt
Ak sy {%&@@Fﬁm?%ﬁ e E R "—F';—*}#m.zz PG rL R (FE T

F LB AT

[ Bt B I ol B o Bt I | [t B e B I el B o B I | [t Bt B B e B o B et I | [t Bt B B e B B I |
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F i F - 3 BRI B T e e - AT B
BUOPRGNE - A R I Y SBOTHEE FE - BEBEG

= — 1B list -

B 38 5Rlo AW # - FlEEMNEE - B3R BRIEIZL T - > liste

;T-l
ETI
F’_k
‘h\
==
"
=1
B

TR P e list B A F BALR AR

F2ooom A gREE R IR 3 RR & B ehT e » F list ¢ (i E 238

F RS BN MR e R ) apt o R IV - AR R list @
Wz oo & list & 4o r F &Y D AR Flt A list 2 3 L3
Ptk g R oM R L GEFE A 2 Ha N @33 #Al-
i I
A T+ & % C++ Map [10]( & F *t Associative array ~ Dictionary # Lookup
table) ¥ 5 ik listend B> 1% H s &35 s > 7 il HETE_F 4
»Fren fFa Bk o aE PR g R DP s 7 Map o Sy iE ARt E

Bk h oo B T

4
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Fr ¥ ~FT A A

-

CRI RASRETHUST AR a0 TR F5

BAE A ch= 2 > AR L A B F T Al A B m T s P g N
S HCATE A T R e R AWP

Al S g AP i 2 {2 F 4e 3 hypothesis b o A2 ¢ irdn aiE 2 03

2 SRR IR
T =
41 #F7 B3l &
R*FTHAFAEDD o pAF LA GES 2 F 7 HUDT R F AL
AL et B F- BRBALA- Bx~ 27 BERBZLZAHE hAF
FHCA A B AR PR P A e r ek B T A R

A A B A R T AR PR e~ L Blde fR i 4

ML B AR SEEFER AP ENaRE 3

Uik APLL R E K 0 @ hypothesis fiEF|E B3 A cpEAT “RFT F I
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FT RS 0 £ 0 5 A BT BN g PR Y T AR S R

o TS GV LA S(C) R - B e ST BT R AP T A g

™
A
=

I hE BB~ ATE T WA P, T Y TR A

Pc,v =Ty — ey (4.2)

ER NN

Wit ez > 82 F A& BCPF > L g RP, ¥ licid 4o 3
hypothesis + » - B¥3% hypothesis + #7 % f# ci73F 3 HoA4 5 20 7, (3 A4 238

Bagerte s PWS ) A 8 5 PWW, (WL ) e ) Sl B 5 b o kit

7 S(c) B ek X T il %18 ~ © @ g hypothesis: 4o % iE B hypothesis 5 2% € 4%

WU Bk APk e o7 S(e) P r e §amEe HE T Al A e L G R 2

hypothesis "E 1% T e35 » 27 S(c)? 25 - BF > B3 A4 L RE
#% hypothesis # 4 71 -

B B 4Le  PW,,|V)>PW, V) i=1~8;% hypothesis i& 3|5 ~ “i”

P H O A BT aE S B S £ P(W, |V) 0 Bdeis hypothesis 18 41 & 0

LT LWMBFRFPESE TR L FRE T ARSI

D, =PW,|V)-r,, (4.3)

W, 5 FAcsiteog » BAR DI Ce FAFE §RAFES -
FRFEDFER > FAANFTATA T S REF T EAUBT IR &
Fir - BFADE - BARE > g4t log(Ry ) 0 ¥ R E BF A nb il - Bk
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fiP¥ > § B 4% ST hypothesiss & 7 4c + i3 & A diclog(D,, ) o % 41 5 A4 P,
# D, iFEiz o P, 2D, AHHEBEPED-

7 4.1 3 e waﬂlj FAWE NPES

predecessor V

node parent, root

array Score /I store language model score
array Max /I store maximum score in sub-tree
array ImlaScore Il store P, and D,

getLMLAScore (V, ImlaScore )

{
Score = fillScorelntoLexicon (V) ;
Max = getMaximumScore ( Score ) ;
for all nodes 'n' except root
{
parent = parent node of n ;
if ( parent I=root ) ImlaScore.P[n] = Max[n] - Max[parent] ;
else ImlaScore.P[n] = Max[n];
ImlaScore.D[n] = ImlaScore.P[n] - Max[n] ;
}
}

A B A amE S B S PW, WL, )2 e 0 0 AT

She

% Score > £ d gt & Max - § 7 Score &2 Max 1215 > i {xF 5 K#E PR, & D, °

42 BT HAEL

GEGET ALY 5 B F Rt e AL Ras | Mo L]

el AR 0 F]p 0 2% V i @ o fillScorelntoLexicon ehig % 38— IR A A P-2
Fodept - kPR B D, » $17F § R AR T L AFERTAFTAL R,
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2D, FEEFA G RREPRRAEE - FUN BFT A 5§ R

-n«\
]
>
+

o P, 2D, T gHE2c® T P A EITERY AL FRY
leg s WAl E 4~ e
EFEr TR NREBZHA > e rfEREF 2 HAFA > P& AW

WAL R Y- 030 F ISc,v T

Dc,V = P(\N IWFI\LI) P(WI) (44)
Flo v HasF s WAL o AT ase S B B R e w1 200 PW) o %
1D, 5T ik w PW, W) o @tk enitiE 27 s AT AR M4

2

SiE BT A RFRRSFE G ROR A G gk AR T £ B (-

s

AR SRR L

4.3 %é?% fv ] Fﬁ

@ N@FTHE o e THAFTWAFAPR kL flee i * 324 &
RE AR IIFE T § RS R AR RS RSE OP IR ¢
PEo R B H R T HOAITE AP A B e g R I R 4L S B
5 ER PW,|V)>PW, V) - i=1~8 @A uF&r “27 &igr
“1”  hypothesis & 4 » i& » % ¥ 2 hypothesis & % sis % 5 P(W,) > 15 % Bl
5 PW) o et P RIS ALK & ¥ 2 B ZRA-E ~ 9 X < hypothesis #-ik 37
T BIG PP FITPIF ek PHEER T LR 5 T RS F R GRS
o R TRE A A TG IR ASRRE R Y BRI BT H L
Bl TEGE O RTINS A S F 2 o F PGB T TE S D

hypothesis » 78 45 # |4 i2 j& i 4 477 9 ok o
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242 ETWAFAE2Z b 42

queue order
array ImlaScore I store P, and D,
2-D array buffer /I composed of a few ImlaScore array
accessTable (V, ImlaScore )
{
if (Vis NOT in buffer)
{
if (buffer is full)
{
erase oldest one in buffer ;
order.pop() ;
order.push( V) ;
getLMLAScore (V, ImlaScore ) ;
buffer[V] = ImlaScore ;
}
else
ImlaScore = buffer[V] ;
}

N EZ HATFAPR & § 3337 kit £ (7 getLMLAScore s it
hodk BB @I g Ry, e D, WRER AR [8] 0 T S A e e
P EAA@FTEROP, fvD,, ok FFETHF T 0 mRMEF S
e P - RER U O g i n L kg e g - L
HFEAL A A2 WL AR FR S

FPREBFETHE > BERAGE S BRI R RS- LT
Pt FEEHERITEF 36'%%%&3 * 18 % > fv §_# ¥ getLMLAScore
s R E RS o Aok P AR WARF R BIEA AR
getLMLAScore i ¢ o

r N@FTHAFELMPEFTHIANG2E T2 g5 P FHEEFS

BRI P cnRt AL 0 A Jg e TR5E 5 PO ArRR AR Y FAE D A ahrt A o
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44 FTHAFLTF
W 4L Y Wy WA F 5 PW V) 0 W ensE T A S
PW, V) » gk PW, V)< PW, |V) > = 1 @ 5Bl 4.2a s % HoAFE A5 8

F o 17 @D P(W, |V ) s & o

D# v =P(W8|V)—P(W9|V) Dgu,v =1

W 422 355 BT A A de (A1)

ted MR T o T Y A Hoh - f i (B i)
AP BT & = H#-4 Bice I hypothesis 0 Ao g - =X rj&éc > ¥Renk B0 3% hypothesis
RBEF PR R PR g F A ) B 4.2b i F_T 2 WOAGE 4 chA B =
7| hypothesis > ¢t Z3F 7 BRI & T it [11] et h o T i enieid i dy
i¢ hypothesis t cha v { 5323 » i B F b R TN a9RE T A4
BBl R AP e (Seeie 2 R 0 Fl 5 log)=0) enfFAs 0 Fl A g F

L2853 e i ﬁ‘%‘f#d% /% c11 Beam Width ‘{ﬁﬁ L3 B4 e B "$

g % i< 4 1 hypothesis o

\5/ P. v P%i. v = \5/ P. v P;’; v = \5/ P. v PJ,| v \5/ P. v

W 42D 35 WA A A He (1)

LM E AR Fﬁ&ralai}izﬂ]&w PGP S =T T L i)
Beizde k> Bl43 7 24 F o S BPLFT L GT 1 DB 2 okl T s
RIATORRGEL 2RI HELE G - B H PP FEEEE RN

23



TGRS BB LG - B B RaTE s v A ROk TN Tl B

B oo H @ ogp e IR T k4R o

e
@Q‘i@
J@ Q8

M43 F&IFLFi iy g
A EBIEEG G AR o BE e A28 R E 8 A LR Ak
GELTREFF TR B L RA A3 R E E RT i P, B D], e

# 43 FZ BAIFATF

runSmooth ( ImlaScore )

for all nodes 'n' needed to be smoothed
{
top is the highest node ;
low is the deepest node ;
level is the depth from top to low ;
float unit = top.P / level ;

top.P = unit;
top.D +=unit * (level - 1) ;
low.P = unit ;

if (level >2)
{
for (i=2;i<level;it+)
{
node.P +=unit ;
node.D +=unit* (i-1);
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HRFETHAPFEL SR e > T 0 B - B T IA Tl &R B

AR [11] 2 A B Bl AR, 2 A B F FETIT - Bk 0 e
Y8t (1B F A 5 0 S PP R w5 R Sk ERIT 4 02
BB (iR e §4ciB— =X 0 B av 2454 ) R oA TR g A r ¥ Bk
fiprae blog(PYy, ) o 2 2y i3 ¢ B8 HEAAR M e B0 F R Tk i e

T o TRAEE B YRR EE - P Ne s o A BehE ¢ S35 5  F Y

)

L) TREFEAIEFZ 5T T 0 G M ORIREERRCREBAT T

L o
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/Eﬁi" j;‘- ‘?o%ﬁ?’é\%%

T A BIFE > % - BFREE T Treebank wi s BlEFE » e x 7 4

R
=1

WA GBI F AL R F R GRS S8 HTK ol & R 5ot o

P PR R SR Al S 8 0T SUGR R S BT IR 2

3

PrRY B iR % Z FREeTi 7 TCC300 # = 7 % B g8l endia § 4% (7 5 RIRE

Fo etk g B HTK s e & 0 ARFR A & L RPIR A 28 2G5 2

% - FEE P Treebank s HMM % A F 5k % £ 5 #1280 » & B H-73] &5 mixture
BELF AL A A GRTEAOTEDF I B o BB ik ® 5 101 mixtures
T 5% 66.81 B - short pause B 5 129 mixtures - % = F¢ £ TCC300 e HMM pY -2_
* HTK £ 372" $E » 7 2% mixture ke 2 3 32 i » short pause | % 64
mixtures o

T RBREYAARFL W REEY 5B FREERF > P AR- 51
Mot FURIRE 0 ¢ 7 HTK ey P2 £ fd 322 %78 > CPU 31505 Intel®
Core™2 Extreme X9650 » 3.00GHz » i*#% % *t 2 Microsoft® Windows Server™

2003 Standard Edition SP2 -

5.1 Treebank
Treebank =@ 380 B 5 #f 49" RF 4L 0 S5 397 g dhF 4o 0 B B-4p

A2 135 FRIT 5 BlAER £ 5 60 B A6 %5 & &5 157471 4> £ 3+ 75 5681

mls

B3~ 2 3109 B e
AP St AR L HTK 42 HVite Sofic2 7438 5% % > & #@ * dp fp cn 8
Bl =T Wl e
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51.1HTK
AE Bt A L HVite Solico L@ T N ehd £ & 4 * at 4% ( Lattice file
& % Word graph file ) »
HVite ...... -l lattice -z lat-n 101 -t 300 -s 11.0 ......
2 t5 R 2 HLRescore Snficds J1 5 2 ciZ 2 A E @ 0 H 78 %402k 5.1 K 4
PR R AT 5 WAL B HVite ke kG ARy B R
AL T A SRS T A 5% o

# 5.1 7 I Weight 5% 5 e 58 (HTK)

i Acc(%)
Weight
syllable | character
0 88.00 55.96
1 89.56 77.06
2 90.81 79.07
3 91.81 80.62
4 92.48 81.85
5 92.99 82.86
6 93.24 83.30
7 93.43 83.56
8 93.72 83.98
9 93.94 84.49
10 93.91 84.63
11 94.07 84.81
12 94.10 84.84
13 94.17 85.11
14 94.21 85.16
15 94.14 85.11
16 94.03 85.00
17 94.07 85.11
18 93.96 85.16
19 93.72 84.97
20 93.45 84.63

BZ WA PR E B3R L 1400 @ * 72 B F A 0 BeamWidth (HTK s+t %
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Ho) o RIEAFREE 0 54 5

i B -p (Word insertion log probability ) #-v (Word end pruning) % %-#c > & p/2

##p% I (Run-time ) : RTF (Real Time Factor ) B 5 55 p% B £ 10 505 £ 2 5 dic -

N

%52 58 %% ¥ uERD > ¥ BeamWidth A%+ pF > sz g > H
F) hotE B pE BT o token A% 5 eniE o SR B 2 AXEIT 2 F (Full
search) » 3t % 5 ri%céﬁ#%»iir&& f2 5 gt b 5§ BeamWidth < 3% 325 {4 » sy
FRE A Y TR 32487 > XRWHFFL 2OV FHEE DN EHE

# 52 7 F BeamWidth 58 % % e 5 (HTK)

. Acc(%) )
BeamWidth Run-time(s)| RTF
syllable | character

25 0.00 0.00 75.968 0.048
50 0.00 0.00 80.516 0.051
75 2.94 1.81 27.531 0.017
100 14.78 8.34 59.765 0.038
125 46.26 31.83 161.516 0.103
150 78.47 61.90 423.953 0.269
175 88.58 76.11| 1036.030 0.658
200 90.62 80.65[ 2453.360 1.558
225 93.50 84.30[ 4704.380 2.987
250 93.61 84.44( 6553.160 4.162
275 94.23 85.11f 8040.550 5.106
300 94.23 85.14[ 9343.250 5.933
325 94.21 85.16[ 10488.300 6.660
350 94.21 85.16| 12411.800 7.882
375 94.21 85.16| 14167.700 8.997
400 94.21 85.16| 15938.900| 10.122

§ 4527 hei o HTK 3 ~ b 74 % 5 85.16% 3 £ 6.66 & 9
wpERF ;v ¥ BeamWidth 3% 25 225 FF > yekid ke S F RITE S S ()

1% ARG EIT ) R F & 2987 B EREFR o
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5.1.2 # % 5

FowTEARL AL ARA L FHEAT HIE Y OREELE
£ 47 B F R e BeamWidth » 12 2 7 i £ < WordEnd hypotheses ( & i 1]
PR BE 0 L3 R A5 eh hypothesis g < #ic 8 ) (FRIE > ¥ B FiE T B0
GERETHEOPPRFEZR DY BFRIRE 08 D RIS PE R 2 PEA
Bzt o R b PRS2 FRERER -

B L H 2 BeamWidth = 150.0 » WordEnd = 3 & > 1 2 |p < [ (g € &

(Weight) » ¥ 2k & % 4r# 5.3 & Weight = 13.0 P& » ¥ 12 {7 3| b5 eh3 =y ok
84.30% o 2_ 13 GpliE o #E T Weight =13.0 73 % #- 4| £ & -

# 5.3 7 I Weight $ 358 5 g2 58

. Acc(%) i
Weight Run-time(s)
syllable | character

93.45 83.26[ 4055.506

93.72 83.86] 3700.583

10 - - -
11 92.85 83.28| 3666.921
12 93.68 84.16| 3358.793
13 93.70 84.30[ 3223.046
14 93.73 84.28| 3059.440
15 93.61 84.07 3008.764
16 93.40 84.02 2956.062
17 93.21 83.65| 2653.856

7 @_Weight = 13.0 » WordEnd = 3 i > #.% % I BeamWidth ¥ 5588 5% % 82
B %% & 540 F g R BeamWidth 35385 5 2~ «nR2 5> § BeamWidth
= 250 PF > F BB e S 84.69% 0§ BeamWidth Az i 150 12 {2 i 3 4P § i
sy g (R tRrc] 3 1%AR 5 4237 ) » & HTK 3 F 3 e % - § BeamWidth

EA P M g R T MR E - d T USRFE LA LY R Y PES
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M“,%;é AV (T o

I % F % Weight = 13.0 > # * $& % #hWordEnd = 6 1 > fL% % F BeamWidth
P e e 8 B %404 550 4 BeamWidth % »* 150 18 » s &
i{ B 4s4E %0 & BeamWidth = 200.0 &} & it 53 & 85.23% » v% F *t HTK
85.16% » FFRF 1 £ & 3525 B hd R o fpit HTK 96.66 & 0 7 47.1%
SOpE Y o

# 5.4 7 [ BeamWidth #3584 % @2 58 (WordEnd = 3)

. Acc(%) )
BeamWidth Run-time(s)| RTF
syllable | character
50 44.15 32.02 278.854 0.177
75 80.67 67.59 755.820 0.480
100 92.55 82.13| 1422.552 0.903
125 93.42 83.81| 2035.222 1.292
150 93.70 84.30 2375.876 1.509
175 93.87 84.56[ 3088.538 1.961
200 93.86 84.58[ 3813.381 2.422
225 - - - -
250 93.89 84.69 5431.214 3.449

# 5.5 7 [ BeamWidth $3#a8 2 % 3 5 (WordEnd = 6 )

i Acc(%) i
BeamWidth Run-time(s)| RTF
syllable | character
50 44.27 32.21 266.555 0.169
75 80.92 68.54 657.869 0.418
100 92.82 82.87| 1446.885 0.919
125 93.70 84.12| 2347.450 1.491
150 93.96 84.86| 3488.972 2.216
175 94.23 85.16] 4611.714 2.929
200 94.17 85.23[ 5550.145 3.525
225 - - - -
250 94.17 85.09] 9123.701 5.794
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B F R B2 Weight =13.0 > 4 ] iz * BeamWidth = 150.0 £2 BeamWidth =
2000 E@ts BT T 72 kB o WordEnd wze 45 e iF o st g
LT RGPS chhypothesis £ 5 0 R ¢ S BB B OB B S > RIS
#%Auht 56574 5.7 % WordEnd #cf 0 6 FF 0 § Bk etk o A
u| £ 84.86% ~8523% - ¥F > A fE7 Fenif it T > WordEnd = 3 pF 5 %
CEEITBAFFERES 0 A X N F & 1509 BN 2422 B @ EEER o d )0V
oo, ABEFEYT T 3B higERE > GEPLESC SRERE o

# 5.6 7 I WordEnd #y#: % & @2 58 (BeamWidth = 150.0)
WordEnd Acc(t) Run-time(s)| RTF
syllable | character
93.50 83.47| 1845.296 1.172
93.50 83.47( 1859.411 1.181
93.70 84.30[ 2375.876 1.509
93.87 84.44| 2689.664 1.708
94.00 84.69| 3214.707 2.041
93.96 84.86| 3488.972 2.216

94.00 84.77) 3603.371 2.288

N[O | OB

4 5.7 # F WordEnd #3352 % 022 58 (BeamWidth = 200.0)

Acc(%) )
WordEnd Run-time(s)| RTF
syllable | character

1 93.72 83.88| 3058.697 1.942

2 93.72 83.88| 3241.656 2.059

3 93.86 84.58( 3813.381 2.422

4 93.96 84.65| 4794.161 3.044

5 94.07 84.84| 4831.003 3.068

6 94.17 85.23| 5550.145 3.525

7 94.10 84.97| 5907.387 3.751
Weight = 13.0 » #-7 I BeamWidth ¥z 7 k= WordEnd if i = g3 7 ypas s &L
W A58 FRAFREFREALADL v AP RALENL T F A

31



FEESARE O FRRE A ARE -

4 5.8 %44 BeamWidth 22 WordEnd = sy &

Acc(%) WordEnd
BeamWidth 1 2 3 4 5 6
50 - - 32.02 - - 32.21
75 - - 67.59 - - 68.54
100 - - 82.13 - - 82.87
125 - - 83.81 - - 84.12
150 83.47 83.47 84.30 84.44 84.69 84.86
175 - - 84.56 84.62 84.79 85.16
200 83.88 83.88 84.58 84.65 84.84 85.23

# 5.9 & #& BeamWidth £ WordEnd = <7 RTF

RTF WordEnd
BeamWidth 1 2 3 4 5 6
50 - - 0.177 - - 0.169
75 - - 0.480 - - 0.418
100 - - 0.903 - - 0.919
125 - - 1.292 - - 1.491
150 1.172 1.181 1.509 1.708 2.041 2.216
175 - - 1.961 2.457 3.028 2.929
200 1.942 2.059 2.422 3.044 3.068 3.525

SLB?ﬁﬁwﬁéﬂﬁ

2 Weight = 13.0 » BeamWidth = 200.0  WordEnd = 6 i » g 3% 2 #2154 »
R T 3 % A 'Js,ért 2 PR % % (Acc=85.23% RTF =3.525)
3R @7 3 AR EBRRR P AR BEE SRRSO R
% 510 &+ EH Diff.dp 8 &2t RTF chZ EF A4t o 7 BT 0 RIGESE
e adg * RN AMHEE 48 RN o HFREREFER T LR D428 30% 0 H B

AT RA TSI E R SRR R AR

§ PR T 0.0 150 ERE 03 (T EBRIRE T LRE G R
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ﬂﬁ“?‘rﬁii"l“,f PR FEAEE R A € TG f?é?’#‘éﬁ%w% ER e, SRRt R UAE o - )|
1

wxr o BB E R 7 A o0 hypothesis € 2 2 » + % i hypothesis » # i pF &

P

BL¥ i € 7 BB hypothesis & i7# 45 » § 4177 22 B F nd|¥r{s > frig "
hypothesis ]t 7 4& & 2 » ifh— R F @ % 1 { F R - Jiie- Be T UFR
)0 BEAR R E N 4 i H 29T Frg fic s TFRRER B RRL > T AEFES

R 0 b hspg A BB R o

RuH#F AFERE 2 RTE P EE FH > S5~ 5F af512 5204
¥ ZoRAgo A g o B R 5.1 1 RS B hR AT 2R SRR LR
1% H 2 ABR R BGE AH A8 T - T R IE S SRS L T
TP R AT o

2 510 #1572 HEa i

Acc(%) : .
Threshold Run-time(s)| RTF Diff. (%)
syllable | character
4.0 92.25 78.38| 2723.156 1.729 -50.9
4.5 93.58 82.75| 3413.996 2.168 -38.5
4.6 93.89 83.81| 3525.545 2.239 -36.5
4.7 93.98 84.03| 3687.411 2.342 -33.6
4.8 94.10 84.46| 3807.631 2.418 -314
4.9 94.17 84.53| 4478.261 2.844 -19.3
5.0 94.14 84.77| 4478.673 2.844 -19.3
6.0 93.84 84.99| 5717.489 3.631 3.0
7.0 94.23 85.18| 6539.170 4.153 17.8
8.0 94.14 85.20| 6423.613 4.079 15.7
9.0 94.17 85.23| 6527.378 4.145 17.6
10.0 94.17 85.23| 6401.620 4.065 15.3
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Acc(%)
86.0

85.0
84.0
83.0
82.0
81.0
80.0
79.0

78.0

3.5 4.5 5.5 6.5 7.5 8.5 9.5
Threshold

F51 &g s PIEET oyen s

RTF
4.5

4.0
3.5
3.0
2.5
2.0
1.5
1.0
0.5
0.0

3.5 4.5 5.5 6.5 7.5 8.5 9.5
Threshold

5.2 &85 45 #1% % P HEE T RTF

514 F7 WA AT F Rl

F # r2 Weight = 13.0 - WordEnd = 6  » fFid 35 3 #2158 & (R i 1
fe 7 @ % SRR A R R ORISR & TE Lt A (& 5.5) A R R TR AT
Fie (BT R IRE) A N IEIE AR EL R A B RGER > BLRTRR

EIRERRE
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# 511 5 2 F AT RliR S % 0 & BeamWidth 7 < B> #RETER R
A0 T g R TR 5 s BeamWidth e 22 5 4 < BeamWidth 2 i » 5%
X RILPERES  REOFREFRIENERE TS 8 2@ R
S7.7% o Fl i a8 3 R 55 5 WAl e dies 2 F & 4 3 S de o
ATIE R A s o

%511 F ATy %

) Acc(%) )
BeamWidth Run-time(s)| RTF
syllable | character
50 1.35 0.46 43.035 0.027
75 6.38 3.62 70.356 0.045
100 42.25 32.78 306.765 0.195
125 83.68 71.84 808.675 0.514
150 92.87 83.19( 1194.693 0.759
175 94.02 84.77| 1661.495 1.055
200 94.24 85.34| 2349.297 1.492
250 94.19 85.20] 4694.913 2.981

%\’ 5.12 # iz /g; L gj—q}v%;%&%:%

. Acc(%) .
BeamWidth Run-time(s)| RTF
syllable | character
50 13.22 7.75 162.404 0.103
75 53.95 35.93 319.859 0.203
100 85.20 67.91 548.629 0.348
125 92.94 82.56 792.332 0.503
150 93.91 84.81| 1213.238 0.770
175 94.09 85.07 1605.700 1.020
200 94.19 85.39| 2524.262 1.603
250 94.12 85.16| 4460.558 2.833

0PI g o BeamWidth TR F#as5 8 » 2 @ R P o B AR TNF AR S E
RTF x4 513 @ — A=t g > g R IE i T F i > § BeamWidth <% p& > ﬁ‘f‘ué‘é
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FARE B hyEE g 5 A 2 (FiE e e i giE > & BeamWidth = 200.0 pF > 7 e
U Bk > BRI oT AR E B IRE TR S T 54.4% o
BE itz m—l,ﬁ‘“xb AL s o BEARR }ifﬂ Mo dpphizid™» 2 (v ﬁ"lL I
AR o #ru A4 BeamWidth # % pF o ZEE{ P AE - H2RIH R T B3
9 2 F 3 F2 AR PRI R AEY  APES S F AEB &
LR EE S AR e i s L B e L s
A Lol s ART R (R R B R

% 513 & T sk

BeamWidth Smooth to 'State’ [Smooth to '‘Character’ No Smooth
Acc(%) RTF Acc(%) RTF Acc(%) RTF
50 32.21] 0.169 1.35| 0.460 7.75| 0.103
75 68.54| 0.418 6.38] 3.620 35.93] 0.203
100 82.87| 0.919 32.78/ 0.195 67.91| 0.348
125 84.12| 1.491 71.84| 0.514 82.56| 0.503
150 84.86] 2.216 83.19] 0.759 84.81| 0.770
175 85.16] 2.929 84.77) 1.055 85.07] 1.020
200 85.23] 3.525 85.34| 1.492 85.39] 1.603
250 85.09] 5.794 85.20] 2.981 85.16] 2.833

5.1.5 3= #4198 & Bl

#% 12 Weight = 13.0 » WordEnd = 6 & » §idi 3% 3 #3157 4

I U
A PR E R ORE SR (£ 5.12) TP RAAR & (R BilES
BA) R FE@F TR A R (R FEET ) =27 RS HAl
Benfrio R SRRSO FIS AR RT A S HA F TR f RS

PRRE o S MZ K Pk - Azl R 5149 g

I EET AT A B S S aoaein g

< - BeamWidth X #F L B¢ 7 #rH§8r » 2B F) 5 FERPFR ¢ K& > @ 2 FE
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W AR S F LT ORI

4 514 Lo EeE T B 4 gk

. 2-gram LMLA 1-gram LMLA No LMLA
BeamWidth
syllable | character | syllable | character | syllable | character
50 13.22 7.75 3.68 2.29 2.31 151
75 53.95 35.93 40.77 24.43 2.83 1.87
100 85.20 67.91 82.03 63.63 5.00 3.70
125 92.94 82.56 92.36 79.74 10.07 8.08
150 93.91 84.81 93.84 83.30 45.68 32.32
175 94.09 85.07 93.93 83.47 85.69 49.69
200 94.19 85.39 93.87 83.72 88.26 45.34
250 94.12 85.16 93.91 83.89 88.03 45.12

e £
BEtiolieni * & 0 (T T JH RIE o g A PERREFRY Y AL
- BE A EAR G 33924 BEG L2 BF A~ REER LA AFERTZS M
Az o Rk L @ £ FIL A g R A iR AR § RO

ée'h%%ﬂ f@vx PRI S /f‘ SLE; ‘:'Féx%g 1‘ °

23328 B R*FIHAFAZEL FehehHl o ¥ §7 0w
R ko E R P AT A B TR A RS
JEE T BB MRS YRR IR F R R B % AL

5.15 -

% Keak #_% Weight = 13.0 » BeamWidth = 200.0 - WordEnd =6 & » & * g
RFTHA LIEFL AT R AR PEBNGE G FUHRARS

THAEAE AT B A denis § M B % L dodk 515 ¢h RTF - 3 #777 »
FEOEEARS O FERR RAR AP B ERARL > RAF R P S Islh
% %% 1,000 £ FkLE & 100 £ § 5 S00MB sz Bl > AR $Hira B o
e el TR AR Y HE AP ARy LRy 100 £ FH .
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% 515 iRl * £ 4 RTF @l 58

Num KB RTF
10 396,880 3.438
20 402,440 1.459
30 407,848 1.324
40 413,580 1.301
50 419,116 1.297
100 447,388 1.280

1000 952,808 1.241

ERE- HRRT UFEIR K/% 2t g i) 0 F ORI R R
% 5% > L ARIES AL B0 H i p¥ 7 273 7% T <0 hypotheses » & 3

LA AT E BEFEY > mRh TR R 3 1271 B 0 < 304 R
FOEFA G b DB B PR R P G AR I L 4 e R g Ak

FEHFEE L A FREE RS -

5.2 TCC300
TCC300 ipl3# 5 #hen & B 7| hfir? - 2354 L BEF (74 522349
B3~ 4% E 5 64658 4) o

% 5.16 7 I Weight #5485 0@ 8 (HTK)

) Acc(%)
Weight
syllable | character

84.16 75.44
9 84.16 75.69
10 83.91 75.65
11 83.87 75.90
12 83.10 75.35
13 83.06 75.31
14 82.80 75.10
15 81.82 73.95
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L I HTK endo i sea 3 2 2 RTF - 5 £ & 2 Lattice file > 35 115 i
HEE T HAEE @ (& 5.16); K5 * %k H BeamWidth » gL # sk & ¥ RTF

(% 517) ¥ {BF T g% » F BeamWidth > 275.0 ¥ » HTK # 12 {8 7

BiEF 75.90% > 7 & 18.789 & e R R o
# 5.17 7 [ BeamWidth 358 % @ 58 (HTK)
BeamWidth Acc(%) Run-time(s)| RTF
syllable | character

50 3.13 2.47 14.171 0.022

75 15.86 7.80 31.265 0.048

100 52.02 36.87 84.047 0.130

125 69.31 57.47 253.750 0.392

150 78.16 68.41 957.453 1.481

175 83.31 74.67|  2949.580 4.562

200 83.57, 75.05 4867.980 7.529

225 83.87 75.78  6995.030f  10.819

250 83.91 75.86] 8979.530 13.888

275 83.87 75.90 12148.500f 18.789

BEFHCAERE §FAS ARGy 7 BRI E 0 % ¥ BeamWidth =

150.0 » WordEnd =3 # » .27 f» Weight & ey > 2 % 4 518> § Weight
= 9.0 pF ey I BdF o

4 5.18 % I Weight %55 & e 58

. Acc(%)
Weight
syllable | character

7 82.38 72.71

82.84 73.73
9 83.18 74.20
10 82.93 73.90
11 82.72 73.39
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£ F #7_Weight = 9.0 » 4 %|% BeamWidth 2 WordEnd #uip] 38 » 2 % 4 4
.4 5198 4 520 ¥ MERT] > A L AEAFaF RS L 74.33% 0 k2SR A
2 HTK 51 75.90% > e » 4p £ 7 = » @ 2 Feiang B 4 5 2 & HTK 7 23.4%%
46.3% -

% 5.19 7 I WordEnd %353 % % H§: 8 (BeamWidth = 150.0)
Acc(%) .
WordEnd Run-time(s)| RTF
syllable | character
82.03 72.16] 1385.730 2.143
82.03 72.16]  1404.905 2.173
83.18 7420 1891.793 2.926
83.14 73.82] 2278.234 3.524
83.35 74.03] 2635.266 4.076

83.44 7433 2843.929 4.398

OO |~ WIN|F-

# 520 7  BeamWidth 352 & 8 5 (WordEnd = 3)

i Acc(%) )
BeamWidth Run-time(s)| RTF
syllable | character
50 34.70 20.01 101.536 0.157
75 76.67 63.56 196.062 0.303
100 82.38 72.97 373.614 0.578
125 83.10 73.95 772.179 1.194
150 83.18 74200 1891.793 2.926
175 83.23 74.29] 3123.812 4.831
200 83.18 74.33] 5618.704 8.690
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. = 2 LJ_{\_ » >3
%N#‘ﬁ?ﬁf%i

FRIESE - BRAGRALDORIE T UREFAEBA R KRR IREESF &
Py B o bl4ci * { S en B8 HA > R F o T AL ¥ anE T A0 @
PP EFE R A AR o B BELE B AP wadE i A

FPRZ B BRIV RV UL S AL 2T A S B

FREAE LG RAES R QR FTHATELAHTH e &
Pygdd B>+ R RETRRY { J 225 &aFREFF D] KA BILY

g D ETen 2 A LB 4L PE FRIF D g fIE e

FoBo P 2 A R (Tone) 2 AegE s » 2k sbp s enieiz 23 1
Fligg 5 - A GFERGEFT AR AR &L P BRI B2 537
T A A B F S by 0 Al RS DT R S BIFRE Y 0 RFE v 9 R B RE S
3 ArRTes [12] - B £- 8424 & (Suprasegmental ) i3 e > Ap e i AL in
RS AHFE 2 > doe F B0 B i e RS D R S PR E 4
P B AR SRAFELEE o

%= 2L F1* Jgie el (Attribute detection) # % 71 ﬁ%;ﬁ'-m hypothesis ;
hypothesis == £ i & B4 > % it A8 5 2| %7 b@%uﬂ%’%ﬁ%ﬁﬁiﬁﬁ

B A HEERIRT R BB R B SEF R T
Fz2oo i - 2hsd 7 LB plan ﬁ) ot E A RSE R R R
R Sl

e B F AR R Y § 0 AFEREATY o ¢ Rw R TR A
Ko FBeHw i3 BRD e REREIA T dre R B R4

ot bl o BFul o FERani 3 £ Rk gz o € A { 5w mitis
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The list of the files tested in the section 5.2:
NCKU_f060602_0.mfc
NCKU_f060607_0.mfc
NCKU_f070303_0.mfc
NCKU_f070308_0.mfc
NCKU_f080104_0.mfc
NCKU_f080109 0.mfc
NCKU_f090405_0.mfc
NCKU_f090410_0.mfc
NCKU_f100301_0.mfc
NCKU_f100306_0.mfc
NCKU_m061005_0.mfc
NCKU_m061010_0.mfc
NCKU_m070101_0.mfc
NCKU_m070106_0.mfc
NCKU_m080903_0.mfc
NCKU_m080908_1.mfc
NCKU_m090902_0.mfc
NCKU_m090907_0.mfc
NCKU_m100904_0.mfc
NCKU_m100909 0.mfc
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