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Abstract

Conventional precoder designs, for © amplify-and-forward (AF) multiple-input
multiple-output (MIMO) relay systems often consider how to improve the link quality under a
total power constraint. In this ‘thesis,.we-consider the design problem from a different
perspective by minimizing the total transmission power under a quality of service (QoS)
constraint. The problem is difficult since the MIMO relay system involves two links, the relay
and direct links, and two precoders, the source and relay precoders. Using the minimum
mean-square-error (MMSE) receiver at the destination, we first formulate the design problem
as a constrained optimization problem. It is found, however, that the cost function is a highly
nonlinear function of the precoders, and it is not feasible to solve the problem directly. We
then propose a new design method to remedy the problem. The main idea is to replace the
MSE with an upper bound, and apply a constrained structure for the precoders. Using our
approach, the precoders design problems can be translated into a power allocation problem,
significantly simplify the solution derivation. Simulations show that the proposed methods
can dramatically reduce the required transmission power compared to the conventional

non-cooperative MIMO systems.
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Chapter 1: Introduction

Spatial diversity techniques can effectively mitigate the performance deterioration caused
by channel fading, without imposing delays or bandwidth expansion. Spatial diversity can be
obtained with multiple transmit/receive antennas. With signals transmitted/received from
antennas separated far enough, parallel multiple channels are then generated. Multiple-input
multiple-output (MIMO) systems, equipped multiple antennas both in the transmitter and
receiver, can further introduce higher degree of freedom allowing the operation of spatial
multiplexing to increase the data rate. Recently, user cooperation has been proposed as a mean
for further performance enhancement [1]-[3]. With the aid of relay nodes, the system can build
a MIMO system which can give higher resistance to fading and shadowing, lower outage
probability, higher capacity, less power -consumption, less interference power, and more
flexible use of the link resource: Cooperative communication has been developed as the key

technique for next wireless communication.

In a general cooperative system, each node cannot transmit and receive signal
simultaneously, i.e., it is operated in a half-duplex mode. Most systems use a two-phase
transmission protocol. Consider a typical three-node system. In the first-phase, the source
node broadcasts signal to the destination and the relay node. In the second phase, the relay is
forwards processed signal to the destination. The destination then combines the signals
received from both nodes to make an estimation of the transmitted data. There are two main
cooperative protocols, amplify-and-forward (AF) and decode-and-forward (DF). In AF, the
relay only amplifies and retransmits the received signal to the destination. In DF, the relay
decodes the received signal, re-encode the detected data, and retransmit the re-encoded signal

to the destination. If detection errors occur, DF will degrade the system performance. Also, AF



relays usually require a smaller processing delay and has a lower construction cost. Thus,
there is also another type of the DF protocol. The relay node will first check if the inter-outage
occurs. Outage indicates that the transmit data rate is higher than the source-to-relay channel
capacity. Outage also means that the probability that the relay decodes the data correctly
cannot be controlled. If the inter-outage occurs, the relay will not forward signal to destination.
Other types of the protocol include compress-and-forward (CF) and decode-amplify-forward
(DAF) are also discussed in the literature [22]-[23]. In CF, the relay compresses received
signal and then forwards the compressed signal to the destination. In DAF, the relay decodes
the received signal softly (instead of hard decisions), i.e., calculate log-likelihood ratios (LLRS)

of information bits, and then amplifies (scales) and forwards the LLRs to the destination.

In this thesis, we will focus on,a three-node MIMO cooperative systems where the relay
node employs the AF relaying protocol. The source; the relay and the destination all have
multiple antennas. As mentioned, MIMO channels-can provide a significant increase in
capacity over single-input single-output. (SISO)-channels [4], [5]. With the MIMO structure at
each node, the performance of a cooperative system can be further enhanced. This cooperative
structure is referred to as the MIMO relay system. It is well know that precoding can
effectively improve the performance of a MIMO system. This is also true for a MIMO relay
system. In conventional precoding design, the objective is to maximize the communication
quality subject to a transmitter power constraint. In this thesis, however, we will consider a
different criterion. We will minimize the required transmission power under a quality of
service (QoS) constraint. Since most commercial systems usually provide services with a
minimum QoS constraint (e.g., bit error rate), this criterion will maximize the power
efficiency of the whole system. Minimizing the transmission power under QoS constraints

was considered for conventional MIMO systems [17]. However, it has not been considered for



MIMO relay systems yet.

Based on the individual QoS constraint for each substream, we propose new precoding
designs which minimize total transmit power. For single-input-single-output (SISO) systems,
we use the maximum ratio combining (MRC) receiver while for MIMO systems, we use the
linear minimum mean-squared-error (MMSE) receiver. Unlike conventional designs, we take
both the source and the relay precoders into consideration simultaneously. Due to this joint
design, the proposed method can effectively improve the performance of MIMO relay

systems.

The MIMO relay channel can be viewed as a special type of MIMO channel. As known,
a MIMO channel can be decomposed into multiple parallel subchannels. In the thesis, we
consider the scenario that the target signal-to-interference-plus-noise ratios (SINRs) for the
subchannels are different. This scenario is good for the transmission of different types of data
that requires different rates or different SINRs. We also assume that the source, the relay and
the destination all have required channel state ‘information (CSI). Using the minimum power
criterion and the MSE constraints, we can then formulate a constrained optimization problem.
It turns out that the problem is the cost function is a complicated function of precoder matrices.
Also, the problem is non-convex and there are many parameters to be optimized (two
precoding matrices). As a result, a direct solution for the problem is very difficult to obtain.
We propose new design methods to solve the problem. The main idea is to replace the MSE
with an upper bound and apply a constrained structure for the precoders. Using our approach,
the closed-form solutions of optimum/suboptimum precoders can be obtained by the technique

of primal decomposition [20].

The thesis is organized as follows. In Chapter 2, we brief review the basic ideas of the

convex optimization method, and the approach in [17]. In Chapter 3, we first consider a SISO
3



relay system, and derive the optimum power loading algorithm. In Chapter 4, we consider the
MIMO relay systems and describe the proposed methods in details. In Chapter 5, we report
some simulation results demonstrating the effectiveness of the proposed algorithms. Finally,

we draw some conclusions and outline some possible future works in Chapter 6.



Chapter 2: Preliminary

The method of convex optimization has been shown to be a useful tool in
communications and signal processing. Many problems can either be cast as or be converted
into convex optimization problems, which greatly facilitate their analytic and numerical
solutions.  Convex optimization minimizes an objective function subject to convex
constraints. One distinct advantage of the convex optimization problem is that a local
optimum is also a global optimum. Since we use the technique throughout this thesis, we give

a brief introduction in this chapter.

2.1 Karush-Kuhn-Tucker Condition and Convex
Optimization

In order to recognize convex optimization problems in engineering applications, one
must first be familiar with the basic conecepts of convexity. In the following, we give an
overview of convexity, the Lagrange method, and the Karush—-Kuhn-Tucker optimality

conditions.

2.1.1 Convex Optimization

(A) Convex sets: a set SeR" is said to be convex if for any two points x, ye S, the

line segment joining x and y also lies in S. Mathematically, it is defined by the following

property:
5x+(1-5)yeS,6€[0,1],xandy €S. (2-1)

In general, a convex set must be a solid body, containing no holes, and always curve outward.

Asimple example for S eR? is given in Figure 2-1.



Figure 2-1: A simple example of convex set

(B) Convex functions: a function f(x)e®R" — R is said to be convex if for any two

pointsxandye S,

f(Sx+(1-38)y)<Sf(x)+A-3)f(y),vVSe[0,1]. (2-2)

Geometrically, this means that, when restricted over the line segment joining x and y, the
linear function joining (x, f(x)) ands (¥} f(y)). always dominates the function f. A simple
example for SeR is given in Figure 2-2. The most important property about convex
functions is the fact that they are closed under summation, positive scaling, and point-wise

maximum operations. That is if {fi}f

: k k
_, are convex functions, then " f,(x), {|f}., and
i=1

max f,(x) are also convex functions.
|

J(x)

Figure 2-2: A simple example of convex function
(C) Convex optimization problems: consider a generic optimization problem (in the

minimization form)



minimize f(x)
such that h;(x) <0,i=1,2,...,m,
g;(x)=0,j=12,..k,

x e S.

(2-3)

where is f called the objective function (or cost function), {hi}i”;1 and {gj}';l are called the
inequality and equality constraint functions, respectively, and S is called a constraint set. The
optimization variable x e R" is said to be feasible if xeS and it satisfies all the inequality
and equality constraints. A feasible solution x; is said to be globally optimal if
f(x;) < f(x) for all feasible x. In contrast, a feasible vector x, is said to be locally optimal
if there exists some & >0 such that f(x,)< f(x) for all feasible x satisfying |x,—x||<e¢.

The optimization problem is said to be convex if 1) the functions {h}" are convex, 2)

i=1
{gj}i;=l are affine functions (i.e., having,the form of a'x+b for some ae®R" and

beR ), and 3) the set S is convex.

2.1.2 Lagrange Duality and Karush-Kuhn-Tucker Condition

Consider (2-3) (not necessarily convex) optimization problem, and let f_;, denote the
global minimum value of f(x). For the symmetry reason, we will call (2-3) the primal
optimization problem, and call x the primal variable. Introducing the dual variables

A=[Ad An] €R™ and v=[v, Vv ] € %* , we can form the Lagrange function as
m k
L(x, A, v) = f(x)+> A4h (x)+ > v;0,(x). (2-4)
i=1 =1
The so-called dual objective function d(A,v) associated with (2-3) is defined as
d(A,v) = misn L(x,A,v). (2-5)

Consider the optimal optimization problem shown below:

maximize d(A,v)

2-6
subjectto A >0,v e R¥. (%0)



We will say (A,v) is dual feasible if A >0 and the value of d(X,v) is finite. Since A >0,
hy <0, g;=0, d(i,v) isaminimum of the linear functions of any primal feasible vector x,
and any dual feasible vector (A,v), the following relationship between the prime and dual

cost functions holds:

f(x)>d(,v). (2-7)

This is the well-known weak duality property [6]. In other words, the dual function value
d(A,v) always serves as a lower bound for the primal objective value f(x) for any dual
feasible vector (A, v). Notice that x and (A,v) are chosen independent (so long as they are
both feasible). Thus f;,is larger than d(i,v) for all dual feasible vectors. The largest lower

bound for f_;, can be found by solving the dual optimization problem shown in (2-6).

When the optimal problem is-convex, standard convex optimization results guarantee that
the primal problem and the dual:problem have the same solution. Note that the lower bound is
not always tight, and the difference iscalled the -“duality gap”. From [7], we see that if an
optimization problem of the form (2-3) satisfies the time-sharing property, it has zero duality
gap, i.e. the primal problem and the dual problem have the same solution. The time-sharing

property is defined as follow: let x,;,, and x be optimal solutions to the problem, then

op2

for any 0 <e <1 there exists a vector z such that h(z)<0 and f(z)<

5f (Xoptl) + (1_ 5) f (Xoptz) :

Let us denote the maximum value of (2-7) byd Then, we have f

. n>do
max min = Ymax

Interestingly, for most convex optimization problems (satisfying some mild constraint
qualification conditions, such as the existence of a strict interior point), we actually

have f;, =d ... This is called strong duality.

In general, the dual function is difficult to compute. However, for some special classes of



convex optimization problems, we can derive their duals explicitly by the following
conditions. For ease of exposition, let us assumeS € R . Then, a necessary condition for x,

to be a local optimal solution of (2-3) is that there exists some (A",v") such that

h(x,) <0, Vi=12,.,m, (2-8)

9;(x,) =0, Vj=12,..k, (2-9)

A" >0, (2-10)

Ah(x,)=0, Vi=1,2,...m, (2-11)

VE (x,) + iszi (x,) + ﬁlv’j‘Vg i(x,)=0. (2-12)
= =

Collectively, the conditions «(2-8)—(2-12)-are «called the Karush—-Kuhn-Tucker (KKT)
condition for optimality. Notice:that the first two conditions (2-8) and (2-9) represent primal
feasibility of x,, condition (2-10) represents dual feasibility, condition (2-11) signifies the
complementary slackness for the primal and‘dual inequality constraint pairs: h;(x) <0 and
A4 <0 , while the last condition (2-12) is equivalent to V_ L(x,,A",v )=0. In general, the
KKT condition is necessary but not sufficient for optimality. However, for convex

optimization problems (and under mild constraint qualification conditions), the KKT

condition is also sufficient.

2.2 Existing method

The work [17] discusses the precoder design in MIMO systems with a set of QoS
constraints. With the aid of majorization theory, the original complicated nonconvex problem
with matrix-valued variables was reformulated as a simple convex optimization problem with

scalar variables. Then the problem is optimally solved with a multilevel water-filling



algorithm. We now describe the approach in the subsection. The block diagram of a MIMO

system is shown below

Ay Pp

>~ H . y H
X 3 BR S |° : HAT g X
!/l/'v
111 1L |

Source: 2y antennas Destination: #pantennas

\
/
.‘
J
~
J/

- 7\ J N \ /L J /

Figure 2-3: Block diagram of the MIMO system in [17]

Considering the MIMO system with n, transmitting and n, receiving antenna, we can

write the sampled baseband received sighal‘as

y=Hs+n, (2-13)

where seC is the transmit signal vector;7and y e CNr?

is the received signal vector,
HeCN™ s the channel matrix with=the (i,j) element denoting the fading coefficient
between the jth transmit and ith receive antennas, and ne C"® is a zero-mean circularly
symmetric complex Gaussian interference-plus-noise vector with a covariance matrix of R,

i.e. n~CN (0,R,)). If the system is precoded with a linear precoding scheme, the transmitted

vector can then be written as
s=Bx, (2-14)

Lx1

where Be CM* s the precoding matrix, and xe C-? is the symbol vector to be transmitted.

Assuming that E[xx" | =1, , we can have the average transmission power is
P =E[[s)" ] =tr {BB"} (2-15)

If a linear receiver is used in the destination, the estimated symbol vector will

10



x=A"y, (2-16)

where A e C"Mr is a filtering matrix. Let the QoS constraints be defined in terms of MSE for

each of the established links or bitstreams. We then have
~ 2
0< MSE, :E[(Xi_xi> }g pi<l, (2-17)

where MSE; denotes the MSE of ith bit stream and ¥; is the ith element of x. Define a MSE
matrix as the covariance matrix of the error vector (§-x ). Then

E=E|(3x)(0)" ] (2-18)
= (A"HB-I)(B"H"A-T) + A"R A .

From the definition, we have MSE,;=[E];;. Since the MSE; is a quadratic function of a;
(the ith column of A), its minimum valte can be‘found by setting the gradient of (2-18) to zero.
The solution is referred to as the linear minimum MSE (LMMSE) filter or Wiener filter, i.e.

A= (HBB"H"+R,) HB. (2-19)
By using the matrix inversion lemma and (2-19), the concentrated MSE matrix can be
obtained as

E=I-B"H" (HBB"H" +R,) HB

(2-20)
—_ H -1
=(1+B"R,B) .
where R, =H"R'H.Let p, > p,,, the optimization problem can now be written as
min tr {gg" }
B (2-21)

st. [(@+B"R,B)* | <p 1<i<L.

From the majorization theory and the derivation in [17], (2-21) can be reformulated as

the problem shown below.

11



L 1 L ~
s.t. < o l<k<L,
§1+ziﬂm i:kZ+LO ' (2-22)
L $h,
<> pi— Ly,
i1tz Ay ia I
7,20, 1<k<L,

where L is the number of established links, L = min(L, rank(R,)) is the number of effective
channel eigenvalues used, L,= L-L is the number of links associated to zero eigenvalues,

contains L largest eigenvalues of R, in increasing order. And the

i=1

and the set {/IHJ}L
optimal solution to (2-21) satisfies all QoS constraints with equality. Also, B is given by
B=Uy,25,Q where UH,1e<CNtXE has the eigenvectors of R, corresponding to the
largest L eigenvalues  in _.increasing.. order as its column  vectors,
21 =10 diag({(f&i})]e@[xL has zero elements except for the rightmost main diagonal,
which are given by aéyi =7 ,~and  Q ‘s a unitary matrix such that

[(I+BHRHB)‘1]ii =p; 1<k< L. Equation (2-22) can be rewritten more compactly as

L
min ) z.
{} ;'
i L EEf 1<k<L (2-23)
S.t. <> p.1<k<L, -
Stz Ay
7, >0, 1<k <L,
Lo+l
> oy — L, fori=1

where p. =1 o
o+ L for 1<i <L

Using KKT optimality conditions, we can find the optimal solution to (2-23) by the multilevel

water-filling solution as
~1/
= A= (2-24)

12



. ~1/2 .
where the multiple water-levels u; ’s are chosen to satisfy

Lo i R
<> p 1<k<L, 2-25
i;lﬂi/lm i;/?. &2
P
e 2-26
;1+Zi/1H,i Z;,P. &2
Uk > Uk-1(Uo =0), (2-27)
(G0 —i0s) i ! iN 0 (2-28)
— Uk —2.Pi | 7Y )
Hie =k stz 4y; 3

We now give a multilevel waterfilling algorithm that solves the convex optimization

problem as follows. The inputs of the algorithm are the number of available positive

eigenvalues L, the set of eigenvalues {ﬂ’H,i}iL:]_’ and the set of MSE constraints {:B|}|L:1

L

while the outputs are a set of allocated powers {z }iLzl, and a set of waterlevels {;* 2}1—1'

The main algorithm:

0) Setk, =1 and L=L.

1) Solve the QoS constrained problem in [k, L] using the waterfilling algorithm shown

below with the set of L—k,+1 eigenvalues {iH,i}Lk and the MSE constraint given
0

i=
~ L
by p=2_ p; -

I=k0
L Lo -
2) If any intermediate constraint is not satisfied, (D" (1+zA; )_1 <> pi. kg <k<L),
i=k i=k
then set k, equal to the smallest index (whose constraint is not satisfied) and go to Step
1. Otherwise, if k, =1, the algorithm stops, or if k,>1, set L=k, -1, k,=1, and go

to Step 1.

A~

The inputs of the water-filling algorithm are the number of available positive eigenvalues L,
the set of eigenvalues {lHﬁi}iLl, and the set of MSE constraints ,5 while the outputs are the

13



~1/2
set of allocated powers {zi}iLzl, and the set of waterlevels u .

The watering-filling algorithm:

0) Reorder the 4, ; ’s in decreasing order, and set L=L.

1)Setu=A-" (if A =4, thenset L=L-1and go to Step 1).

L - -
2) If uM?=> 4 1(p—(L_[)). then setL = L-1and go to Step 1. Otherwise obtain
i=1 -
~ L ~
the definitive water-level U"° and allocated powers as u''2 => A" 1(p—(L _1))
i=1

and z = (0" A2 a7y

It is interesting to consider a suboptimum but very simple solution to the problem. We can
impose a diagonality constraint in the MSE matrix. In other words, E:(1+BHRHB)-1wiII
have a diagonal structure. Imposing:such a structure-implies that the transmission is performed
in a parallel fashion through the channel eigenmodes. The problem in (2-21) now becomes
min“tr { B}
s.t. [(I+1;;HRHB)'1]ii <p,l<i<lL, (2-29)
B"R,,B diagonal.

And the optimal solution is given by B=Uy, 2.5, Where UHvle(C”tXL have its column
vectors as the eigenvectors of R, corresponding to the largest L eigenvalues in increasing
order,and 25, € C* s a diagonal matrix with squared-diagonal elements given by

z =5 (pt -1, 1<i<L. (2-30)

The optimal solution under the diagonality constraint becomes the true optimum if and only if
AP 2 Py LSI<L. (2-31)

This implies the feasibility condition is L <rank(Ry).
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Chapter 3: SISO Relay Systems

In this chapter, we consider a power allocation problem in SISO relay systems. For
simplicity, we assume that the system consists of 3 nodes: a designated source-destination
node pair and one relay node. Each node is equipped with a single transmit/receive antenna.
All nodes are operated in the half-duplex mode, so transmission occurs over two time slots via
two hops. Among the various possible cooperation strategies, we adopt the simplest type (i.e.
the AF method). In the first time slot, the source broadcast the signal to the relay and the
destination. The relay node then receives and processes the signal, and retransmits the
processed signal to the destination (in the second time slot). The destination finally combines
the signals received from the source and the relay and makes a joint decision. Here, we
assume perfect synchronization is attained-at'the destination node. Since only the source will
transmit signal at the first time slot, and-the relay will transmit signal at the second time slot
(i.e. no concurrent transmission), there is no coneern for inter-user synchronization, which
makes the system simple and practical. Note that in the cooperation scheme, each of
transmission time slots is divided into 2 non-overlapping slots, and therefore the transmission
duration for each slot is half of that available for the direct transmission scheme. Consequently,
if we want to maintain the same total power consumption, the energy available per bit for the

cooperative scheme is half of that for the direct transmission scheme.

3.1 Input-Output Relationship

In the AF mode, the relay node simply amplifies the received signal and forwards it to
the destination. To simplify the problem, we consider the flat and slowing fading channel, i.e.

the channel coefficients for all the bits in a packet are the same. And we assume that the power

15



of the signal retransmitted at the relay node is scaled uniformly with respect to all the bits in a
packet, such that the average transmission energy per signal in a packet is constant and
satisfies the QoS constraint. Let hyy, hy and h, denote the channel path gains between
the source and the destination, the source and the relay, and the relay and the destination,

respectively. In time slot 1, the signals received at the destination and the relay can be written

[24]

Yog = PshggX+ngy, (3-2)
and

Yor = Pshg X+ ng, (3-3)

respectively, where x is the transmitted signal vector from the source node , y., is the
received signal vector at the relay nodes, Y.+ is the received signal vector at the destination
node, ny and ng are noise vectors;Each-component of n,, and ng has an independent
complex Gaussian distribution and”itsvariance equals N, . As defined, hy and hg
represent the effect of path loss and static fading on transmission channels. Note that the
transmission unit considered here is the packet. For simplicity, we ignore the packet index in

(3-2)-(3-3).

Jpe
\/ ps |hsr|2 + N0

retransmits the amplified signal. The signal received at the destination can then be written as

In the second time slot, the relay amplifies the signal by a gain of and

(3-4)

1
Y = \/p—r > hrdysr +ny,
\[ ps |hsr| + N0

normalized power

where 'y is the received signal vector at the destination node, n, is a zero-mean
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complex AWGN vector with a variance of N,, and hrd represents the path loss effect and
static fading of the relay channel. Moreover, ng,, ng and n, are assumed to be
independent and mutually uncorrelated with x, and hyy, hg and h, are modeled as zero
mean, mutually independent complex jointly Gaussian random variables with the same

variance of &2. It is also assume that all the CSI is known at the destination.

3.2 Problem Formulation and Solution

At the destination, the received signals in the first and the second time slots are combined
by the maximum ratio combiner (MRC). From [13], we know that to maximum the output
SNR, the signal component with a higher SNR should be weighted heavier than that with a
lower SNR. It turns out that the weight;of & signal component is equal to its received SNR.
Furthermore the SNR of the combinerjoutput is the sum of the received SNRs. The output

signal of the MRC can be written as

Yo = 0Y¥sq @Y g - (3-5)

From (3-2) and (3-4), we have the SNRs of the receiver signal in time slot one and two as

2 2 2
P N Ps Py |y, | |
SNRlzﬂ and SNR, = — szr‘ «| | “’2‘ : (3-6)
NO NO pS ‘hsr‘ + pl’ ‘hrd‘ + NO
So, we can have the weights as
psh:d
= 3-7
TN, 3-7)

and
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Ps P, h* h*
\/( ps |hsr|2 + NO) sr'rd
pr|hrd|2 .
(ps |hsr|2 + NO)

a.2:

(3-8)

In order to make the signal of the combiner output have a unit power, i.e. E{x2}=1, we
must normalize the signal of the combiner output. The gain for the normalization can be

expressed as

h, h
g=ay/pihy +a, TP (3-9)
ps|hsr| +N0
And the SNR after the MRC can then be expressed as
P, p,bc
SNR, +SNR; =~ = pa-+ ————, 3-10
1 2 Y ps psc+ prb+1 ( )
where
h 2
a:| | , (3-11)
NO
h 2
p — el , (3-12)
NO
and
h 2
c:&. (3-13)
NO

From [14], we know that the relationship between the bit-error-rate (BER), denoted as

15 o\R

P,,, and SNR for the M-QAM can be approximated by an upper bound as P,, ~ ge M-1
Here, M >4 and 0<SNR <30(dB). Thus, for a given P, we can then have the
required SNR as

18



P, p,bc 2 1 A
=pat+———"—=—lo M-1)=D. 3-14
T AT bl 3 g[SPeb (M-1) (3-14)

Multiplying both sides of (3-14) by (p,c+ p,b+1), we have

ac p: +(p.ab+a+ pbc—cD) p;— D(p,b+1)=0. (3-15)
=a =3 =y

Since (3-15) has a quadratic form, we can obtain the solution straightforwardly as

_ —B++B% +dary -0

2x

P, foragiven p;. (3-16)

Note that « and ¢ are positive, and the solution in (3-16) is always positive, automatically
satisfying the positive constraint of p,. Thus the optimization problem can thus be

formulated as

—B+~B° +4ay

20 (3-17)

min f (pp) = psEEpE= P+

st. p=>0, p, =0 P, <p,

where p isthe BER constraint.

We can see that taking the first and second derivative of (3-17), we have

1

Moe) g, 1 —<6‘b+bC)+l(ﬂ2 +4a) 2|28 (ab+bc)+4abD || . (3-18)
op, 2x 2 -
and
2 3 3
o f (fr) :i __1(ﬁ2 _}_4057)7 (25A+4Db)2 _’_3(62 —1—4047)7 A2
8pr 2| 4 2 (3-19)

! -1

_ i(ﬁz +4a7)% [A2 —(52 +4aw) (BA+ 2Db)2]

From (3-18) and (3-19), we can see that the optimization problem is not necessarily a convex

optimization problem. This implies that a global minimum may be not guaranteed to obtain.
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Setting (3-18) to zero, we can have

1
2a—(ab+be) = —(8? +4ay) 2(B(ab-+bc)+2abD). (3-20)

Squaring and multiplying both sides of (3-20) by (62 +4ory), and substituting @#=ac, 4=
(p,ab+ p,bc+a—cD),and »=D(p,b+1) into the result, we can have

4ac(ac —ab — bc)[(ab +bc)? p,2 + 2(a%b + abc + abeD —be?D) p, + (a+cD)?]

(3-21)
—4ab*c’D(a+c+cD)=0.

As we can see, the left hand side of (3-21) is a quadratic function, and we can rewrite (3-21)

as
ep, 2+ fp, +9=0, (3-22)
where
e=4ab’c(ac—ab—bc)(a +c)?, (3-23)
f =8ac(ac — ab=bc)(a’b +~abc + abcD —bc?D), (3-24)
g=4ac(ac —ab—bc)(a+cD)? —4ab*c’D(a+c+cD). (3-25)

Thus, using (3-22), we can obtain a solution for p, straightforwardly. Since the signal power
is a positive real number and the solution can be obtained at the point where it’s first
derivative equal to zero or a boundary point. When f2 —4eg <0, a solution with real value
cannot be obtained. This indicates that the first derivative will not be equal to zero at the
allowable range of p;. In other words, the optimal solution is observed at a boundary point.
When f2—4eg >0, we can obtain two solutions with real values. Since p; is positive, it is
simple to obtain the solution by selecting the positive one with a smaller first derivative value.
If none of the solutions is positive, the optimal solution must be located at a boundary point.

Substituting the solution of py. into (3-16), we can obtain the solution of ps.
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Chapter 4. MIMO Relay Systems

In this Chapter, we will consider the precoders design problem in MIMO relay
systems. In this scenario, each node is equipped with multiple antennas such that the whole
system can be formulated as a MIMO system. It is well known that precoders can greatly
enhance the performance of a MIMO system. This is also true for the MIMO relay system.
Since the source and the relay both have multiple antennas, we have two precoders to work
with. We will use the MSE as the QoS constraint, and propose a new method to derive the

optimum precoders.

4.1 Input-Output Relationship of MIMO Relay Systems

: YR FR
4 e
Relay: Nr antennas t

>
<
Destination

. H
o SD
S [ F
I Destination: Nd antennas

Source: Nt antennas * First time slot
: Second time slot

Figure 4-1:; Description of an AF MIMO cooperative uplink transmission scheme.

Let N,, N,,and N, denote the number of antennas at the source node, the relay node,
and the destination node, respectively. Assume that the number of bit streams transmitted N is

less than or equal to min(N,,N,,N4) such that sufficient degrees of freedom is guaranteed
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in our design. Let all channels be flat-fading, and we can write the system model as:

Ya1 H,, . nj a1
= = + . -
Yo Sly, | T lm pH, |0 T H, Fn, +n, (4-1)
—g e

where s € CV*! is the transmitted signal vector, F, € CMNis the precoding matrix at the
source node, F, € C"Nris the precoding matrix at the relay node, y4 € C*"*? is the
received signal vector at the destination node, Y ; e CN? s the received signal vector in
the ith time slot, n, ¢ C"%, ny, € CN*?, and n,, € CN* denote the zero-mean complex
AWGN vectors received at the relay, at the destination corresponding to the first time-slot, and
the destination corresponding to the second time-slot. Hg, € C"™ | H 4 € C""r | and
Hy € CNe*Nt - denote the channel matrices between the source and the relay, the relay and
the destination, and the source and the destination:, The elements of H_,, H and H 4
are modeled as zero mean, mutually-independent complex Gaussian random variables with the
same variance. Also, H denotes: the ‘combined channel matrix, and w the combined noise
vector at destination. Since the ‘noise received at the relay is amplified by the
relay-to-destination link, this is different from the precoding design in conventional MIMO
systems. Note that the precoder design problem is a joint transceiver problem, that is, a

different receiver will yield different precoders.

4.2 Problem Formulation and Solutions

Here, we propose to use the linear MMSE receiver at the destination. Let G be the
filtering matrix at the receiver. The MSE for the estimation of s (the transmitted signal vector),

denoted as J, is given by

J=E|[Gy, - | (4-2)
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Define a MSE matrixas E=E [(Gyd -s)(Gyyq —s)H J . Then, we have J =tr {E} , where

E=E|(Gyg-5)(Gyg -5)" |
- GHF,R,FI'H"G" —-GHFR, -R,FI'H"G" +GR, G"
- (G ~RFHHN (HFRFTH™ + RW)_l)(HFSRSFSH H™ ¢ Rw)x
(GH ~(HF,R,FIHY + R, THF R ) +R, -RFIHT (HFRFIHT +R,)IHFR,
>R, -RFHHT (HFRFIHY +R,,)THER

-1
- (Rgl +FHHYR,IHF, ) .

(4-3)
Here in the last equality we use the matrix inverse lemma from [16], i.e.,
-1 _
A'-A"B(DA'B+C") DA" =(A+BCD) . (4-4)
It is well known that the optimal receive filter; known as the Wiener filter, is
-1
Gop= RFHY(HER E'H" 4R, ), (4-5)

where R, = E[ww"] is the covariance matrix of the combined noise vector w, and R, =

E[ssH| is the covariance matrix of the signal vector. So we can have the minimum

mean-square-error (MMSE), denoted as J ;. , as

Join =tr {(RS* + FH"RHF,) ) . (4-6)

- . - o H o 2
Invoking assumptions made previously, we have R, =E [nd,lnd,l] =ogly,.and R,

H |_ 2 . H]l_ .2 2 - . .
E[ng,nf,| =021y, . Ry =E[nnf]|=07Ly , where o7 is the noise variance of each

vector component. Then we have

JﬁINd 0
R —

w

2 2 HegH | (4-7)
0 UnINd +UnHrdFrFr Hrd
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As assumed, each element of the signal vector is identical independent distributed (i.i.d.), and
the covariance matrix of the signal vector can be expressed as R, = E[gsH | =0l , where

a_f denoted the transmitted symbol power. And the MMSE can be further written as

J

min

srer

-2 —2pH g H —2pH gy HpH paH HypH \-1 -1
—tr{(as IN +O-n Fs HsstdFs+O-n Fs H F Hrd (INd +HrdFrFr Hrd) HrdFrHersJ }
=Eg =E,

(4-8)

As we can see from the equation, the MMSE is a function of precoder matrices. We note

here that E, and E, account for the MSE components due to the relay and the direct
communication links. Let us define the power consumption at the relay and the source

respectively as

P = tr{E[Fr (Hg Fs +nf)(HersS+nr )H o H

= tr{F o2 H KR HY oo, JF
and

P, =tr(E[Fss"R|) = oltr (),

S

in which we assume that the symbol and noise are uncorrelated, i.e. E[sn!|=E[n,s"]|=0.

Now, the design problem can be formulated as follows :

min ottr (B )+odtr (BB )+ oltr (FH FF HIF )

=P =P , (4_9)

_ _ -1
st. (R;'+F/'H"R,/HF,) i <P

where p, isthe QoS constraint, i.e. the MMSE constraint, for the ith bit stream. The problem

in (4-9) indicates that the precoders must satisfy the QoS constraint, and at the same time
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minimize the total transmitted power. From (4-8), we can see that the MSE matrix contains
three matrix, i.e. o.°I,, E, and E,.The first term can be ignored since it is a function of
the signal power only. The second term indicates the contribution from the direct link and is a
function of K, while the third term indicates the contribution from the relay link and is a

function of F, and F,. If only the relay link is considered, the problem reduces to a two-hop

relay system and the MSE becomes

-2 —2pH H g H g H HypH \-1 -1
J :tr{(o-s IN +0, Fs Herr Hrd (INd +HrdFrFr Hrd HrdFrHersJ } (4_10)

=E,

From [17], we know that there exists a one-to-one mapping function between the SINR

(signal to interference-plus-noise ratio) and the MSE :

g

MS B s .
' LrSINR,

(4-11)

Under the Gaussian assumption, the symbol error probability can be analytically expressed as

a function of the SINR [18]
P, = aQ(\/,BSIW) , (4-12)

where « and B3 are constants that depend on the signal constellation, and
Q(x)=(/V2r)[? e'/244. The BER, defined as P,,, can be approximately obtained from
the symbol error probability (assuming that a Gray encoding is used to map the bits into the

constellation points) as

P
P =5 (4-13)

where k =log, M is the number of bits per symbol, and M is the constellation size. This is to

say that if the QoS constraints are given in terms of MSE, they can also be equivalently
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expressed in terms of BER. As we can see, the MSE matrix involves a series of
multiplications and inversions, and the MSE in (4-10) is a complicated function of F, and
F, . As aresult, a direct solution is very difficult to obtain. In the following, we will show how
to solve the joint precoder design problem, effectively. We propose a method to simplify the
constraint function J such that E can be expressed as a simple function of unknown
parameters. The main idea is to use a constrained precoder structure, derive a MMSE upper
bound having a simple expression, and conduct minimization with this upper bound. This
method is proposed in [19] to design precoders in MIMO relay systems. The original problem
Is to minimize the MSE under a total power constraint. Here, we extend its use to minimize

the total transmission power under the constraint of a MSE.

If the MSE matrix E can be diagonal, the‘trace operation and the MSE of each link (i.e.
the diagonal element of E) become easy to-conduct;-and the whole problem can be greatly
simplified, i.e. the matrix operationsinvolved in the cost function can be reduced to scalar
operations. To achieve this objective we first.consider singular-value-decomposition (SVD)

for the channel matrices in all links. By SVD, we have Hy =U4X VS, H, =U_ X V!

Sre=sr "sr?

and H,y =U4Z, VS, whereUy eCNoeMe U e ™ and U,y e CNo"No are the left

singular matrices of H,, H,, and H_,, respectively. Vi e CcNoM = vH c NN and

sr?

Vi eCNNr are the right singular matrices of H, H, , and H, , respectively.

sr !

T, eRVOMN w e RNNM O and ., e RNNr are the diagonal singular value matrices

of Hy, H,, and H,, respectively. Then, the MSE matrix in (4-8) can be re-written as

sr?

follows
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E=| 0.’ +0,°F V2 Z VAF, +| 6,°F v 28 UM v, zH U

Sre=sr

=Eq

1 (4-14)

Hy oH HyH )L H H
(INd +Urd2rdVrdFrFr VrdzrdUrd) ><UrdzrdVrdFrUsrzersr Fs

=K,

Since Esonly depends on Fs while E, depends on Fs and F,, simultaneous diagonalization of
Es and E, appears difficult. So, we choose to diagonalize E; first. Let the precoders have a

constrained structure shown below
F, =V, X, cCWN | (4-15)
and
F. =V, 2 Ul ecNoNr (4-16)

where X € RN and X e RN>Nr—are the diagnal matrix to be determined. Using the
structures, the precoders can be regarded as a special case of shaping matrices with the

incorporation of V- and V4. Thenthe MSE becomes

J=tr{E}

-1
—tr a;ZIN+an—22§'zgzﬁzg(zrd2$2;‘j+1Nd) L ZI X (4-17)

eDiag
-1
+2 0, " VIELE G VE
::VC

where

V=Viv, ect™, (4-18)

It is noteworthy that C =0, ?°V"EM =,V is not a diagonal matrix. Next, we will try to

transform the non-diagonal structure into a diagonal structure such that the original
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optimization problem can become a scalar optimization problem. If we let

P NEC S IVIRRIC A0 Jab b fab /N | VD o 25 3al) 280 o0 0 » (4-19)

re=sr=s?

and

C=c,2vEz V. (4-20)

Then the MSE for the sth link is

-1
((A+ESHCES)) =(A™) —| AR (AT T RIAT | (420)
——
(i) G o= Y o

_nH =D =D
=Dq 2 il (i)

where A and X! are diagonal matrices, sodo D;, D,.

Since X is not diagonal, E cannot be-completely diagonalized. In the following, we will
derive a MSE upper bound (4-27) such that using this bound as the constraint will lead to a
scalar optimization problem. Let Z=(X+D,) —UZU" is a Hermitian matrix where U is a

unitary matrix and
and

Z—l — UZ_:LUH — UE_UZUH UZ—l/ZUH — Z—1/2Z—1/2 ) (4_23)

Using Cauchy Schwarz inequality, we have
2

tefeoa e <l o 20

and

2 2
1/2 H . - _
022 = eizel'y =21, 27, = ez el = 2, (4-25)
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where e; is the ith unit standard vector. We then have Zﬁi)z(Z(i,i))_l. So, we have the

following inequality

Azt ctyz Azl T ElA
of P " )

=[D,(.D (X+ D,y

-
D, (1,1
Z& (4_26)
(X+D,))
. \]2
_ D, (i, i)
(diag (X)+D,) )
=| A2l (diag(C ')+ Z Az TR AT
Dy :=diag(X) 2 1 Qi)
As a result, the QoS constraint for'the: sthilink has.an ipper bound as:
E
-1 —iH s —1 “1yH -1y H 4 -1
<(A )(”)—(A T (diag(C )+ A7 L) T2 A (4-27)
B 1
o242 Usz,iarz,igszr,igrzd,i Usz,i

s n 2

2 1
OriOpi+t1 C i

where C=0,°Vy VZaE Vi V. Ogi Oy, and oy, are the ith singular values of the
channel matrices Hg, , Hg , and H,y, respectively. o ; and o,; are the precoder
coefficients, i.e. the diagonal elements of £, R™" and £, ¢ R"""r. Note that the

equality holds when V =V{V, =1, .

With the method shown above, we can then transfer the precoders design problem into a

power allocation problem. Let p,; = Jsz,i , then p,; can be seen as the power allocated for

the ith transmitted bit stream at the source. Let p,; £ 52, then p,; can be seen as the

ri?
power allocated factor for the ith transmitted bit stream at the relay. Now, the optimization
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problem becomes as

L L

. 2 2 2 2
Pmlp Os Z ps,i +Z pr,i(an + 05 ps,iGsr,i)
s,i Pri i=1 i=1

St.

Ps,iP o2 o2 ol B
J_2 0_;2 s,i Pri®srii rd,|+ S,i S,Oi' (4-28)

S + 2 -1
PriOr i +1 C i

s,i ZO, pr,i ZO, i=1,"',L,

where C=o,°VIV ZHhx  VEV_ . Since we use an upper bound instead of the MSE itself,

the solution in (4-28) is suboptimal.

4.2.1 Special Case I: Source Precoding

In this scenario, we assume that the relay power has been properly allocated, and use
Py to represent the power allocated for the ith component. We then solve the optimum

power allocation at the source. Now, (4-28)icantbe simplified as

L L
min 032 s+ IDr,io'szr,i )+ Oﬁz P

S,i i=1 i=1
1

P o2 _sz_ 1
st. | 0,2+ pg; | o o — <pi, (4-29)
Pr,io-rzd,i +1 C 1(i,i)
=ai (P i)

ps; =0, Vi

To find the optimum value, we use the Lagrange multiplier method. The Lagrange function
with respect to the (4-29) can be expressed as:
2 L 2 2 S
L =0 Z Ps,i 1+ F)r,iasr,i )+ On Z |:)r,i
=1

- - ] (4-30)
) ) n
+ é/?'l ((O-s + ps,iai (Pr,i)) pl] é/us,l pS,I'

And the associated KKT conditions can be described with the following equations:
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oL

S,i

-1

4 ((05_2 * Psii (Pr,i)) _Pi): 0,
HsiPsi =0,

>0

si =Y
2>0,

- >0.

S, —

Since pg; =0, from (4-33) we have

Hs =0:

Substituting (4-37) into (4-31), we have

B ol (L+ Pr,io'szr,i)<0's_2 + D5 (Pr,i))

= 0= 62+ R0 ) = Ay (Pr) (052 + P (Pr)) + aaio

o (P;)

Using (4-32), we have the following solution as
) -1
(O-s + ps,iai(Pr,i)) — 0 =0.

Then we have

Finally, from (4-36) we have

p.. = Piﬁl—‘fsi2 _
> AGHY
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>0

(4-31)

(4-32)

(4-33)

(4-34)

(4-35)

(4-36)

(4-37)

(4-38)

(4-39)

(4-40)



! must be large than

Because p,; is always larger than zero and o«;(F,;) is positive, o
o%. It means that MSE constraint o, must be smaller than the transmitted symbol power
o2,

4.2.2 Special Case Il: Relay Precoding

In this scenario, we assume that the source power is properly allocated, and use P; to
represent the power allocated for the ith component. We then solve the optimum power

allocation at the relay. In this case, (4-28) can be simplified as
: S 2 2 2 2 S
Tm Z pr,i (O-n + Os I:>s,io-sr,i ) + Oy Z Ps,i
ri j=1 i=1

o2 o2 P -
2 sr,i%rd,i i,l Spi, (4_4]_)

st. 0'3_2 +P, 0,
) 2 1 _
Org,i + Pri C i

ri 20,000V,

where C =0,V v,z VEV, Similar to the previous case, we use the Lagrange

multiplier method. The Lagrange function with-respect to the (4-41) is:

L L
2 2 2 2
L= Z pr,i (O-n + Os I:)s,io-sr,i) + Os Z I:>s,i
i=1 i=1

L o2 o2 P -1 L (4-42)
+ /1 0_—2 + P _0_—2 sri”rd,i S,i _p _ ILI ) p .
é i [ s 5,i%n O_rzd’i N pr’i_l C_l(i’i) i Z:i‘ r,i Mri

The KKT conditions can be described with the following equations:

oL
6Pr,i

then we have

-2 2 2 -
00 Pyi0gi0r4iPr)

P..

-2 , 2 -1 -2 2 2

[{O-s + C_il J(O-rd,i + pr,i )+ I:>s,io-n O-sr,io-rd,i
(i,i)

2

2 2 2
Hei = (Un + 05 I:)s,io-sr,i)_/li

(4-43)
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A (a;z + JrTZ :sz’-o.-ii:rz_d’il + CP:' . Jl -p =0, (4-44)
rd,i ri (i.n

HyiPri =0, (4-45)

>0, (4-46)

%20, (4-47)

P, =0. (4-48)

Since p,; >0, from (4-45) we have

tei=0. (4-49)

Substituting (4-49) into (4-43) leads to

2
i P _ _
Pri“on (0 +652Ps,i652r,i)[(0-32 +C_%J(o-r2d,i P 1)+ P.i0n O i,
(i.i)
=4>0,
Ps,io'szr,io'rzd,i
(4-50)
Using (4-44), we have the solution as
-1
-2 2
pl"i = O-n PS,iO-SF,i 1 _1 Grzd i y (4'51)
' -1 -2 -1 a '
pi —os - R (C (i,i))
From (4-48), we finally have
+

-1
-1 -2 -1
p -0t P (C
pr'i _ | S SI( 1,1 ) . (4_52)

— — —_ _1 —
(anps,io-szr,i +Gsz +R; (C 1(i,i)) —Pi 1]Urzd,i

1

As that in the previous case, we know p;~ must be large than o 2 Here, F’s,i(C’l(i,i))_l
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means the MSE changed by the direct link (the channel from source to destination). So if we
want that p,; is large than zero, o must be larger than 02+ P, (c-l(i_i))’l. It means the
MSE constraint cannot be satisfied by the direct link. And, p* must be smaller than

-2 2
On I:)s,io-sr,i

-1
+o.7+ P (C‘l(”)) , it means the MSE constraint can be satisfied by the direct

link and the channel from source to relay and then to destination.

The channel effect is obvious. So we draw the following conclusions from (4-40) and

(4-52). When o, ; islarge, ¢, will be small and (cfl(m)fl will be large. So from (4-29)

()

we see Whenoy;, oy

and o, ; are large, then ¢;(P,;) will be large. On the contrary,

ps; Will be small from (4-40), and p,; will be small from (4-52).

4.2.3 General Case: Joint Source/relay Precoding

Now we solve the general power allocation preblem using the results obtained in Section
4.2.1 and 4.2.2. Firstly, we can observe that (4-28) is-not a convex optimization. As a result,
the optimal value is difficult to derive even’if-the problem is formulated as a scalar-valued
problem. However, by using the primal decomposition method [20], we can reformulate the
original problem to obtain two convex problems - the master and the sub-problem
optimization problems. Using this approach, the closed-form solutions can be easily obtained

by means of KKT conditions. We give the detailed derivation in the following section.

First, we assume that p,;’s are known as a priori and then substitute the optimal
solution for p; found in Section 4.2.1 into (4-28). Then the original problem in (4-28)
becomes the function of p ;. We can then find the optimal solution using the Lagrange

multiplier method. For a given p,;, the optimal solution for p; can be derived as

-1 27
Py = {”a(—;‘)} (4-40)
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where

P .ol o2
ai(Pr,i) — O_;Z ri S;,I rd,i _:1|- ' (4_53)
I:)r,io-rd,i +1 ‘C (i,i)‘
Substituting (4-53) into (4-32), we obtain
) L _—1 _0_—2 L _—l _0_—2
T'_nasz_z pzl 5 : +Z pr,i(arf +652 pzl 2 : O-szr,i)
o =1 2 PriCgi0wi 1 =1 2 PriCs 0w, 1
o, 5 g o, 5 g
Prioni +1 ‘C (i,i)‘ Priowg,i +1 ‘C (i,i)‘
s.t. i 20, i=1--- L
(4-54)

-1
Note that if p,; =0, the condition (as‘z) < p; cannot be satisfied. Thus, the Lagrange

function with respect to the (4-54) is:

L - L
L:O-;ZZ pzl 9 : _Zﬂr,ipr,i+
=1 0_—2 pr,io-sr,io-rd,i o 1 =1
W ‘C_l(i,i)‘ (4-55)
,Oi_l _‘75_2 2

O

sr,i)

L
2 2
Z pr,i(an +Gs ” )
=1 22 Pri0si0n,i 1
o : +—
Prioai+1 ‘C (i,i)‘

The KKT conditions can be described by the following equations:

2 -1
oL osp -1
—=c’+ 2f o= i =
ap . 2 2 y ’
r -2 Usr,iard,i 1
O,

_l’_
n "2 1 ]
Org,i + Pri ‘C (i,i)‘

2 -1 -2 2 2 -2
Os P -1 On Ogr,i0r,i pr,i
( pr,io-szr,i +1) ( ) 2 ) (4'56)
2 2

-2 O-sr,io-rd,i
n

2 -1 -1
Org,i t Prii ‘C (i,i)‘

2
2 -1
o (O'rd,i + Pri )

/Llr’i pr’i = O 1 (4‘57)
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4y 20, (4-58)

2430, (4-59)
i20, (4-60)
If p,;>0,from(4-57), x4, ;=0.Then,
2 2 ?
ol 1 2
0_2 0_—2 Osr,iOrd,i + O-Zdi"' p i—l
n[ R ‘Cil(i,i)‘ ( e )
_ 5 OaiOmw, 1 -1)? -
+(O's2/3i 1_1)Uszr,i {O'nz arzdi + pr:i—l + ‘Cil(i,i)‘ (O'rzd,i + Py 1) (4-61)

= ( PriCa +1)((752Pi_1 —1) On 0 iOrgiPri -
2

Dividing both sides of (4-61) by (afp(l —1) Gg . and letting o =o0,%02 0% ),

ﬁz(afpi‘l—l), 7:(0r2d,i + prﬁi‘l), and 5=(|C‘1(iﬁi)|)_l,we have

2
O

2 2 2
2| 0oy 2 2 2060, 2 2 2 -2 4
Ve ( +to0-0o Grd,i}"'}/ +ta—o0, O-rd,io-sr,i+20-n Ordi
Sr,i
0 (4-62)

2 2
a o 2 2 _4 -2 6
n _
+[ 2 +0o, O5ri0rd,i —On Ord,i =0

/Bo-sr,i

Substituting :(afd,i + pr’i‘l) and multiplying both sides of (4-62) by p? leads to

52650;1di 4 Za&)farzdi O!ZUr? 2 2 4 2
2 ’ O'rdi + 2 —+ 2 +0, OsriOrd,i pri
ﬂo-sr,i ﬂo-sr,i ﬂo-sr,i
=a;
s w2 s ' (4-63)
205, .00 2667 5%c?
rd i n 2 00, Oy 2 2 |_
+ —2 +20—rd,i5_ 2 pr]i + 2 +5—O_n O_rd,i _O
O-sr,i SK,i Sr,i
Z=bi =Cj

From the solution (—b,+v/b,2—4aici)/2ai we know that if p.; is larger than zero,

b? —4a.c, must be positive and larger than b?. Since a, and b are larger than zero but c;
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may not, b”—4a.c; is not guaranteed to be larger than b?. The conditions, ¢,> 0, indicate
that the channel quality of the direct link is better than that of the relay link. In this case, we
can only use the direct link to satisfy the MSE constraint. So we can use c; as a flag to
decide if we want to use the relay or not. Thus, if ¢; >0, the system will be degenerated to a

noncooperative system and

P i =0, (4-64)

Ifc<0,wecanfind p,; by

_-b++b®—dac

. ra— (4-65)
where
52 2 4 ) 2a5 252 ) 2 2
a=—o-ng-rd'l O it O-nzo-rd'l 2 Zn +0,205 10 (4-66)
ﬂo-sr,i :BO-sr,i ﬂo-sr,i
95275252 2
p= 22010 On g2 52000 (4-67)
/Bo-sr,i ﬂo-sr,i
2 2
c= Z;z" +5-o7tod . (4-68)
sr,i
The source power pg; can be found by
1 =2
Pi — 0Oy
o =27 (4-69)
> o (R )
where
P .ol o2 1
ai(Pri): O_r;Z ri S;,I rd,|+ . (4-70)
Y Piowit1 ‘C_l(i,i)‘
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As that in Special Case I, the MSE constraint p; must be small than the transmitted symbol

2
power oy .

As discussed above our purpose is to satisfy the QoS with a minimum transmission
power. In our processing, we try to make the precoding matrices at the source node and the
relay node diagonal, and this makes the solution suboptimal. Because the optimal precoder
matrix structure may not be diagonal, we are inquisitive about the question when the
constraint precoder structure becomes optimal. To answer this question and simplify the
derivation, we first assume that N,< N,, N,< N,, N N, and ignore the transmission in the
source-destination link, this make we don’t need to consider upper bound problem. Then the

system model of (4-1) can be rewritten as

Ya = HrdFrH F s—i_AI-IrdFrnr +nd,' (4-71)

sr s
=H =W

where H=H F.H, and w=H 4K n_+n;. With the similar approach in Section 4.2, we can
obtain the optimal receive filter as

Gopt = RFOTHT (HRRFIHT +R,) (4-72)
and the corresponding MMSE as

Imin =tr {(Rg1+ BV HY RMHF) (4-73)

where R =El[sH]=0Ty , R, =op Iy, +os HyFF'Hy , o, and o, are noise

variances of the channels Hg, and H , respectively. Express the transmission power as

P = cir{FF"}+oltr{F,F"}+oltr {F,H,FF HIF" ) (4-74)

Sr=s—s srer

and the channel SVDs as
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x

sr

U, U NN
x
Hy, =| _% = C Vs|: = U, X Vst' (4-75)
—— N xN¢ Npx(Np=Ny) 0 —— —_ e
NpxN¢ - N¢xNg NpxNg NexNp NpxNg
(Nr—=Ng)xNg
and
H
Vrd
Yy 0 NgxN
_ rd r _ H _
Hy = Uy | S92 = 5 [ Uy Zg Vi, (476)
— — Nded d r d V —— —— ——
NdXNr NdXNd rd NdXNd NdXNd NdXNr
(Nr—Ng )xNy

where X, and X, are diagonal matrices. If we have the precoder in the source node as

F, =V, X eCNN, (4-77)

Sr=s

where X € RN s a diagonal matrix. Then the MMSE and the transmission power can be

rewritten as
-1
Jmin (Fr) =tr {(O-SZIN +z? z?r UerrH Vrd ll’—(li (Gr%dINd +Gr?r Zrd Vrti| FrFrH Vrd ||’-(|1 ) x
(4-78)
H -1
Zrd Vrd FrUsr zsr Zs) }
and

P(F)=oltr{Z, St j+op tr{F R |+ oltr {F U, T, S SH SHUNE ). (4-79)

Consider a general form of F, as
— Zr 2"'12 Ug’ N xN
F. = (v, Vrd)[zn [ e (4-80)

Through some tedious derivations, it is easy to show that if we let X, =0 and X, =0
there will be no impact on J.;,(F,) (while helping save power consumption). Setting
X, =0 leads to the reduction of both J.,;,(F,) and P(F,). Thus, we can let the precoder

be
F, = VrdzrllU?r ' (4-81)
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The remaining work is to investigate the structure of X, Substituting (4-82) into (4-79) and

(4-80), we can obtain

‘]min (FI") = 082 Nt _tr{(O':irll ZSI’ ZS le—l ZL_:' f’:’;‘l X(o-r?dINd +
-l (4-82)
T, (Ur?rINt RZFPIDIDIAD W )2'&1) }

and
P(F) = oftr (S, 50 )+tr (L T By (02 1y, + 0P X, T, TV S50 ). (4-89)

In (4-83), we have used matrix inverse lemma in (4-5) and let irn =X X, . Consider the

eigenvalue decomposition (ED) of

~ ~H
D=2Xp, (‘75r INt +Usz L s Z? Z:lr )2&1 =Uq 24 Ug' , (4-84)

where the diagonal element { o5} of 2;-“are arranged in the descending order. Note that the
last (N, - N,) diagonal elements of*. %, “are nulls since rank(D) = n, (< ng). Pre-multiplying
Xy, by U leads to a new precoder F, with the same MSE, i.e. J...(F,)=J,..(F.), and a
lower power consumption, i.e.

P(F,) =tr (5! 5,4 D)+ otr (I, 28 ) %%wﬁtr(zs =)
i=1 0, : (4-85)

=tr (I Tay, )+ asztr(zs P ) = P(F,)

Here we use the fact that for any two N x N positive semi-definite matrices A and B whose

eigenvalue A4;(A) and A;(B) arearranging in the descending order, then [21]

N
tr{AB} 2 > 4 (A)Ay_i,1(B). (4-86)

i=1

Without loss of generality, we can further assume that
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£y, = (zod jTH (o7l +02 2y Z 28 28 )_1/2 , (4-87)

where Y, denotes the N, xN, top-left sub-matrix of ¥,, and T is a N,xN, unitary
matrix. Note that for certain >4, varying T impacts the MSE Jin (F.) but not power

consumption P(F,). This leads to

Jnin(F) 2 02N, Z—“  Za, (4-88)
i T zd i
Here, we use the property in [21] again, i.e.,
N
tr{AB} <Y 4 (A)A(B). (4-89)
i=1

Here, the lower bound is attained whilesF=ky = Thus, for any given 2;, J,(F,) and

P(F,) arealways minimized with
Zd 2 2 HsH Y2
- Zrd 0 (Gn INt T O Zsr Zs Z:s Zsr) : (4'90)
Iflet Ry =" Ry, 'H , then the Ay j’s of Ry for our problem is

2 2 2
Or,i0sr,i0rd,i
PRI (4-91)
Or,i0rd,i T

where o, ;,

0> and o ; are the ith diagonal elements of X, X, and X . From [17]
we known that the suboptimal solution obtained under the diagonal constraint of the MSE

matrix is the optimum if and only if
/1H,i,0i2 = /IH,i+1/0i2+17 l<i<L, (4-92)

where the p, ’s are arranged in the decreasing order, and the Ay ;’s are the largest
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eigenvalues of R, in the increasing order. Substituting (4-92) into (4-93), we have

2 2 2 2 2 2 2 2
Osr,iPi Ovi+1071d,i+1 T Ori0r,i+101d,i0d iv1
2 2 =7 2 2 2 2 2 2

Ogr,ir1Pist O0vi0r,i TOri0ri01d,i0rd i+l

2 2 2 2
If 07i074i 2 071.107,i.1, then

2 2 2 2 2 2 2 2
Ot in10d,i+1 T 01i0ri1101d,i0rd i+t  Or,i+101d i1
2 2 2 2 2 2 =7 2 2
O0vi0r,i TOri0ri101d,i0rd i+l Oyi0n,i

So, if
2 2 2 2
O-r,io-rd,i 2 O-r,i+10rd,i+1
and
2 2 2902 2 2 2 2
O iOrdili Ot i 2104 111014 i+1Pi41 O
\—ﬂf—_—_J h—_ﬁr—_/
Ai Ait1

(4-93)

(4-94)

(4-95)

(4-96)

the suboptimal solution obtained:under the diagonal constraint becomes the true optimum.
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Chapter 5: Simulations

In this chapter, we report simulation results to evaluate the performance of the power
allocation methods we have proposed. Specifically, we consider following scenarios: (1) SISO
relay system (2) MIMO relay system: (a) special case I, (b) special case Il, and (c) general

case.

5.1 SISO Systems

We evaluate the performance of SISO relay system. In the system, the precoding problem
is degenerated to a power-allocation problem. The system we consider is a typical three-node
system (the source, the relay, and the destination), all channels are assumed to experience
Rayleigh fading and has a same SNR, which'is10 dB. Here, dB is defined as 10log,,(.). The
QoS is measured with the average BER. Here, we let the required BER be 107, and use
50,000 symbols for each set of simulation. Figure 5-1 shows the simulated results for systems
with the proposed power allocation (PA) and equal-power PA. In the equal-power PA scheme,
the transmit power at the source node is equal to that at the relay node. To have a fair
comparison, in each run of the simulation we first calculate the total power required for the
proposed PA scheme and then use that for the equal-power PA scheme. Note that the
horizontal axis in Figure 5-1 indicates the bit number mapped to a QAM symbol, and the
vertical axis the BER. Since we use an upper bound to approximate the true BER, the BER
yielded by the proposed algorithm will be always less than the desired BER. From the figure,
we observe that our algorithm significantly better than the equal-power PA scheme. And the

performance gap becomes larger when the QAM size is larger.
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10" :
—O- - Proposed
—<— Equal-power

PR N

1071 .

BER

10 | | | | | | I

Rate. (bits/sym)

Figure 5-1: Performance comparison for equal-power and proposed PA schemes in SISO relay

systems (BER constrain =10~%).

5.2 MIMO Relay Systems

5.2.1 Special case |: Source precoding

In this subsection, we evaluate the performance of the proposed MIMO precoded relay
system under the scenario that only the source precoder is considered. Each node is assumed
to have four antennas. The SNRs for three channels in the system are set to be equal (SNR=10
dB), and the power used in the relay be 6.0206 dB. Also, the power is uniformly distributed in
the diagonal matrix of X, . QoS here is measured with the MSE and its value is set as 107".
Figure 5-2 shows the MSE comparison of a conventional MIMO (non-cooperative) and the

proposed MIMO precoded relay systems. For the conventional MIMO system, we can adjust
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the transmission power such that it can precisely satisfy the QoS constraint. However, for the
proposed system, an upper bound is used in our derivation and the resultant MSE will be
always less than the designated MSE. This is similar to that in the SISO system and Figure 5-2
clearly verifies the result. Figure 5-4 gives the averaged power used for both systems under
various MSEs (ranging from 10! to 107%). As we can see, the required transmission power
of the proposed scheme is significantly smaller than the conventional MIMO system. For the
simulation setting considered here, a 7dB reduction can be obtained. Also, the reduction is

almost independent of the required MSE.

10 T T
—6&— Proposed MIMO relay |]
—+— MIMO

107 | | | | | | |

Rate (bits/sym)

Figure 5-2: MSE comparison for conventional MIMO and proposed MIMO relay systems

(MSE constrain = 107%).
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—&— Proposed MIMO relay |
—+— MIMO 1

BER

10" I I I I I I I
2 2.5 3 35 4 4.5 5 5.5 6

Rate (bits/sym)

Figure 5-3: BER comparison for conventionat MIMO and proposed MIMO relay systems

(MSE constrain = 10™%).
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T T T
—o&— Proposed MIMO relay
—— MIMO
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Total power (dB)

10 1 1 1 1 1 1 1 1 1

-30 28 26 24 22 20 -18 -16 -14 12 -10
MSE (dB)

Figure 5-4: Power-consumption comparison for conventional MIMO and proposed MIMO

relay systems
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5.2.2 Special case II: Relay precoding

In this subsection, we evaluate the performance of the proposed MIMO precoded relay
system under the scenario that only the relay precoder is considered. Each node is assumed to
have four antennas. The SNR of the source-to-destination channel is set 5 dB lower than other
two channels (10 dB), and the power in the source is set as 20 dB. Also, the power is
uniformly distributed in the diagonal matrix of X.. Similar to the previous case, the QoS here
is measured with the MSE and its value is set as 10 . Figure 5-5 shows the MSE comparison
of the conventional MIMO and the proposed MIMO precoded relay systems. As we can see,
the MSE of the proposed system is less than the designated MSE. This behavior is also similar
to previous cases except that the gap seems larger. Figure 5-7 gives the averaged power used
for both systems under various MSEs:(ranging from 107" to 10~°). As we can see, the
required transmission power of the proposed scheme is still significantly smaller than the
conventional MIMO system. For the simulation setting considered here, a 5dB reduction can

be obtained.
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Rate (bits/sym)

Figure 5-5: MSE comparison for conventional.MIMO and proposed MIMO relay systems

( MSE constrain = 10* )

10°

T T |
—o— Proposed MIMO relay |
—+— MIMO 1

BER

10' 1 1 1 1 1 1 1

2 2.5 3 3.5 4 45 5 5.5 6
Rate (bits/sym)

Figure 5-6: BER comparison for conventional MIMO and proposed MIMO relay systems

( MSE constrain = 107" )
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Figure 5-7: Power-consumption comparison for conventional MIMO and proposed MIMO

relay systems

5.2.3 General case: Joint sourcelrelay precoding

We now evaluate the performance;of the proposed precoded MIMO relay system under
the general scenario that both the source and relay precoders are considered. As previously,
each node is assume to have four antennas. Here, the SNR of the source-to-destination
channel is set to be lower than the other two channels by 5 dB. We still use the MSE as the
measure of QoS, and let the target MSE be 107'. Figure 5-6 shows the MSE comparison of
the conventional MIMO system, the proposed MIMO precoded system without the direct link,
and the proposed MIMO precoded relay systems. The MSE of the proposed system with direct
link is less than the designated MSE, however, its gap is smaller than the previous case. Figure
5-7 gives the averaged power used for both systems under various MSEs (ranging from 107
to 107). As we can see, the required transmission power of the proposed scheme (with the

direct link) is dramatically smaller than the conventional MIMO system. For the simulation
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setting considered here, a 7 dB reduction can be obtained for the proposed system without the

direct link, and a 14 dB reduction can be obtained for the proposed system with the direct link.

10

T T
—o&— Proposed MIMO relay ||
—+— MIMO 1

10'2 1 1 | 1 1 1 1

Rate (bits/sym)

Figure 5-8: MSE comparison for conventional MIMO and proposed MIMO relay systems

( MSE constrain = 107" )
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Rate (bits/sym)

Figure 5-9: BER comparison for conventionat MIMO and proposed MIMO relay systems

( MSE constrain = 10* )

50 T T T T

—=o— Proposed MIMO relay

—#— Proposed MIMO relay without direct link
45 —— MIMO H

Total power (dB)

10 I I I I I I I I I
-30 -28 -26 -24 -22 -20 -18 -16 -14 -12 -10

MSE (dB)

Figure 5-10: MSE comparison for conventional MIMO, the proposed MIMO relay without

direct link, and the proposed MIMO systems.
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From Figure 5-10, we see that even without the direct link, the proposed system requires
less power than the conventional non-cooperative MIMO system. This is due to the precoders
used in the source and the relay. The proposed scheme jointly designs the precoders such that

the required transmission power can be minimized.

x 10°

5

4.5

4

3.5

3

2.5

2

Accumulate Times

15

1

0.5

2 3 4 5 6 7 8 9

Totoal power x 10°

Figure 5-11: Power distribution of total power in the proposed MIMO relay system.

Figure 5.11 gives the total power distribution in the proposed system. It is observable that
the distribution exhibits an impulse-like characteristic. When the required power is larger than
the maximum allowable power, we say that the system is in outage. In other words, the

required QoS cannot be met in the case.
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Figure 5-12: Outage probability of conventional MIMO and the proposed MIMO relay
systems.

Figure 5.12 presents the outage probability for a power constraint of 40 dB. From the
figure, we see that the outage probability of the proposed precoded system is much smaller
than the conventional MIMO system. Also, the slope of the outage curve for the proposed
system is larger than that for the MIMO system. This indicates that the proposed system has a

larger diversity gain.
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Chapter 6: Conclusions

In this thesis, we consider the joint source/relay precoder design in MIMO AF relay
system. We assume that full channel-sate-information is available at the source, the relay, and
the destination, and propose a method to minimize the total transmission power under a QoS
constraint. The QoS we considered is the average MSE of the MMSE receiver. Since the cost
function of the minimization problem is difficult to solve, we then propose to use an upper
bound of the MSE matrix as an alternative constraint function. Using a specially designed
precoder structure, we are able to convert the problem into a scalar-valued optimization
problem. However, the optimal solution is still difficult to derive. We then use the primal
decomposition method to translate the problem into two standard convex optimization
problems. Resorting to the KKT conditions, we finally solve the optimum precoders for the
MIMO relay system. Simulations show that the propesed precoded MIMO system consumes
much less power than the conventional non-cooperative MIMO systems. For the simulation
setting we used, the reduced power‘can.be as large as 14 dB. In this thesis, we only consider
the linear receiver, i.e, the MMSE receiver. As well known, nonlinear receivers, such as the
QR successive interference cancellation (QR-SIC) receivers and the maximum-likelihood
receiver, can have much better performance than linear receivers. The joint precoders design

problem in the systems can serve as the topics for further research.
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