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Aerodynamics and Heat Transfer Simulation of HB-2 Model
Student: C. L. Liu Advisor: Dr. J. S. Wu
Department of Mechanical Engineering

National Chiao-Tung University

Abstract

The rocket flies through various stages such as subsonic, sonic, supersonic,
and hypersonic. Atmospheric density reduced rapidly with increasing of
height, the rocket flies over the continuous flow, transitional flow, and rare
flow at the same time too. To the aerodynamics force design system of the
rocket, it is very important to overcome the aerodynamics problem that some
kinds of flight environment cause. In this thesis, we apply a parallelized
Navier-Stokes equation solver, named UNIC-UNS, to do the heat transfer and
aerodynamics simulation of HB-2 model at different Mach numbers and
attack angles of the flight. We make the grid convergence first to choose
appropriate quality of grids. We do the aerodynamics simulation with the
cases (M =3.01, M =5.10) with different angles of attack and the heat
transfer simulation with the cases (M =9.59, Re=1.97E05 and Re=1.87E05)

with the grid file. The results of aerodynamics coefficients at M =3.01 and

Re=22E06 are Ca=0.7, Cn=0~1.6, Cm=0~-1.4, and Xcp/L=0.5~0.56.

The results of aerodynamics coefficients at M =5.10 and Re=2.5E06 are

Ca=07~ 09, Cn=0~14, Cm=0~-14, and Xcp/L=0.52~0.56. In heat

il



transfer simulation, we use some kinds of wall temperature and flow model.
The results of comparison of non-dimensional heat flux distributions at
Tw=353.6k and laminar flow are more accuracy then other cases. We get the
results with physical phenomena as we know. We compare the results with
experimental data. The error of most aerodynamics coefficients that we get is
less than 4%. The tendency of coefficient’s change is also very similar to
experimental data. The results and mesh can be reference material to supply

the people of follow-up study.
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Chapter 1 Introduction

1.1 Motivation and Background

In recent years the rocket’s development has become one of the focal point which a lot
of countries pay close attention to. With different payload, the rocket to be allowed to
carry out the different task like the satellite launch, air sounding, space probe, various
types of experiment and so on. The rocket design is one kind of the conformity
technologies that contains much knowledge. It has contained the aerodynamics, structure
analysis, control system, propulsion system and so on. In the design process, one but had
decided the mission and the rocket flight path, then have often decided the majority of
designs like the rocket outlook size, propelling power and so on. We may see the Fig.1.1,
the rocket flies through various stages such as subsonic, sonic, supersonic, and hypersonic.
Atmospheric density reduced rapidly with increasing of height, the rocket flies over the
continuous flow, transitional flow, and rare flow at the same time too. The rocket under the
different flow, the different speed and the different shape also can have the different
aerodynamics forces influence. These aerodynamics forces influences all needs to go
overcomes when designing the rocket. Because of nowadays computer computational
ability is great strength, these data which aerodynamics forces influences to the rocket
already did not need the affiliation to obtain again by experiments. By computer

simulation, we may obtain the data that error in the scope which may accept. Compare



with doing the experiment to survey, computer simulation may save hundred time of above
the expenditure. This is a very big progress in the rocket design. In the simulation, the
accuracy and the times which simulates is very important. In the same time of simulation,
the different method of simulation can obtain the data with different accuracy. Therefore in
order to obtain a more accurate data, we need to begin to improve from the method of
simulation and production of grid. In the same method of simulation, the different time of
simulation also can obtain the data with different accuracy. Basically the more time spent,
the more accurate data that we can obtain. But we need to weigh the increase of accuracy
of data and time used. The first step is simulating successfully to aerodynamics designing

of rocket. Then the next step is improving accuracy and time of simulation.

1.2 Literatures Survey

Because the computational ability of computer has progressed, aerodynamics simulation
is applied in many science and technology like car, airplane, rocket and so on. In 2001
Fumiya Togashi [1] uses overset unstructured grids to simulate supersonic airplane/booster
separation. An unstructured grid around the rocket booster is overset on the stationary grid
around the airplane and moves with time to simulate the separation process. Some results
are shown in Fig.1.2, Fig.1.3, and Fig.1.4.

In 1963 J. Don Gray [2] do the force tests of standard hypervelocity ballistic models



HB-1 and HB-2, that is shown in Fig.1.5. They used the two models to test the accuracy of
some wind tunnels.

In 1999 J. Reuther [3] do the application of a control theory-based aerodynamic shape
optimization method do the problem of supersonic aircraft design. A high fidelity
computational fluid dynamics (CFD) algorithm modeling the Euler equations is used to
calculate the aerodynamic properties of complex three-dimensional aircraft configurations.

Some results are shown in Fig.1.6 and Fig.1.7.

1.3 Specific Objectives of the Thesis

Based on previous reviews, the current objectives of the thesis are summarized as
follows:
1. We do the grid convergence test of HB-2 model with some different quality of grids to
choose suitable mesh file with UNIC-UNS code [4].
2. We do the heat transfer simulation and aerodynamics simulation of HB-2 model with
different Mach number and different attack angles with the suitable mesh file.
3. We compare the results with experimental data and discuss it to verify the ability of

simulation of UNIC-UNS code at supersonic flow.



Chapter 2 Numerical Method

In this thesis, we use the UNIC-UNS code, developed by Y.S. Chen et al, to simulate an
unsteady compressible flow. It uses Navier-Stokes solver with finite volume method. The
governing equation, boundary condition, numerical methods, algorithm and so on will be

discussed below.

2.1 Governing Equations

The general form of mass conservation, energy conservation, Navier-Stokes equation

and other transport equations can be written in Cartesian tensor form:

opg), o _ 0 | e
5 o (pUj¢)—ax'(ﬂ¢ axj}sqj (1)

J J
where p, is an effective diffusion coefficient, S, denotes the source term, o is the

fluid density and ¢= (1, u, v, w, h, k, &) stands for the variables for the mass, momentum,

total energy and turbulence equation, respectively.

2.2 Spatial Discretization

The cell-centered scheme is employed here then the control volume surface can be
represented by the cell surfaces and the coding structure can be much simplified. The

transport equations can also be written in integral form as:

%ipMQ+i;ﬁ-ﬁdF:iSQdQ (2)



where Q 1is the domain of interest, I' the surrounding surface, n the unit normal in
outward direction. The flux function F consists of the inviscid and the viscous parts:
F=plp—uve (3)
The finite volume formulation of flux integral can be evaluated by the summation of the
flux vectors over each face,
§F-iidr = > F, AT, 4)
r =k (i)
where k(1) is a list of faces of cell 1, F;; represents convection and diffusion fluxes through
the interface between cell i and j, AL, is the cell-face area.
The viscous flux for the face e between control volumes P and E as shown in Fig.2.1 can

be approximated as:

(Vi) ~¢E‘?P+V¢e~[ﬁ FE”’DJ 5)

AN A
That is based on the consideration that
b =9 =V, (7 = 7;) (6)
where V¢ is interpolated from the neighbor cells E and P.
The inviscid flux is evaluated through the values at the upwind cell and a linear
reconstruction procedure to achieve second order accuracy
b=, +¥ Vg, (7. -7 (7
where the subscript u represents the upwind cell and ‘¥, is a flux limiter used to prevent

from local extrema introduced by the data reconstruction. The flux limiter proposed by



Barth [5] is employed in this work. Defining ¢, —max(¢u,¢j),¢min =min(¢u,¢j), the

scalar ¥, associated with the gradient at cell u due to edge e is

min| 1, ”me _Z }f¢ —¢>0
¥, =< min| 1, ¢;" _Z jzf;zﬁ —$<0 (8)
1

where ¢ is computed without the limiting condition (i.e. ¥,=1)

2.3 Time Integration

A general implicit discretized time-marching scheme for the transport equations can be

written as:

(p” J n+l Z Am :+1 p¢1 ) S¢ (9)

At At
where NB means the neighbor cells of cell P. The high order differencing terms and cross
diffusion terms are treated using known quantities and retained in the source term and
updated explicitly.

The A-form used for time-marching in this work can be written as:

m=1

pn NB
( At PJA¢P = Z AmA¢m + SU¢ (10)

NB
(S¢ +2 4,0, - APWJ
SU, =

m=1 1 1
7 (11)

where 6 is a time-marching control parameter which needs to specify. 8 =1 and § = 0.5 are



for implicit first-order Euler time-marching and second-order time-centered time-marching
schemes. The above derivation is good for non-reacting flows. For general applications, a
dual-time sub-iteration method is now wused in UNIC-UNS for time-accurate

time-marching computations.

2.4 Pressure-Velocity-Density Coupling

In an extended SIMPLE [6] family pressure-correction algorithm, the pressure
correction equation for all-speed flow is formulated using the perturbed equation of state,

momentum and continuity equations. The simplified formulation can be written as:

!

p! — }/:T ,ﬁi — _Duvp!;ﬁnﬂ i ﬁ” +ﬁl;pn+l b pn +p! (12)
p' o _, op) v
o+ Vlap)+Vipi') = == | = V(pi) (13)

where Du is the pressure-velocity coupling coefficient. Substituting Eq. (12) into Eq. (13),

the following all-speed pressure-correction equation is obtained,

!’ !

1 P ’ Ap " —\n
2w (oDVp)=- 2| —V. 14
AT (oD, VP') (mj (pii) (14)

For the cell-centered scheme, the flux integration is conducted along each face and its
contribution is sent to the two cells on either side of the interface. Once the integration
loop is performed along the face index, the discretization of the governing equations is

completed. First, the momentum equation (9) is solved implicitly at the predictor step.



Once the solution of pressure-correction equation (14) is obtained, the velocity, pressure

and density fields are updated using Eq. (12). The entire corrector step is repeated 2 and 3

times so that the mass conservation is enforced. The scalar equations such as turbulence

transport equations, species equations etc. are then solved sequentially. Then, the solution

procedure marches to the next time level for transient calculations or global iteration for

steady-state calculations. Unlike for incompressible flow, the pressure-correction equation,

which contains both convective and diffusive terms is essentially transport-like. All

treatments for inviscid and the viscous fluxes described above are applied to the

corresponding parts in Eq. (14).

2.5 Linear Matrix Solver

The discretized finite-volume equations can be represented by a set of linear algebra

equations, which are non-symmetric matrix system with arbitrary sparsity patterns. Due to

the diagonal dominant for the matrixes of the transport equations, they can converge even

through the classical iterative methods. However, the coefficient matrix for the

pressure-correction equation may be ill conditioned and the classical iterative methods

may break down or converge slowly. Because satisfaction of the continuity equation is of

crucial importance to guarantee the overall convergence, most of the computing time in

fluid flow calculation is spent on solving the pressure-correction equation by which the



continuity-satisfying flow field is enforced. Therefore the preconditioned Bi-CGSTAB [7]

and GMRES [8] matrix solvers are used to efficiently solve, respectively, transports

equation and pressure-correction equation.

2.6 Parallelization

Compared with a structured grid approach, the unstructured grid algorithm is more

memory and CPU intensive because “links” between nodes, faces, cells, needs to be

established explicitly, and many efficient solution methods developed for structured grids

such as approximate factorization, line relaxation, SIS, etc. cannot be used for unstructured

methods.

As a result, numerical simulation of three-dimensional flow fields remains very

expensive even with today’s high-speed computers. As it is becoming more and more

difficult to increase the speed and storage of conventional supercomputers, a parallel

architecture wherein many processors are put together to work on the same problem seems

to be the only alternative. In theory, the power of parallel computing is unlimited. It is

reasonable to claim that parallel computing can provide the ultimate throughput for

large-scale scientific and engineering applications. It has been demonstrated that

performance that rivals or even surpasses supercomputers can be achieved on parallel

computers.



Chapter 3 Results and Discussions

3.1 Overview

In the thesis, we want to simulate the flow outside HB-2 model with UNIC-UNS. It is
very important to choose suitable quality of grids. Therefore first we must do grid
convergence test to choose suitable quality of grids. Then we use the grids to do the
aerodynamics simulation of HB-2model at different velocity and angle of attack. Last we

compare the results with experimental data and discuss it.

3.2 Grid Convergence Test

The quality of grids will affect the time and the accuracy of simulation. Finer grids will
obtain more accurate results but cost more time of simulation. Therefore we simulate the
flow at the same flow conditions with different quality of grids. We compare the results
with experimental data to choose the most suitable grids. Then we do the following

research with the mesh file.

3.2.1 Grid Configuration

The grid configuration is shown in Fig.3.1. The finer grid is developed near the
boundary of wall of HB-2 model in order to result more complex behaviors. Relatively, the
coarser grid is used at the boundary of freestream far-field to reduced computational cost.

The construction of grid needs to be balanced between computational cost and accurate of

10



solutions, and most of the grid configuration depends on trial and error. In chapter 3.1 of
the thesis, a series of grid testing demonstrates to show how to optimize the mesh. The
thesis focus on the aerodynamics physic on the rocket, hence, the feedback of baseflow
can be reasonable neglected. In that sense, the baseflow zone is not included in the grid
because of its heavy load of calculation and less contribution of the aerodynamics

properties.

3.2.2 Flow Conditions and Simulation Conditions

Table.l lists the flow conditions of all the simulations of Mach number, Reynolds
number, angle of attack, temperature, pressure, density, and viscosity. The case with
M =3.01 we choose is in order to observe the shock wave. The physical phenomenon is
just happen in supersonic flow. The form of shock wave is related to Mach number. The
case with o =8" we choose is in order to observe the location that the shock wave
happen in. If we choose the case at o = 0°, the shock wave is happen in the nose of HB-2
model as we know. If we choose the case at « # 0°, the position that the shock wave is
happen in will change slightly. The other flow conditions pressure, density, and viscosity
are in the cause of getting the same Reynolds number as experimental data. So we can do
the following comparison. Table.Il gives the simulation conditions for grid testing, within

the cell numbers and computation time. The minimum grid size is different in the three

11



cases. They are 200 times AX, 50 times AX, and 30 times AX separately. There is wall
function in UNIC-UNS. It makes the result accurate even if the minimum grid size of the
case is dozens of times of AX . The residual is shown in Fig.3.2. Grid testing criteria is the
residual being reduced at least one order and variation less than 1% . It shows that the

result has already convergent to that we request.

3.2.3 Validation

3.2.3.1 Density, Pressure and Mach Number Distributions

The density, pressure and Mach number distribution at various slices of the
computational domain are shown in Fig.3.3. We can observe that there is shock wave in
the nose of the HB-2 model. As the flow pass the shock wave region, the pressure increase,
the density increase and the velocity decrease suddenly. For the attack angle of these case
is not zero, the stagnation point leave the top of nose of HB-2 model slightly. After the
flow leave the shack wave region, the temperature, density, and velocity of flow recover
original value gradually. Because the attack angle is not zero in the case, there are higher
temperature and higher density and lower velocity in the windward side of wall then the
leeward side of wall. The temperature, pressure, and density of the flow near the corner of

wall have larger change.
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3.2.3.2 Coefficients of Normal Force

The schematic drawing of aerodynamics coefficients is shown in Fig.3.4. The
Normal-force coefficient is one of the aerodynamics coefficients. The comparison of
normal-force coefficient between the results and experimental data is shown in Fig.3.5.

Cn 1is defined as,

, where Fn is normal-force, p,_ is density of freestream far-field, V_ is velocity of
freestream far-field, S is the area of cross section. By the comparison, we can observe
that the error in casel is less than 2%. The errors in case2 and case3 are all less than 0.5%,
which is better than the error in casel. The remainder of the normal-force coefficient
between casel and case2 is about 30 times of the remainder of the normal-force coefficient

between case2 and case3.

3.2.3.3 Coefficients of Pitching Moment

The pitching-moment coefficient is also one of the aerodynamics coefficients. The
pitching-moment coefficient’s comparison between the results and experimental data is

shown in Fig.3.6. Cm is defined as,

M,
Cm = P

! oV, 2SI

0
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, where Mp is pitching moment, p_ is density of freestream far-field, V is velocity
of freestream far-field, S 1is the area of cross section, / is the diameter of cylinder. We
take the moment reference as original point to calculate Cm . By the comparison, we can
observe that the error in casel is less than 5%. And the errors in case2 and case3 are all
less than 2%, which is better than casel. The remainder of the normal-force coefficient
between casel and case2 is about 35 times of the remainder of the normal-force coefficient

between case2 and case3.

3.3 Aerodynamics Simulation with Different Mach numbers and Angles
of Attack

3.3.1 Results in Different Mach Numbers and Attack Angles

By the result of the grid convergence test, we choose the mesh file with 300,000 grids to
simulate the cases with two kinds of Mach numbers M =3.01, M =5.10. And each kind
of case contains five kinds of attack angles a=0°, a=2°, a=5", a=10", and
a =15, We also compare the results with experimental data and discuss the results with
different Mach numbers and attack angles. We also explain the physical meaning of each

coefficient.

3.3.1.1 Flow Conditions and Simulation Conditions

The flow conditions are shown in Table.Ill. The flows with two kinds of Mach numbers

14



M =3.01, M =5.10are all supersonic flow. So we can compare the shock wave between
different Mach number. We also can compare the shock wave between different angles of
attack. The simulation conditions are shown in Table.IV. Because we have already done
the grid convergence test, the simulation conditions are the same as the case of grid

convergence test. The residual of case’s criteria is also equal.

3.3.1.2 Density, Pressure and Mach Number Distributions

The density, pressure and Mach number distribution are shown in Fig.3.7. We compare
the cases that involve two kinds of attack angles o =0° and o =15°. Their remainder of
attack angle is the biggest. It makes us more convenient to observe the difference between
them. We first observe the location of shock wave. The location of shock wave of the case
at o =0° isjustin the top of nose, and the location of shock wave of the case at o =15°
leave the top of nose slightly to the windward side of wall. In the case at a =0°, all
changes of flow near the wall are axial symmetry include temperature, density, and
velocity. In the case at o =15°, there are different change between the windward side of
wall and the leeward side of wall--there are higher temperature, higher density, and lower

velocity in the windward side of wall then the leeward side of wall for example.
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3.3.1.3 Coefficients of Axial-Force

The results of axial-force coefficient are shown in Fig.3.8. Ca is defined as,

, where Fa is axial-force, p, is density of freestream far-field, V_ is velocity of

freestream far-field, S 1is the area of cross section, / is the diameter of cylinder. When

the flow conditions are fixed, Ca is affected by Fa. In the same geometry form and

flow conditions, higher Ca means that the axial-force of rocket is higher and the rock

need higher thrust to fly. We can observe that the change of axial-force coefficient is very

small between different attack angles. It is because the cases with less attack angle have

less influence on axial-force. There is almost no change of axial-force coefficient. The

results of simulation doesn’t include base flow region. In order to do some comparison, we

set P, =P,  to correct the axial-force. The error of the correctional axial-force

coefficients is less than 10%. In fact, P, is lower than P,. The correct change line of

C, should be between the line at P, =0 and the line at P, = P, . We do the comparison

between two kinds cases of Mach numbers. Although the case at M =5.10 has higher

velocity than the case at M =3.01, the case at M =5.10 has lower density than the case

at M =3.01. The pressure of wall in the cases at M =5.10 is always higher than the

pressure of wall in the cases at M =3.01. It makes the higher normal-force in the cases at

M =3.01, and also makes the higher normal-force coefficient in the cases at M =3.01.
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3.3.1.4 Coefficients of Normal-Force

The results of axial-force coefficient are shown in Fig.3.9. Crn is affected by Fn.
The HB-2 model is axial symmetry. If the attack angle of HB-2 model is zero, the
normal-force on wall of HB-2 model is also zero. When the angle of attack is larger, the
normal-force on wall of HB-2 model is also larger if other conditions like pressure, density,
velocity of flow are the same. We can observe that when the attack angle is bigger, the
coefficient is also bigger. The error in the case at o =2° is less then 9%. The errors in
other cases are all less than 5%. We do the comparison between two kinds cases of Mach
numbers. Although the case at M =5.10 has higher velocity than the case at M =3.01,
the case at M =5.10 has lower density than the case at M =3.01. The pressure of wall
in the cases at M =5.10 is always higher than the pressure of wall in the cases at
M =3.01. It makes the higher normal-force in the cases at M =3.01, and also makes the

higher normal-force coefficient in the cases at M =3.01.

3.3.1.5 Coefficients of Pitching-Moment

The results of pitching-moment coefficient are shown in Fig.3.10. The minus sign

means the counterclockwise direction. Cm 1is affected by Mp and Mp is affected by
Fa and Fn.The influence of Frn on Cm is larger than Fa . When the angle of attack

is larger, the total force that on wall of HB-2 model is also larger. It makes
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Pitching-Moment that on the wall of HB-2 model larger. It is also that we can observe by
the figure. The error in the case of M =5.10 and a =2 is about 40%. The error in the
case of M =5.10 and a =5" is about 20%. The other errors in these cases are less than
8%. Perhaps the reason that makes the larger error is separation happened at the leeward

side of wall.

3.3.1.6 Normal-Force Curve Slope

The results of the normal-force curve slope are shown in Fig.3.11. C,  is defined

na

as the slope of normal-force coefficient at o =0°. When the rocket flies actually, the
normal-force curve slope affects the sensitivity of control. Precise control makes the

trajectory that we want to achieve the mission of flying. C,, in the case at lower Mach
number is larger. When the Mach number is higher and the Reynolds number is almost no

change, the density is lower. The influence of density on normal-force is larger than

velocity on normal-force. So C,, in the case at higher Mach number is lower than C,,

in the case at lower Mach number. The errors in these cases are less than 5%.

3.3.1.7 Center of Pressure Location

The results of center of pressure location are shown in Fig.3.12. X, is defined as,

X p =Cm/Cn
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We revise X, become the value that we get by taking the top of nose of HB-2 model as
the original point. The center of pressure location determines the stability of the rocket’s
flying directly. If the center of pressure location is more close to nose of rocket than the
center of gravity, the rocket is unstable while it is flying. If the center of pressure location
is farther from nose of rocket than the center of gravity, the rocket is stable while it is
flying. We can observe that when the attack angle is bigger and the center of pressure
location is also bigger. The center of pressure of the case at M =3.01 is large than it of
the case at M =5.10. It is because the two kinds cases of Mach number have almost the
same Cm,but Cn inthe case at M =3.01 is higher than Cr in the case at M =5.10.
It mean that the HB-2 model at M =5.10 is more stable than the HB-2 model at

M =3.01.

3.3.1.8 Comparison of Non-Dimensional Pressure Distributions

The results of pressure distribution are shown in Fig.3.13. The pressure is higher in the
nearby nose, it is probably P/P, =0.8~0.9. After X /L pass 0.1, the pressure will
lower to P/P, =0.1. It is because the flow region near the wall just breaks away the shock
region and the velocity is higher to supersonic once again. The pressure rises a little bit
after X /L pass 0.6. It is because the diameter of cylinder of HB-2 model is becomes

large and the velocity that perpendicular to the wall is also become large. So the pressure
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rises a little bit after X /L pass 0.6. The pressure in the case at ¢ =0° are higher than
the pressure in the case at ¢ =90" and ¢ =180". It is because there is cross flow effect.
The 3-D pressure distribution are shown in Fig.3.14.We can observe the cross flow effect.
The most errors in these cases are about 5%. A part of errors in the case at X /L =0.4~1
and ¢=180° are higher than 30%. It is because there is separation point, and the

separation point affects the flow, therefore the deviation is higher.

3.4 Heat Transfer Simulation

There is aerodynamic influence when the rocket flies, besides there is influence of heat.
When the rocket flies with the high speed like to hypersonic, there is high temperature of
air that near the body of rocket. The temperature is so high that can melt the wall of rocket.
If we can get the heat flux data of rocket while it is flying with simulation, we can

strengthen the structure of body to prevent the rocket being destroyed by high temperature.

3.4.1 Flow Conditions and Simulation Conditions

The flow conditions are shown in Table.V. The flow conditions of the experimental data
of the paper [9] are not complete. It doesn’t include wall’s temperature. The wall
temperature is very important to heat transfer simulation. It wall make different
temperature difference between wall and flow. The result of heat flux of simulation is also

different. So we set some wall’s temperature to simulate and compare it. The wall’s
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temperature is fixed that is different from the aerodynamics cases. This is for approaching
experiment situation to get more accurate results. We also simulate with laminar flow and
turbulence in order to observe the difference between them. The simulation conditions are

shown in Table.VI.

3.4.2 Temperature Distributions

The temperature distribution is shown in Fig.3.15. There highest temperature in the
stagnation point nearby the nose of HB-2 model. The temperature boundary layer in the
windward side of wall is less than it in the leeward side of wall. It wall make the heat flux
in the windward side of wall higher than the heat flux in the leeward side of wall. By the
comparison between two kinds of wall temperature, there is higher difference between the
wall temperature and flow temperature near the wall in the case at 7w =53.6k . It wall

make the higher heat flux in the wall in the case at 7w = 53.6k .

3.4.3 Comparison of Non-Dimensional Heat Flux Distributions

The results of heat transfer distribution are shown in Fig.3.16. The heat flux is higher in
the nearby nose, it is probably ¢/g, =0.8~0.9. After X /L pass 0.05, the heat flux will

lower to ¢/q, =0.08. The heat flux rises a little bit after X /L pass 0.6. By the

comparison we can observe that the result of case at 7w =353.6k and laminar flow is
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more accurate then other cases. It is because most flow region is laminar flow in the case

at Re =197,000. The turbulence will raise the heat flux, so that the heat flux at turbulence

is higher than the heat flux at laminar flow. The wall temperature of case4 is relatively

close to experimental situation then other cases. Just the change of wall temperature wall

makes such a big change of heat flux. We can know again the wall temperature is very

important to heat transfer simulation. If we want to get more accurate results, we can set

about from the wall temperature and grid file.
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Chapter 4 Conclusions

4.1 Summary

The current study can be briefly summarized as follow:

1. The influence of change of attack angle on Cm and Crn are greater than the influence
of change of attack angle on Ca .

2. The higher velocity makes the higher stability of HB-2 model at the similar Re.

3. The error in most aerodynamics coefficients that we get is less than 4% and it prove that
UNIC-UNS code has very good accuracy in aerodynamics simulation at supersonic
continuity flow.

4. Although there are no very accurate results in heat transfer simulations, the tendency of
change and physical phenomena are all rational. It is a main reason that the flow
conditions of experimental data are not intact enough.

5. The results and mesh can be reference material to supply the people of follow-up study.
Using finer grids to focus on the flow region with complicated change is also a good

topic that is worth probing into for the people of follow-up study.
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Tables

Table.l Flow conditions for grid convergence test
Case | Cells M | a(deg) Re Tk) [P(atm)| o (kg/m"3) | 1 (kg/m*s) Wall
Temperature
100,000
2 1300,000 | 5.1 8 2.20E+06 | 198.9 | 0.055 0.0889 2.98E-05 Adiabatic
500,000
Table.ll Simulation conditions for grid convergence test
Case | Cells |cpus | Computation | Simulation Number of Time Step
Time(hrs) Time(s) (Time Step Size)
1 100,000 3.3 1~2000(E-8),
2000~120002E-7)
2 300,000 | 12 7.5 2.02E-03 1~2000(E-8),
2000~120002E-7)
3 1500,000 13.3 1~2000(E-8),
2000~120002E-7)
Table.lll  Flow conditions for simulation with different Mach numbers and angles of
attack
M a (deg) Re T&) Patm) | p (kg/m™3)| w (kg/m*s)
3.01 g 2.50E+06 199.3 0.05 0.0819 1.43E-05
5
5.10 10 2.20E+06 198.9 0.055 0.0839 2.98E-05
15
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Table.IV  Simulation conditions for simulation with different Mach numbers and angles of

attack
Cells |cpus| Computation Simulation Number of Time Step
Time(hrs) Time(s) (Time Step Size)
300,000 | 12 7.5 2.02E-03 1~2000(E-8),
2000~12000(2E-7)

Table.VV Flow conditions for heat transfer simulation

a P
Case| M | (deg) Re T, & | Patm) | (kg/m"3) |u (ke/m*s)| T, (k)| Flow model
1 53.6 Turbulence
2 15 [1.97E+05| 53.6 |7.39E-04| 4.87E-03 1.70E-05 | 353.6
3 19.59 53.6 | Laminar flow
4 353.6
5 0 1.87E+05| 55.1 |7.36E-04| 4.72E-03 1.76E-05 55.1 | Laminar flow
6 300
Table.VI Simulation conditions for heat transfer simulation
Case | Cells | cpus |Computation Time | Simulation Time | Number of Time Step
(hrs) (s) (Time Step Size)
1~6 300,000 | 12 7.5 2.02E-03 1~2000(E-8),
2000~12000(2E-7)
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Fig.1.2 Enlarged overset grid around the nodes of the objects cut view at X =0.22 and

symmetric boundary.
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(a)

Fig.1.4 Comparison between computed Mach contours and schlieren photographs of

supersonic airplane/rocket booster separation at M = 2.5, angles of attack of
the airplane at 2° and the booster at 0°, and AX =0:AZ =04, AZ =24, and
AZ =5.0m.
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Generic Supersonic Transport Configuration
SYN87-MB Solution
Pressure Coefficient

Mach = 22 o = 3.15° C, = 0.105

Cp
-025 002 028 055

Fig.1.7 Generic supersonic transport configuration SYN87-MB solution pressure
coefficient (Mach=2.2 o =3.15" C, =0.105)

Fig.2.1 Unstructured control volume.
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Fig.3.3 The distributions of (a) density; (b) pressure; (¢) Mach number at various slices of

the computational domain.
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Fig.3.4 The diagram of normal-force and axial-force.
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Fig.3.7 The distributions of (a) density at o =0°; (b) density at o =15;

(c) pressure at o = 0°; (d) pressure at a =15°; (e) Mach number at o =0°;

(f) Mach number at o =15° at various slices of the computational domain.

43



2|||||||||||||||||||||||||||||||
* M=3.01 Re=2.5E+6 HB-2 model

—FH— Experiments (Gray et al, 1963)
FAY Simulations {Pb=0atm)
15 O Simulations {Pb=0.05atm) .

05 -

Ca (Axial-Force Coefficient)
T
|

0 L Ll I | I 1| I Ll L I L Ll I | I | I Ll L
0 2 4 6 8 10 12 14 16

o {Angle of Attack, deg)

(a)
1 T T T I T T T I T T T I T T T I T T T I 1 T T I T T T I T T T

B A
- 08 A 7]
= - O
2 B ]
(]
£ ¢ O o :
o 0.6] -
Q B i
)
E - -5
o n ]
o n _
= 04
E - .
=X 5 ]
;’ | —H8— Experiments (Gray et al, 1963) |
O FAY Simulations {Pb=0atm)

021 O Simulations {Pb=0.055atm) -]
| * M=5.10 Re=2.2E+6  HB-2 model
0 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1

0 2 4 6 8 10 12 14 16
o (Angle of Attack, deq)

(b)
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Fig.3.14 The 3-D pressure distribution at (a) M =3.01,a =15°; (b)M =5.10, o =15°
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