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ABSTRACT

Design and implementation strategies of spatial sound processing are investigated in
this paper for automotive scenarios. Ten design algorithms are implemented for
various rendering modes with different number of passengers and input channels.
Two up/downmixing algorithms aimed at balancing the front and rear reproduction
are developed for the stereo two-channel input and the 5.1-channel input, respectively.
Eight algorithms based on inverse filtering are implemented in two approaches. The
first approach is based on binaural HRTFs (Head-Related Transfer Functions)
measured in the car interior, which accounts for the diffraction and shadowing effect
due to the head, ears and torso. In the second approach termed the point-receiver
model, sound rendering is targeted at a point receiver positioned at the head center of
the passenger. The proposed processing algorithms were compared via series of
objective and subjective experiments under various listening conditions. In
particular, a localization test was undertaken in the car interior to compare the
proposed algorithms. Test data were processed by the multivariate analysis of
variance (MANOVA) and the least significant difference method (Fisher’s LSD) as a

post hoc test to justify the statistical significance. The results indicate that inverse



filtering methods are preferred for the single passenger mode.  For the
multi-passenger mode, however, up/downmixing algorithms have attained better

performance than the other processing techniques.
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I. INTRODUCTION

With the rapidly growing of the digital telecommunication and data storage
technologies, it is possible to have compelling listening experience in automobiles.
In addition to the conventional audio systems such as the radio broadcast set and
Compact Disc (CD) playback, the Digital Versatile Disc (DVD) playback is
commonly equipping in the car nowadays so that the multi-channel audio content can
be rendered in the automotive environments to bring about the quality audio
reproduction.

However, there remain numerous challenges in automotive audio reproduction
due to the nature of automotive listening environment. The confined space results in
much shorter reverberation times compared to those of a concert hall, and the
proximity of windows and seats creates strong reflections [1]. The loudspeakers and
seats are positioned in an asymmetric arrangement, and thus the loudspeakers lead to
produce poor sound images. Further, ambient noise decreases the dynamic range of
the reproduced sound. For these reasons, the interior of a car is known as a
notorious listening environment [2]. This motivates the current research to develop
automotive audio spatializers to create a proper listening environment for vehicles.
In addition to conventional multi-channel panning techniques [3], there are two
advanced methods for spatial audio rendering: binaural audio [4]-[17] and wave field
synthesis (WFS) [18]-[21]. Binaural audio is usually intended for one user using a
pair of stereo loudspeakers. This approach, however, suffers from the limited size
problem of the so-called “sweet spot” in which the system remains effective [12]-[17].
In the other extreme, the WFS technique is ideally immune from the sweet spot
problem and the listeners are free to move in the reproduction area. However,
considerable coverage of WFS in academia has not lead to widespread commercial

adoption of this technique. The key issue is that large number of loudspeakers, and
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hence complex processing, is required in the use of this approach, which limits its
implementation in practical systems. Pragmatic approaches will be presented in this
study as a compromise between binaural audio and WFS.

Although spatial audio reproduction has been studied extensively by researchers,
little can be found for automotive applications with regards to this technology. By
contrast, there are already some luxury cars in the market place which are equipped
with multi-channel surround system. These systems are usually comprised of many
high-quality loudspeakers alongside digital audio processors, e.g., Lexicon’s LOGIC
7™ [22], Dolby’s® Prologic II [23], and SRS® Labs’ SRS Automotive [24]. Logic 7
and Prologic II are upmixers for extending 2-5.1-channel systems. Bose®
AudioPilot” [25], and Bang & Olufsen advanced sound system [26] can automatically
adjust the volume according to the background noise. Crockett et al. pointed out
new trends in automotive audio technology and suggested methods to improve stereo
imaging for off-center listeners [27]. However, the majority of current commercial
automotive audio systems are based on panning or equalization methods. For
instance, Pioneer’s® MCACC (Multi-Channel Acoustic Calibration) [28] compensates
the acoustical plants between the listener’s position and each loudspeaker by a 9-band
equalizer. Few of sophisticated and accurate approaches are employed to cope with
the spatial sound rendering problem for automobile. In this paper, various inverse
filtering and up/down mixing techniques are used to design the automotive audio
spatializers. Ten strategies are proposed for various listener sitting modes and input
channels. The proposed approaches have been implemented on a real car by using a
fixed-point digital signal processor (DSP) and compared via series of objective and
subjective experiments in accordance with various listening conditions. Furthermore,
the localization tests are conducted to examine the source localization of the proposed

approaches.  Test data were processed by multivariate analysis of variance
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(MANOVA) [29] and least significant difference method (Fisher’s LSD) for post hoc

test to justify the statistical significance.

Il. UP/DOWNMIXING APPROACHES

In this section, theories of the up/downmixing algorithms and design strategies
based on up/downmixing algorithms are introduced. For the situations that the
2-channel input signals such as MP3, CD and radio broadcast are considered, the
left-channel signals are fed to the front-left and the rear-left speakers in traditional
automotive audio. However, the problem of this approach is that the front and rear
channels are too correlated to create natural-sounding surround effect [2]. Thus,
referring to a previous subjective listening test, a reverberation-based upmixing
algorithm that is found to be very effective in producing sense of space is employed
for extending 2-channel input to 4-channel [30]. When upmixed signals or
5.1-channel input content from Dolby Digital or DTS decoder in DVD players are
available, it is improper to feed these signals directly to the rendering loudspeakers
owing to the non-ideal loudspeaker/listener positions. To cope with this problem,
concatenated upmixing and downmixing processing is required. The standard
downmixing algorithm is employed in the up/downmixing-based methods to reduce
the input channel from four to two with very low computational loading [31].
2.1 Up/Downmixing algorithms

First, the standard downmixing algorithm is introduced. The standard, ITU-R
BS.775-1, describes in detail how to downmix multi-channel signals with simple gain
adjustment [31]. Figure 1 shows the block diagram of the standard downmixing
algorithm. The center channel is weighted by 0.71 (or -3 dB) and mixed into the
front channels. Similarly, the rear left and the rear right surround channels are

weighted by 0.71 and mixed into the front left and the front right channels,
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respectively. That is,

L=FL+0.71xC+0.71xRL ,

1
R=FR+0.71xC+0.71xRR ()

depending on the rendering loudspeaker system, the LFE channel can be mixed into
the front channels as an option.

Next, the reverberation-based upmixing algorithm is presented. The block
diagram is illustrated in Fig. 2. In order to produce the ambience-enriched surround
channels, an artificial revereberator is employed. The artificial reverberator is
composed of 3 parallel comb filters and a 3-layered nested-allpass filter as shown in
Fig. 2(a). In this paper, a space with medium room size is selected to be simulated
by the artificial reverberator. The parameters are tuned by the Genetic Algorithm
(GA) [30]. The left and right input signals are summed as the input signal of the
reverberator. The difference between the left and right input signals is mixed into
the reverberator output to enhance ambience. The rear-left and rear-right channels
are weighted and made 180° out of phase.

2.2 Up/Downmixing approaches

For two-channel input, the Up/Downmixing with Weighting and Delay (UDWD)
method is developed to improve the spaciousness and balance the front and rear.
Figure 3 shows the block diagram, in which the input signals are first extended to
four-channel by a reverberation-based upmixer and then downmixed into two-channel.
The processed two-channel signals are next fed to the front and rear channels with
delay (20ms) and weightings (0.65).

For 5.1-channel input, the Downmixing with Weighting and Delay (DWD)
method is developed for inputs in 5.1-format, as depicted in the block diagram of Fig.
4. In the method, the center channel is first mixed into the front two channels and

then the ipsi-lateral channels are summed to produce the two frontal channels. Next,



the frontal channels are weighted and delayed to produce the rear channels. The
remaining channel, LFE, is mixed into each loudspeaker, assuming that the subwoofer
is unavailable.
I11. INVERSE FILTERING APPROACHES

Design procedure of multichannel inverse filters and equivalent complex
smoothing techniques are presented in this section. Then, the design strategies based
on inverse filtering are introduced. The multichannel inverse filters serve two
purposes in this spatial audio problem. One is to ‘de-reverberate’ the room response
and another is to position virtual sound images according to the standard 5.1-channel
configuration [31]. In what follows, strategies based on two categories of acoustical
model will be discussed. The first approach is based on the binaural HRTFs
(Head-Related Transfer Functions) which account for the diffraction and shadowing
effect due to the head, ears and torso. The second approach is the point-receiver
model which regards the passenger’s head as a simple point receiver at the center.
Based on the HRTF model, four strategies are investigated to aim at reproducing four
virtual sound images located at +£30° and +110°, according to the International
Telecommunications Union (ITU) standard, ITU-R Rec. BS.775-1. The HRTF
database measured by MIT Media Lab [32], [33] is employed. Alternatively, four
strategies based on the point-receiver model are proposed to compensate the
frequency response between the loudspeakers and the microphone placed at the point
receivers.
3.1 Multichannel inverse filtering

This inverse filtering problem can be viewed from a model-matching

perspective, as shown in Fig. 5. In the block diagram, x(z) is a vector of N

program inputs, V(z) is a vector of M loudspeaker inputs, and e(z) is a vector of



L error signals or control points. M(z) is an Lx N matrix of matching model,

H(z) is an LxM plant transfer matrix, and C(z) is a M xN matrix of the

inverse filters. The z™™ term accounts for the modeling delay to ensure causality
of the inverse filters. For arbitrary inputs, minimization of the error output is

tantamount to the following optimization problem,
. 2
mcln”I\/I - HC”F (2)

where F' symbolizes the Frobenius norm [34]. Using Tikhnov regularization, the
inverse filter matrix can be shown to be [35].

C=(H"H+p1) H'M 3)

The regularization parameter f can either be constant or frequency-dependent.
In the paper, the criterion for choosing f is dependent on a gain threshold applied to C
[11]. It is noted that the filter C in Eq. (3) is a frequency-domain formulation.
Inverse Fast Fourier transform (FET) along with circular shift (hence the modeling
delay) are needed to obtain causal FIR filters.
3.2System formulation
3.2.1 HRTF model

For single listener sitting on the arbitrary seat in the car, the geometry for the
measurement is illustrated as Fig. 6. This system involves two control points for one
listener’s ears, four loudspeakers, and four input channels. Therefore, the 2x4
acoustical plant matrix H(z) and the 2x4 matching model matrix M(z) can be

represented as:

(4)

H(Z):[Hn(z) Hy(2) Hy(2) HM(z)}

H,(z) H,(z) Hy(z) H,(2)



M(z) =

HRTF), HRTF, HRTF', HRTFI‘I'O} )

HRTF;, HRTF,, HRTFS, HRTF, ’
where the superscripts i and c refer to the ipsilateral and contralateral side,
respectively. The subscripts 30 and 110 are the azimuths of the HRTF, respectively.
This results in a 4x4 inverse filter matrix, however, the design of the inverse filter can
be separated into two parts: the front and the rear. That is to say, the front-side
loudspeakers are employed to generate the +30° sound images, and the rear-side ones
for £110°. Consequently, the plant, the matching model and the inverse filter

matrices can be represented as:

HT (z) = H,(z) H,(2) H" (z) = H;(z) Hy(z) 6)
Hy(2) Hy(2)] Hy(z) Hy(2)
M (2) = HRTF,, HRTF M () = HRTI g HRTF e
7\ HRTF: HRTFEL | | HRTFS, HRTF!,
F ClFl (2) Cle (2) R Clli (2) Clg (2)
C'(z)= ,C*(2) = , 8
© [Czﬁ(z) C;;(z)} e [C;}(z) C;‘;(z)} ®

where superscripts /' and R denote the front-side and the rear-side, respectively. The
inverse matrices can be obtained by Eq. (3). A great saving of computation can be
obtained by applying this procedure. The number of the inverse filters reduces from
sixteen (one 4x4 matrix) to eight (two 2X2 matrices).

Next, two listeners sitting on different seats are concerned. In this problem,
four control points for two listeners’ ears, four loudspeakers, and four input channels
are involved. By following the step borrowed from single listener mode, the design
of the inverse filter can be divided into two parts. Therefore, the acoustical plants
are two 4x2 matrices, the matching models are two 4x2 matrices and the inverse

filters are two 2x2 matrices:



H,(z) H\,(2) H, (z) H,(2)
H, (z) Hy(z) H, (z) Hy(z)

H"(z)= Hi(2)= )
Hy (z) Hyy(2) Hy (z) Hyy(2)
H,(z) Hp,(z) H,(z) Hp,(z)
HRTF), HRTF, HRTF', HRTF,

MF (Z) — HRTF;) HRTF;O , MR (Z) — HRTFICIO HRTFYIO (10)

HRTF. HRTF, HRTF!, HRTF:,
HRTF;, HRTF}, HRTFS, HRTF!,

CF(Z){C:FT(z) c§<z)}CR(2):[c§<z) q;;(ﬂ a
CZI(Z) sz(z) C21(Z) sz(z)

3.2.2 Point-receiver model

In this section, two situations are considered. The first case is when single
listener sitting on the arbitrary seat in the car, the geometry is illustrated as the left
plot of Fig. 7. Based on this model, the acoustical plant matrix H(z) for single
listener mode can be represented as four SISO (single-input-single-output) systems.

Thus, Eq. (3) can be rewritten as

¢ (e Ml OM()
" H, @, () + B

(12)

where the subscript m indicates the mth loudspeaker. The frequency response
function measured in an anechoic chamber is designated as the matching model M(z),
where the loudspeaker used in matching model measurement is the same type of the
one in a realistic car. Therefore, four SISO inverse filters C(z) are obtained.

The second case is when four listeners sitting on the front-left, front-right,
rear-left and rear-right seats, respectively. This issue involved four control points for
four listeners, four loudspeakers and four input channels. For convenience, the
transfer function between the mth (m=1~4) control point and nth (n=1~4) loudspeaker

is expressed asH, (z). The geometry for representation of the positions of four

control points and four loudspeakers are shown in the right plot of Fig. 7. Therefore,
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H(z) can be formulated as

}Al fﬂz }Az [A4
H H H H
H(z) = H21 sz H23 H24 (13)
31 32 33 34
H41 H42 H43 H44

Furthermore, a free-field point source model is employed as the matching model.
That is

_jkalll _jka112 _jkallf! _jkalM
e /L, e /L, e Il e /1,
—Jkaba1

Po | € /b

—Jjkaly —Jkalys
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where ka, p, and c¢,denote the wave number, the density and the sound speed,

respectively. It is assumed that p, =1.21kg/m’ and c,=343m/s. The distance
between the nth source and the mth receiver is denoted as /. According to the

arrangement shown in Fig. 8, the distance [/ can be calculated. Finally, the 4x4
inverse filters matrix is derived from the aforementioned procedures.
3.3Equivalent complex smoothing techniques

It is impractical and not robust to implement the inverse filters based on the
measured room response due to its highly complex dynamics and measurement errors
associated with it [36]. Some pre-processing should be applied prior to the design of
the inverse filters. A simple but elegant way is to smooth the peaks and dips of the
acoustic plant using the generalized complex smoothing technique suggested by
Hatziantoniou and Mourjopoulos [37]. There are two methods for implementing
complex smoothing. The first method, uniform smoothing, is to calculate the
impulse response using the inverse FFT of the frequency response. Then, apply a
time-domain window to truncate and taper the impulse response, which in effect

smoothes out the frequency response. Finally, calculate the ‘smoothed’ frequency
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response by FFT of the modified impulse response. Alternatively, a nonuniform
smoothing method can also be used. This method performs smoothing directly in
the frequency domain. The frequency response is circularly convolved with a
frequency-dependent window whose bandwidth increases with frequency. This
method is based on the notion in psychoacoustics that the spectral resolution of
human hearing increases with frequency. The expression of nonuniformly smoothed

frequency response is given as [37]

\H (k)
H, (k)=H (k) . (k) (15)
Ho (k)= S H (R, (i—k+m(k)+ S H, (k)W (i—k+m(k)) (16)
i=k—m(k) i=k—m(k)
ktm(k) 5 ,
0= 8 [ F T i-sent)

where k, 0 = k£ = J—1, is the frequency index and m(k) is the smoothing index
corresponding to the length of the smoothing window. The smoothing window

Wsm() is given by

1
2b(m(k)+1)-1°
w (=) 2= IC‘(’S[(Z)/m)kz )] i=1,eam(k) (18)
—(b- lcos[ ﬁ/m(k ]

2b(m(k)+1)-1

The integer m(k) can be considered as a bandwidth function by which a fractional

octave or any other nonuniform frequency smoothing scheme can be implemented.
The variable b determines the roll-off rate of the smoothing window. As a special
case when b = 1, the window reduces to a rectangular window.

3.4Inverse filtering-based approaches

10



3.4.1 HRTF-based Inverse Filtering for single listener with upmixing
(upmixingHIF1) method

The upmixingHIF1 method is developed to deal with the single listener mode
with two-channel input contents. The block diagram of the upmixingHIF1 method is
shown in Fig. 9, where two-channel input signals are extended to four channels by the
upmixing algorithm and next inverse filtered to produce the outputs. For the design
of the inverse filters, the acoustical plants H(z) are the frequency response functions
between the input to the loudspeaker and the output to the microphone mounted in
KEMAR’s (Knowles Electronics Manikin for Acoustic Research) [32] ears, as
formulated in Eq. (6). The matching model matrices and the calculated inverse
filters were presented as Egs. (7) and (8). In addition, some listeners reported that
the sound image width is slightly compromised in applying inverse filtering in an
informal listening test. To reconcile the problem, the weighted (0.45) and delayed (4
ms) four-channel inputs are mixed into the respective channels. It is noted that this

processing will also be applied in all the inverse-filtering-based methods.

3.4.2 HRTF-based Inverse Filtering for single listener (HIF1) method

The structure of the HIF1 method shown in the block diagram of Fig 10 is the
same as that of the upmixingHIF1 method except that it does not require upmix
processing. Given the 5.1-channel inputs and four loudspeakers, the center channel
has to be attenuated before mixing into the front-left and front-right channels. Next,
front two channels and rear two channels are fed to the respective inverse filters.
The remaining channel, LFE, is mixed into each loudspeaker, assuming that the
subwoofer is unavailable. It is note that the inverse filters used in the HIF1 method

are the same with the upmixingHIF1 method.
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3.4.3 HRTF-based Inverse Filtering for two listener (HIF2) method

The HIF2 method aims at the two listener mode with 5.1-channel inputs. The
system formulations are shown in Egs. (9) to (11). Since the inverse filters are two
2x2 matrices, the block diagram is the same as the HIF1 method, even though the

design of the inverse filters is quite different from the HIF method.

3.4.4 HRTF-based Inverse Filtering for two listener by filter superposition (HIF2a)
method

Like the function of the HIF2 method, the HIF2a method is developed to cope

with two-listener mode with 5.1-channel input. Due to the linearity of acoustics, the

design procedures of the HIF2a method can be separated into two steps. The first

step is to design the inverse filters for each listener. Next step, by adding the

calculated filter coefficients, two 2x2 inverse filter matrices can be obtained.

3.4.5 Point-receiver-based Inverse Filtering for single listener with upmixing
(upmixingPIF1) method

The upmixingPIF1 method is a point-receiver-based inverse filtering method
exploited for the scenario of single listener with two-channel inputs. This method is
based on the concepts of the Pioneer’ss MCACC [28] system but it is more accurate
in frequency resolution since the FIR inverse filter is employed to compensate the
acoustical plants instead of the simple equalization. The problem can be formulated
as four SISO systems so that the four inverse filters can be obtained by Eq. (12).
The block diagram is shown in Fig. 11, in which the input signals are extended to

four-channel and next fed to respective inverse filters.

3.4.6 Point-receiver-based Inverse Filtering for single listener (PIF1) method
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Besides the upmixing processing, the scheme of the PIF1 method is the same as
that of the upmixingPIF1 method since this approach is intended for the 5.1-channel
input. As presented in Fig. 12, the center channel has to be weighted before mixing
into the front-left and front-right channels. The front two channels and rear two

channels are then fed to the respective inverse filters.

3.4.7 Point-receiver-based Inverse Filtering for two listener by filter superposition
(PIF2a) method

The PIF2a method is a solution to the problem of the two listener mode with

5.1-channel input, also.  Figure 12 shows the block diagram. Similar to the concept

of the HIF2a method, the inverse filter is obtained by adding the filter coefficients

designed for each control point. Thus, the structure of this method is in common

with the PIF1 method.

3.4.8 Point-receiver-based Inverse Filtering for four listener (PIF4) method

Except the single and the two-listener modes, the PIF4 method is devised for
four listener mode with 5.1-channel input. As mentioned in Eq. (13) and (14), the
acoustical plant and matching model are both 4x4 matrices. Therefore, the 4x4
inverse filter matrix can be obtained by Eq. (3). Fig. 13 shows the block diagrams of
the PIF4 method. The center channel is mixed into the front channels and next the

front and rear-channel signals are filtered directly.

4 OBJECTIVE AND SUBJECTIVE EVALUATIONS
A series of objective and subjective experiments were undertaken to evaluate the
performance of the methods mentioned above. Ten processing approaches are

summarized in Table I. These experiments were conducted in a Opel Vectra 2-liter
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sedan equipped with a DVD player, a 7-inch LCD display, a multichannel audio
decoder, and four loudspeakers (two mounted in the lower panel of the front door and
two behind the backseat), as shown in Fig. 14(a). The experimental arrangement
inside the car is shown in Fig. 14(b). A fixed-point digital signal processor (DSP),
Blackfin-533, of Analog Device semi-conductor is employed to implement the
algorithms. The microphone GRAS 40AC and the preamplifier GRAS 26AC were
used for measuring acoustical plants.
4.1 Objective experiment
4.1.1 HRTF model

In this section, strategies based on the HRTF model are evaluated, including the
upmixingHIF method, the HIF method, the HIF2 method and the HIF2a method.
For the case when single passenger sitting on FL (front-lest) seat is considered, the
plants can be represented as Fig. 6 and formulated as Eq. (6). Figures 15(a) and (b)
show the frequency responses of front-side and rear-side plants, respectively. The

upper-left, upper-right, lower-left and lower-right plots in Fig. 15(a) signify
the H, , H},, Hi, and H), , respectively. The x-axis and the y-axis represent

frequency in Hz and magnitude in dB, respectively. The dotted lines and solid lines
are the original measured responses and smoothed response, respectively. The spiky
measured responses have been smoothed out effectively after applying the
aforementioned equivalent complex smoothing technique. Comparison of the left
column and the right column of Figs. 15(a) and (b) show that head shadowing is not
significant due to boundary reflections in the small car cabin. The frequency
responses of the inverse filters for the frontal and the rear acoustical plants are shown
in Figs. 16(a) and (b), respectively. Figure 16(b) shows that the filter frequency

responses above 6 kHz exhibit high gain because of the poor high-frequency response
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of the rear loudspeakers. In regularization of inverse filters, the gain is always
restricted below 6 dB to prevent from overloading the filters. The solid lines in Figs.
17(a) and (b) represent 30° and 110° HRTF pairs, respectively, whereas the dotted
lines represent the multichannel filter-plant product, H(¢”)C(¢”). The agreement
between these two sets of responses is generally good below 6 kHz except that
notable discrepancies can be observed, especially for the rear-loudspeaker case. The
reason is that the inverse filters are gain-limited using regularization at the frequencies
where the plants have significant roll-off.

Next, the scenario of two listeners sitting on FL and RR seats simultaneously is
examined. The proceeding design of inverse filers is suitable for the HIF2 method.
The frequency responses of the inverse filters are illustrated in Figs. 18 (a) and (b),
respectively. Similar to the result for single listener, the frequency response of
inverse filters exhibit high gain in high frequencies. Figures 19(a) and (b) show the
comparisons of the results for frontal and rear virtual sound image, respectively.
Obviously, the performance of both the ipsilateral and contralateral responses can
barely fit to the matching model response. The reason may be the non-square nature
of inverse filter design (the acoustical plant H is a 4x2 matrix). A further
comparison of the HIF2 and HIF2a methods will be presented in the following
subjective evaluations.

4.2.2 Point-receiver model

In this section, strategies based on point receiver model are evaluated. At the
first, situation when single listener sitting on FL seat is examined. Under this
situation, the inverse filters employed in the upmixingPIF, PIF and PIF2a methods are
designed. Figures 20(a) and (b) show the frequency responses between the four
loudspeakers and the microphones placed at the center position of listener’s head (the

control point). The upper and the lower rows of the figures are measured when the
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front-side and rear-side loudspeakers are enabled, respectively. The left and right
columns of the figures are measured when the left-side and right-side loudspeakers
are enabled, respectively. For example, the upper-left plot is the frequency response
measured between the control point and the front-left loudspeaker. The frequency
responses of the inverse filters are shown in Fig. 21. Similar to the results of the
HRTF model, the frequency response of the filters show high gain above 10 kHz due
to the poor high-frequency response of rear loudspeakers. In regularization of
inverse filters, the gain is always restricted below 9 dB to prevent from overloading
the filters. Figure 22 represents the inverse filter-plant product, H(¢”)C(¢/”). The
agreement between these two sets of responses is generally good below 10 kHz
except that notable discrepancies can be observed, especially for the rear-loudspeaker
case.

The second case, when four listener sitting on FL, FR, RL and RR seats, is
considered. The frequency responses of the 4x4 plant matrix are shown in Fig. 23.
It can be observed that only the most important features of the measured plant are
remained. Further, the frequency responses of the 4x4 inverse filter matrix are
illustrated as Fig. 24. The gain is always restricted below 9 dB in regularization of
inverse filters to prevent from overloading the filters. The inverse filter-plant
product is presented in Fig. 25. Below 7k Hz, these two sets of response seem to
agree, however, notable discrepancies can be observed in high-frequency.

4.2 Subjective experiment

Ten automotive audio methods proposed in Sections II and III are compared via
the following subjective listening experiments, according to a modified double-blind
Multi-Stimulus test with Hidden Reference and a hidden Anchor (MUSHRA) [38].
The experiment cases are described in Table II. In Experiment I, four songs in

two-channel PCM format involving various instruments with significant dynamic
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variations were chosen to be the test materials. In Experiments II to IV, four
5.1-channel movies in Dolby Digital format were used. Both timbral and spatial
qualities are considered. The loudness of each reproduced signal was adjusted to the
same level by measuring the sound pressure level at each seat with a monitoring
microphone.

Eight subjective attributes employed in the tests, including preference, timbral
attributes (fullness, brightness, artifact) and spatial attributes (localization, frontal
image, proximity, envelopment) are summarized in Table III. Forty subjects
participated in each experiment. The subjects participating in the tests were
instructed with definitions of the subjective indices and the procedures before the
listening tests. The subjects were asked to respond after listening in a questionnaire,
with the aid of a set of subjective indices measured on an integer scale from —3 to 3.
Positive, zero, and negative scores indicate perceptually improvement, no difference,
and degradation, respectively, of the signals after processing with the audio
spatializers. The order of the attributes is randomized except that the index
preference is always the last question. On the average, it took approximately forty
minutes to finish an experiment. In order to access statistical significance, the scores
were further processed by using the MANOVA. If the significance level is below
0.05, the differences among all methods are considered statistically significant and
then examined further by the Fisher’s LSD post-hoc test.

4.2.1 Experiment [

In this experiment, three methods for the listening positions at the FL. and RR
seats (representing the ‘extreme’ cases) and the two-channel input, including the
UDWD method, the upmixingHIF1 method and upmixingPIF1 method are evaluated.
Apart from these three methods, a hidden reference (H. R.) and an anchor (An.) are

added into the comparison. The case in which two-channel stereo input signals are
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fed to the respective front and rear loudspeakers is used as the hidden reference. The
signal obtained by summing and lowpass filtering (with 4 kHz cutoff frequency) the
two-channel input signals is used as the anchor that is also fed to all loudspeakers.
Since the methods upmixingHIF1 and upmixingPIF1 are devised for single listener,
this experiment is separated into two parts: the front-left seat and the rear-right seat.

In FL position, the MANOVA output indicates that only the index artifact
exhibited no significant difference among all methods in timbral quality (F' = 1.08262,
p>0.367). However, in spatial quality, the indices localization (F = 1.8456, p >
0.154) and proximity (F = 2.57037, p>0.067) exhibited no significant difference
among all methods. Figures 26(a) and (b) show the means and spreads (with 95%
confidence intervals) of the grades of each subjective index. The x-axis and y-axis
represent the method and grade, respectively. The results of Fisher LSD post hoc
test indicted that the grades of the UDWD method and the upmixingPIF1 method are
significantly higher than those of the hidden reference and the upmixingHIF1 method
in preference and brightness. In fullness, the grades of the inverse filter-based
approaches (upmixingHIF1 and upmixingPIF1) are significantly lower than those of
hidden reference and the UDWD method. In the spatial attributes, the proposed
approached are all significantly outperform the hidden reference in frontal and
envelopment, but there are no significant different among the methods in localization
and proximity.

In the RR position case, Figures 26(c) and (d) show the means and spreads (with
95% confidence intervals) of the grades of each subjective indices. The results of
post hoc test reveal that the grade of the upmixingPIF1 method is significantly higher
than those of the other approaches in preference, notwithstanding the grades of the
UDWD and the upmixingHIF1 methods are significant higher than the hidden

reference. In brightness and fullness, result similar to the case of the FL position is
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obtained. The proposed approaches receive lower grade in fullness, but higher grade
in brightness. In terms of artifact, the grade of the UDWD method is the highest
among all the approaches. This implies that no artifacts are audible during the
UDWD processing. In localization, frontal and proximity, the proposed methods are
all significant higher than the hidden reference; whereas only the UDWD and
upmixingHIF1 methods perform significantly well to the reference. To summarize,
the UDWD method and upmixingPIF1 method are the preferred choices for position
FL and RR respectively, because of their rendering performance in preference and
spatial quality.

422 Experiment II

The DWD, HIF1 and PIFl methods and the unprocessed 5.1-channel
reproduction are compared in this experiment. Because only four loudspeakers are
available in this car, the center channel of the 5.1-channel input is attenuated by -3 dB
and mixed into the frontal channels to serve as the hidden reference. In addition, the
four-channel signals are summed and lowpass filtered (with 4 kHz cutoff frequency)
is used as the anchor. Fifteen listeners participated in the test for the front left and
rear right seats.

Figures 27(a) and (b) show the means and spreads (with 95% confidence
intervals) of the grades of all attributes for all methods for FL position, whereas Figs.
27(c) and (d) show those for RR position. For the FL position, the results of the post
hoc test indicate that the grades of the HIF1 method in preference and fullness are
significantly higher than those of the DWD and the PIF1 methods. In brightness,
only the grade of PIF1 methods is significantly higher than the hidden reference, and
there is no significant different among the DWD method and the HIF1 method.
Further, there is no significant difference among methods in the attribute artifact,

localization, proximity and envelopment. In frontal, the inverse filter-based methods
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are significantly higher than the hidden reference and the DWD method.

In the RR position, there is no significant difference among all the methods in
fullness, artifact and localization. However, the grades of the inverse filtering-based
methods are significantly higher than those in others in preference and brightness.
In addition, grades of all the proposed methods are significantly higher than the grade
of the hidden reference but in frontal and proximity. Finally, only the HIF1 method
significantly outperform to the hidden reference. In general, all grades received are
higher for the rear seat than for the front seat. In particular, the HIFI method
received the highest grades in most attributes, especially in spatial attributes. A low
computation complexity substitute would be the PIF1 method since it received the
highest grade in many attributes as well.

423 Experiment 111

Experiment III is intended for evaluating the methods designed for two-listener
mode and 5.1-channel input. Four methods are compared in this experiment,
including the DWD method, the HIF2 method, the HIF2a method and the PIF2a
method. The hidden reference and the anchor cases are the same with those in
experiment II. Figures 28(a) and (b) show the means and spreads (with 95%
confidence intervals) of the grades of the first four and the last four attributes,
respectively. The post hoc test reveals that there is no significant difference between
the DWD method and HIF2a method, while the grades of both are significantly higher
than the hidden reference in overall preference. In fullness and proximity, there is no
significant difference among all proposed methods. In brightness, result similar to
the experiment II is obtained, the inverse filtering-based methods receive significant
higher grades than the hidden reference but there is no significant difference among
these methods. The grade of artifact obtained using the HIF2 method is very low,

implying that some artifacts are audible. The reason might be the nature of
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non-square inverse filter design. In frontal and localization, the grades of all
proposed methods are significantly higher than the hidden reference. Finally, the
HIF2a method performs best in envelopment among all methods. To conclude, the
HIF2a method might be the best choice for spatial quality. It is noted that the result
is contrary to our expectation that more inverse filters (HIF2) should mean better
performance. In terms of computation complexity and rendering performance, the
DWD method is the adequate approach for the two-passenger mode.
4.2.4 Experiment [V

In this experiment, methods developed for four-listener mode, including the
DWD method and the PIF4 method, were compared. The hidden reference and the
anchor cases are the same with those in experiment I[I. The means and spreads (with
95% confidence intervals) of the grades of the attributes are shown in Figs. 29(a) and
(b). The results of MANOVA output indicate that there is no significant difference
among the methods in the attributes artifact and envelopment. Further, the results of
the post hoc test show that there is no significant difference between the DWD
method and the PIF4 method in preference and proximity, but the grades of these two
methods are all significantly higher than the hidden reference. In the attributes
brightness, localization and frontal, the PIF4 method receives the significantly highest
grade. Overall, the PIF4 method does not significantly outperform the DWD method
in both timbral and spatial quality. Similar result can be obtained that the inverse
filtering-based approaches do not outperform the DWD method in multi-listener
mode.
4.3 Localization test

The foregoing subjective experiments were intended to compare the preference
among different methods. In this section, a further examined subjective evaluation

of source localization is carried out in a car. Markers were positioned on the
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boundary of the car at the eye level with resolution 30°, as shown in Fig. 30. Each
stimulus was pink noise and consisted of a reference and a test signal. The reference
signal is intended to present a virtual sound image at 0°. However, some methods
might not produce accurate center sound images. As the result, the subjects were
asked to make the judgment in a questionnaire according to the test signal only. The
reference and test signals had the same program inputs recorded at the format of
Dolby AC3. Both the reference and test signals were 5 seconds long with a 3
seconds pause in between. Virtual sound image at 12 pre-specified directions with
increment 30" azimuth are presented in the experiment. Listeners were trained by
playing the stimuli prior to the experiments. Experiments were divided into two
parts: listener sitting on FL seat and listener sitting on RR seat. The experiments
were blind tests in that stimuli were played randomly without informing the subjects
the source direction. Referring to the results of subjective listening experiment, five
relatively well-performed strategies including the DWD method, the HIF1 method,
the PIF1 method, the HIF2 method and the PIF4 method were compared in the
localization test. Moreover, case of unprocessed signal is involved as a benchmark.
The results of localization test are shown in Fig 31. The x-axis and the y-axis
represent the target angle and the judged angle in degree, respectively. The size of
each angle is proportional to the number of the subjects who localized the same
perceived angle. It is observed from the results that the performance of the HIF1
method do not agree with our expectation, notwithstanding it is good at producing the
0° sound image. On the other hand, the PIF1 method is found to be effective in
localizing good frontal and rear sound images, albeit some front-back reversals.
Contrary to our expectation, the DWD method has good performance in producing
frontal sound images on FL position case. Further, methods designed for

multi-listener mode (PIF4 and HIF2a) seemed to have difficulty localizing sources for
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each position.

To justify the finding, a MANOVA on the subjective localization result was
conducted. The results were preprocessed into five levels of grade, as stated in Table
IV. The MANOVA outputs indicate that there are significant differences among all
methods, both on FL and RR seat. (F=21.296 for FL, = 11.561 for RR) Figure 32
shows the means and spreads (with 95% confidence intervals) of the grades of these
approaches. Next, the results of the post-hoc test show that there is no significant
difference between the DWD method and the PIF1 method in FL position and the
grades of these two methods are significantly higher than other methods and the
unprocessed signals. Notice that PIF4 method receives the lowest grade on FL
position. Further, there is no significant difference among the DWD method, the
PIF1 method and the unprocessed case in RR position. Except these two methods,
the grades of the other approaches are significantly lower than the unprocessed signal
case. To conclude, the results of statistic analysis show that the DWD method and
the PIF1 method perform well in source localization.

5 CONCLUSIONS AND FUTURE WORK

A comprehensive study has been conducted to explore various audio processing
approaches for the automotive virtual surround audio systems via simulations and
experiments. Ten processing methods have been presented. Two methods based on
up/downmixing algorithms including the UDWD method and the DWD method are
intended to improve the spaciousness and to balance the front and rear reproduction.
These two methods are practical approaches in terms of computation complexity and
audio performance. A reverberation-based upmixing algorithm is used to extend
two-channel inputs to four-channel signals. Further, a standard downmixing
algorithm is employed to convert 5.1-channel input to two-channel. Eight inverse

filtering-based approaches are further divided into two groups: HRTF-based model
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and point receiver-based model. Four HRTF-based inverse filtering methods are
exploited to correct the car responses and then render a spatial listening environment.
Four point-receiver-based inverse filtering methods intend to compensate the
acoustical plants. It is summarized from the discoveries above that a simple design
strategy can be formulated according to the number of passengers, using a hybrid
approach, as presented in Table V. Conclusions can be drawn from the listening
tests and the localization test as follows. First, for two-channel inputs, the UDWD
method outperformed the upmixingHIF1 and upmixingPIF1 methods in the position
FL. However, in the RR seat, the upmixingPIF1 method performed better than
others. Second, for the single listener and 5.1-channel inputs, the HIFI method
received the highest grades in most attributes in the position FL, notwithstanding its
poor performance in localization test. In addition, the HIF1 and PIF1 methods all
receive high grade in many attributes at the rear-right seat. Thus, referring to the
result of localization test, the PIF1 method would be the best choice. Third, for the
two-listener mode, the HIF2a method receives high grade in most attributes, the
strategy for multi-listener is chosen to be the DWD method. Since there are no
significant difference between the DWD method and the HIF2a method, and grade of
the DWD method is significantly higher than that of HIF2a methods in localization
test. Similar conclusion can be drawn for the four-listener mode. Although the
grades of the PIF4 method are slightly higher than those of the DWD method in most
attributes, the poor performance in localization test and the high computational
complexity lead to the PIF4 method becomes a less practical approach for producing
spatial sound in the automobile. It can be concluded that the inverse filtering did not
perform as well for the multi-listener mode as it did for the single passenger mode.
The number of inverse filters increases drastically with number of passengers,

rendering this scheme impractical in automotive applications.  Fourth, the
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upmixingPIF1 method and the PIF1 method obtain low grades in both FL and RR
seats. Since these two methods are basically the same, except the upmixing
procedure due to different number of input. The reason might be that the PIF
method produces an excessively narrow frontal sound image. Thus, it indicates that
the spatial quality can be improved by incorporating a revereberator into the system.
A number of topics are planned for future research. Increase the number of
rending loudspeakers to devise strategies for luxury cars. Integration of present
surround system to the other audio techniques such as equalizers, superbass systems,
dynamic range control, Karaoke machines, acoustical echo and noise control, etc.,

should be investigated.
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TABLE I. The descriptions of ten automotive virtual surround processing methods.

Method Input Num. of Design strategy
content Listener

Up/downmixing | 2-channel | 1 or more | Up/downmixing + Weighting & delay
Downmixing 5.1-channel | 1 or more | Downmixing + Weighting & delay
upmixingHIF1 | 2-channel |1 Upmixing +

HRTF-based Inverse filtering
HIF1 5.1-channel | 1 HRTF-based Inverse filtering
HIF2 5.1-channel | 2 HRTF-based Inverse filtering
HIF2a 5.1-channel | 2 HRTF-based Inverse filtering
upmixingPIF1 | 2-channel |1 Upmixing +

Point-receiver-based inverse filtering
PIF1 5.1-channel Point-receiver-based inverse filtering
PIF2a 5.1-channel Point-receiver-based inverse filtering
PIF4 5.1-channel | 4 Point-receiver-based inverse filtering
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TABLE II. The descriptions of four experiments.

Experiment I II 1T v
Input content 2-channel 5.1-channel 5.1-channel 5.1-channel
Passenger no. 1 1 2 4
Processing UDWD DWD DWD DWD
Method upmixingHIF1 HIF1 HIF2 PIF4

upmixingPIF1 PIF1 HIF2a

PIF2a

Reference Lin 2 FLout FLiy+0.7%Ciy 2 FLout

Rin 2 FRout FRin+0.7%XCip = FRoyt

0.7%Lin 2 RLow | RLin 2 RLowt

0.7%Rin 2 RRowt | RRin 2 RRoy
Anchor Summation of all lowpass filtered inputs = All outputs
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TABLE III. The definitions of the subjective attributes.

Attribute Description

Preference Over all preference in considering timbre-related and
space-related attributes

Fullness Dominance of low-frequency sound

Brightness Dominance of high-frequency sound

Artifacts Any extraneous disturbances to the signal

Localization Determination by a subject of the apparent direction of a sound

source

Frontal image

The clarity of the frontal image or the phantom center

Proximity

The sound is dominated by the loudspeaker closest to the subject

Envelopment

Perceived quality of listening within a reverberant environment
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TABLE IV. The description of five levels of grade for the localization test.

Grade Description

5 The perceived angle is the same as the presented angle

4 30° difference between the perceived angle and the presented angle

3 Front-back reversal of the perceived angle identical to the presented
angle

2 30° difference between front-back reversal of the perceived angle
and the presented angle

1 Otherwise
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TABLE V. Summary of the strategies for various listening mode

Passenger No. Input | Strategy
Channel
1 FL |2 Up/downmixing method
1 RR |2 upmixingPIF1 method
1 FL | 4 HIF1 method
1 RR | 4 PIF1 method
2 or more 4 Downmixing method
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input.
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Fig. 6.  The geometry of HRTF model.

40



<

\7V N

g Loudspeaker 1 § g

Loudspeaker 2

Loudspeaker 2 §
Loudspeaker 1

S OO

H,
H;

Loﬁazi)eaker 3 Loudspézger 4 Loﬁagi)eaker 3 Loudspé;iglar 4

H,

Fig. 7. The geometry of point receiver model. The left plot shows the model for
single listener case, and the right plot indicates the loudspeakers and the

seats.

41



Fig. 8.  The geometry of the matching model for point receiver model in four-listener

sitting'mode.
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(b)
The frequency response of the HRTF-based acoustical plant at the front-left

seat. (a) the front-side loudspeakers (b) the rear-side loudspeakers. The

dotted lines represent the measured responses and the solid lines represent the

smoothed responses.
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Fig. 16. The frequency responses of the HRTF-based inverse filters for front-left seat.

(a) For the front sound image. (b) For the rear sound image
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Fig. 17.
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(b)

The frequency responses for the virtual sound image rendering. The solid
lines represent the matching model responses M and the dotted lines

represent the multichannel filter-plant product HC. (a) For the front sound

image (b) For the rear sound image
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rear-right seats. (a) For the front sound image. (b) For the rear sound image
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The frequency responses for the virtual sound image rendering. The solid
lines represent the matching model responses M and the dotted lines

represent the multichannel filter-plant product HC. (a) For the front sound

image (b) For the rear sound image
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Fig. 20. The frequency responses of the point receiver-based acoustical plant at the
front-left seat. The dotted lines represent the measured responses and the

solid lines represent the smoothed responses.
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Fig. 22. The frequency responses for the virtual sound image rendering. The solid
lines represent the matching model responses M and the dotted lines

represent the multichannel filter-plant product HC.
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Fig. 30. The arrangement for localization test. The markers positioned on the

boundary of the car at the eye level with resolution 30",
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Fig. 31. The results of the localization test. (a) Unprocessed case for FL seat. (b)

Unprocessed case for RR seat. (c) The downmixing method for FL seat. (d)
The downmixing method for RR seat. (e) The HIF1 method for FL seat. (f)
The HIF1 method for RR seat. (g) The PIF1 method for FL seat. (h) The
PIF1 method for RR seat. (i) The PIF4 method for FL seat. (j) The PIF4
method for RR seat. (k) The HIF2a method for FL seat. (1) The HIF2a

method for RR seat.
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Fig. 32. The means and spreads (with 95% confidence intervals) of the grades for Exp.

IV. (a) The first four attributes (b) The last four attributes.
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