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Abstract 

Connectionless data services on ATM-based B-ISDN can be realized directly by means of the connectionless service 
jimction which is provided in connectionless servers. In this paper, we consider how to locate a certain amount of 
connectionless servers among the switching nodes in a public ATM network for the internetworking of connectionless data 
networks. The problem is formulated as a network optimization problem which is similar to the p-median problem. Two 
algorithms, one based on the greedy method and the other using brunch-and-bound strategy, are presented to determine the 
locations of connectionless servers. By finding the optimal locations of connectionless servers, an optimal virtual overlay 
network which has minimized total transport costs for the connectionless data traffics can be constructed. 0 Elsevier 
Science B.V. 
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1. Introduction 

One of the most important applications in the 
ATM-based B-ISDN is to provide the interconnec- 
tion between LANs/MANs. Connectionless (CL) 
service is the predominant mode of communications 
in LANs/MANs. However, ATM networks are in- 
herently connection-oriented (CO). In order to sup- 
port the CL data service on B-ISDN, two altema- 
tives, direct and indirect approaches for the ATM 
networks have been identified by CCIlT [1,2]. 

For direct approach, CL service is provided di- 
rectly within the B-ISDN. Connectionless data traf- 
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fits between the B-ISDN customers are transferred 
by way of the connectionless sewers (CL%) in 
which connectionless service functions (CLSFs) are 
provided. Connectionless protocol functions such as 
routing, addressing and quality of service selection 
are handled by CLSs. To serve as a cell-based router, 
the CLS routes cells to their destination or intermedi- 
ate CLS according to the routing information in- 
cluded in the user data. Although logically a separate 
entity, the CLSF should be physically located in the 
same building as the ATM switch or may even be a 
physical part of the switch itself [3,4]. 

For indirect approach, CL data traffics between 
customers are transparently transferred above the 
ATM layer via the connection-oriented service. 
However, the use of fully-meshed semipermanent 
connections may be not feasible due to the limit of 
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the number of virtual path identifiers (VPIs) which 
are supported by a switch. The use of switched 
connections will introduce call setup delay and over- 
heads for call control functions within the network. 
In addition, the indirect approach cannot fully uti- 
lized the benefits from multiple path routing of CL 
data traffic that is free from out of sequence inher- 
ently. Therefore, from the point of scalability and 
efficiency, direct CL services in a large scale net- 
work realized by means of the CLSF seems to be a 
more reasonable approach. There is growing consen- 
sus that providing connectionless service for the 
interconnection of LANs and MANS in a public 
ATM environment will more likely entail the use of 
CLSS [5]. 

A number of studies concerned about supporting 
CL data service on B-ISDN have been proposed. 
However, most of the works only concentrate on the 
general framework of the protocol architectures [6- 
1.51, bandwidth management and traffic control [16- 
191. As for the CLS locating and connecting prob- 
lem, Stavrov et al. [20] propose a simukzting anneaL 
ing method to solve it. In this paper we give two 
algorithms, greedy algorithm and branch-and-bound 
algorithm for solving the problem. 

Based on the direct approach, we focus on the 
topological optimization for the internetting LANs/ 
MANS with a wide area public ATM network. For 
the sake of congestion avoidance and load balancing, 
a large scale B-ISDN necessitates more than one 
CLS. In general, the fewer the CLS, the higher the 
load on each VP, and the higher the total transport 
cost in the virtual overlay network. On the other 
hand, it is not necessary to locate CLS at every 
switching node. The number of switching nodes with 
CLSF depends upon the size of network and the 
volume of CL traffic to be handled. The determina- 
tion of where to place CLSs and how to interconnect 
CLSs has important performance consequences. As 
we will show later, to determine the optimal number 
of CLSs in an ATM network is as hard as to 
determine the minimum size of uertex couer in the 
corresponding graph, where the vertex cover prob- 
lem is NP-complete [21]. 

After a determinant number of CLSs are located 
among the ATM switching nodes, an efficient 
(semi-Ipermanent VP layout should be preconfigured 
around the CLSs and the interworking unit (IWUs) 

ConnectionLess 

Fig. 1. Interconnection of LANs/MANs with a wide area public 
ATM network. 

to which LANs/MANs are attached. In spite of 
virtually any embedded topology being possible, it is 
desirable that there must exist at least one CLS lying 
on the virtual path connection for each IWU pair. 
The IWUs between the LANs/MANs and the CLSs 
work as an interface of CL and CO environment. CL 
traffic between LANs/MANs will be transported by 
way of the VPs between the IWUs and intermediate 
CLSs (see Fig. 1). 

In this paper, we focus on how to locate a certain 
amount CLSs, say p, on an ATM network. The 
problem of locating p CLSs can be formulated as an 
optimization problem. The objective is to minimize 
the total transport costs between all the IWU pairs. 
It is very similar to a well-known NP-complete 
problem, the p-median problem [22]. The p-median 
problem is to minimize the sum of distances from 
demand points to their respective nearest supply 
points. This kind of network location problem occurs 
when new facilities are to be located on a network. A 
formal description of p-median problem is given in 
Appendix A. In this paper, we will show that our 
CLS location problem is also NP-complete even 
when the network has a simple structure. Most of the 
problem solving techniques that are available for this 
kind of location problems rely on integer program- 
ming for a final solution. The emphasis of this work 
is first, to develop two efficient algorithmic ap- 
proaches for the optimal location of CLSs in the 
ATM networks, and second, to determine the opti- 
mal virtual topology. The effect of statistical multi- 
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plexing on the optimization of virtual overlay net- 
work will be given in the last section. 

The organization of this paper is as follows. In the 
next section, we will describe our problem formally. 
In Section 3, a heuristic algorithm based on the 
greedy method for finding the optimal locations of 
CLSs is presented. It can be shown that, by using 
this algorithm, we can get an optimal solution if p is 
not smaller than a threshold with respect to the 
number of ATM switches in the network model; 
else, the solution is near-optimal. Since the value of 
p (the number of CLSs) may be restricted in the 
hardware costs and routing complexity (e.g. network 
with the capabilities of broadcasting and multicasting 
may influence the design of virtual topology [23,24]), 
we still have to consider those cases (a smaller p> 
where the optimal solution can not be found by the 
greedy method. In Section 4, a branch-and-bound 
strategy is proposed to find the exact solution for this 
problem. In Section 5, according to the location of 
CLSs, we discuss the efficient VP layout for CL data 
traffic. Conclusions and discussions are given in the 
last section. 

2. Problem formulation 

Let G = (V, E) = (V, U V,, Egs U E,,) be an ATM 
network where VP is the set of gateways, V, is the 
set of ATM switches, Egs is the set of links between 
gateway and switch, and Es, is the set of links 
between two switches. As shown in Fig. 2, LANs/ 
MANS ni,i,k are attached to gateways gi,j, and gate- 

LAN/MAN ATM Switch Gateway 

- chs I Local Traffic 
Class 2 CL Traffic between two gateways attached to the same swtch 

. . . Claw 3 CL Traffic between twa gateways mached to different sw~lches 

Fig. 2. A sample network model. 

ways gi j are connected to switches si. Here we 
assume that physically all the entities are single- 
homed. That is, for every LAN/MAN it only con- 
nected to one gateway, and, for every gateway it 
only connected to one switch. The CL traffics can be 
divided into three classes. Class 1 is the traffic from 
nj,j,h to ni,j,k (Yh # k), class 2 is the traffic from g,,j 
to gi,k (v/i # k), and class 3 is the traffic from g,,j 
to g,,, (vi f k). Note that the first class traffic (local 
traffic) is handled by gateways gi j. And, for the 
sake of locality, (semi-)permanent ’ VPs should be 
preconfigured for the second class traffic between 
two gateways attached to the same switch. Here we 
concern only with the third class traffic between two 
gateways attached to different switches. 

For the network G, let matrix T = [ ~(g,,~, 

gc.d)l,“,lxIv 1 be the estimated long-term traffic pat- 
tern of G hhere w(g,,b, gc,d) is the traffic flow 
between two gateways g,,, and gc,d, and let A = 
[c(i, j>],, ,x ,v, where c(i, j> represents the cost per 
unit flow of the link (i, j). Link costs can be inter- 
preted as metrics other than distances. They are often 
used to represent hop count, delay, lossage, penal- 
ties, or any other quantity that accumulates linearly 
along a path and that one wishes to minimize. 

The problem considered in this paper is to opti- 
mize the virtual topology embedded in network G. 
The goal is to locate p CLSs among / V, I ATM 
switches such that the total CL data flow cost is 
minimized. Connectionless data flows between all 
the gateway pairs will be transported via the CLSs. 
That is, for each gateway pair, CL data flows from 
source gateway to destination gateway must pass 
through at least one intermediate CLS. However, it is 
generally favorable for them to be handled by ex- 
actly one CLS, due to the extra processing delay 
being introduced into each intermediate CLS. In such 
a case, the source sends the CL traffic to the interme- 
diate CLS first, and then CLS forwards it to the 
destination. 

Therefore, the objective function for the optimal 
locating of CLSs M is to minimize 

(1) 
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where M is a subset of V,, mi is one of the p 
switching nodes in M. In Eq. (11, the value of 
d(i, j) is the summation of all the links’ cost along 
the shortest path from node i to node j. That is, 
distance d(i, j) of path (i = uO, u,, . . . , uk = j) is 
the sum of the costs of its constituent links: 

n=O 

The transport cost for gateway pair (go,b, gc,d) is 
equal to the amount of traffic flow w(gO,b, gf,d) 
multiplied by the minimum distance of virtual path 
connection from g,., to g,,, passing by one CLS. 
Since the minimum distance of virtual path connec- 
tion from g,,, to g,, via CLS mi is 

min{d(g,,b, mi)+d(mi, g,,,)li=l,2,...,p}? 

the transport cost of gateway pair (go,b, gc,d) with 
CLS set M is 

min W(&z,b* &,d){d(&,b, mi> + 4mi, &.d>~~ 
rn,EM 
I<i<p 

Our goal is to select a set M from V, such that the 
total transport cost for all pairs of gateway in Eq. (1) 
is minimized, i.e., 

min c 
McV 

s v&?“.61gc.dE v 
mmFM w( ga.b, &,d) 

UZC e I&p 

’ b( ga,b 7 mi) + d(mip gc,d)l* (4 

Notice that the CL traffic flow of a gateway pair 
may pass through more than one CLS. However, the 
only one CLS is selected to handle this flow. 

/ / 

/ 
Connecti~Less- 

Server 
/ 

Fig. 3. A virtual overlayed CL network. 

Once the optimal location of CLS sites have been 
determined, the optimal virtual path connections be- 
tween all the gateway pairs can also be determined. 
Of course, the CL traffic routing is also decided. Fig. 
3 shows a conceptual uirtual overlayed network for 
the direct provision of CL data service in the ATM 
networks. In this figure VPs are set between the 
gateways and CLSs, and the messages from the 
source gateway are routed to the destination gateway 
by CLS. 

Note that for each gateway gi,i, the switching 
node si is the only incoming and outgoing port, thus 
the minimized total transport cost in Eq. (2), say 
OPT, is composed of the costs on Egs and Ess, i.e., 

OPT 

= OP& -t OPT,, 

IV, I ds,) IV, I ds,) 
= c c c c W(&,b, &,d) 

a=1 b=l ;ri d=l 

+ min C 
MC& vs 

min w( s,, sJ 
s EV m,sM 03 c 

OfC s l<iszp 

xwb mi) + d(mi sc>)y (3) 
where n(s,> is the number of gateways attached to 
switch si. Since OPTgs is a constant, the location 
problem is equivalent to 

OPT,, = min C min w(s,, sc) 
MEV, vs,.s E v, mJE M 

CliC l<i<p 

Wb mi) + d(mi, sc)), (4)  

where the aggregated traffic flow between s, and s, 
is 

ds,) nb,) 
w(so, sc> = C C w(ga,i> gc,j>. 

i=l j=, 

By inspection, the lower bound of Eq. (31, say 
LB, can be reached only if for each gateway pair 
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there always exists at least one CLS on one of its 
shortest paths. Thus, 

LB = c w( ga.b9 gc,&( go,b* &.d) 
vg fLh;B;;l” “: 

= LB,, + LB,, 

=OPT,,+ c w(sa, s,)d(s,, SC), (5) 
VS‘,,S,~ v, 

a#, 

where 

is the lower bound of Eq. (4). 
In this section, we have formulated our problem 

as a topological optimization problem. Like the p- 
median problem, this optimization problem is also 
NP-complete. A proof by restriction is given in 
Appendix B. From Appendix B, the well-known 
NP-complete problem, vertex covering, is a special 
case of the p-CLS problem. 

3. Problem solving using greedy method 

To be direct, we may compute the total transport 
cost for each subset M of V,, where 1 it4 1 = p, and 
then compare these values to find an optimal solu- 
tion. However, the brute-force method takes O((T I> 
. p 1 VP I *> time. In this section, a greedy algorithm 
with lower computational complexity for the location 
of p CLSs will be presented. The complete algo- 
rithm is described in Section 3.1; and the numerical 
results are given in Section 3.2. 

3.1, The proposed algorithm 

At first, the Floyd-Warshall algorithm 1251 is 
applied to find the all pairs shortest paths for all 
gateway pairs. In the mean time, a predecessor( i, j) 
index for each node pair is maintained. By using the 
predecessor index, we can easily obtain the shortest 
path for each gateway pair by backtracking from the 
destination node to the source node. 

Let L be. the set of CLSs to be located (initially 
empty), and P be the set of all pairs of gateways 
initially, i.e.? P = ((g,& gc,d) lvg,,b, gc,d E Vs, a 
# c}, and v(s;) be the accumulated weight on 

switching node si for all gateway pairs’ shortest 
paths passing through si. The value of u(sj) can be 
obtained by traversing all gateway pairs (ga,b, gc,dl 
shortest paths and incrementing it by w(g,,b, gc,d) 
whenever si is visited. After all the paths have been 
traversed once, we pick up one node with the maxi- 
mum value of v(sI) as a CLS, say, s* (if more than 
one node is feasible then select arbitrary one). Set L 
to be L U {s *}. And then remove those gateway 
pairs passed through s * from P. Repeat the above 
traversal procedure for all the gateway pairs in P 
until P becomes an empty set. 

It is not hard to verify that the total transport cost 
for node set L is equal to the lower bound LB in Eq. 
(5). Thus, if p is equal to I L I then L is exactly the 
optimal solution for the objective function. If p > 
1 L I then any node set containing L with the cardinal- 
ity p will be an optimal solution since the lower 
bound can be reached if only we locate I L 1 nodes. In 
fact, it is not necessary to locate so many CLSs in 
the network. In addition to the minimal total trans- 
port cost can be fulfilled if only I L I CLSs are 
located, it may introduce more complexity while 
multicasting/broadcasting [23]. It is important to 
note that if p k I L I then the optimal locations of 
CLS will not change even though the traffic load 
(T= [w(g,,,, g,,u)],vr,x,v, ,> is varying with time. 

Next, consider that if p is less than I LI. If M 
(the optimal node set of p-CLS) is contained in L, 
we can find these p CLS among L but not Vs. This 
will reduce the computational complexity since I L) 
is less than ( V, I. Unfortunately, M is not always 
contained in L (the set of p-CLS may not contain 
the set of (p - l)-CLS, see Table 1). Although the 
above algorithm based on the greedy method can not 

Fig. 4. A sample network. 
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Table 1 
The experimental result of 6 nodes network model 

P greedy method brute force relative error rate 

CLS locations CLS locations OPT,, 

1 s3 
2 $13 s5 
3 s3. SC, s4 
4 S?, s5, S4r Sl 
5 S?. ss> sj, s,, s2 
6 s7, s5, s4, s,, s2, &j 

1160 33 1160 o.oooo 
1056 sj, sb 1048 0.0076 
1024 sj, S‘lr s 1024 0.0000 
1024 SI. $3. S4l s5 1024 0.0000 
1024 s,, s2, sj. s4, sy 1024 0.0000 
1024 SIT s2, s3, s4, SST $j 1024 0.0000 

always find the optimal solution in case of p < 1 L I, 
the first p nodes taken by it will form a near-optimal 
solution. This is because the first p nodes have the 
largest accumulated weight, and the near-optimality 
is a direct result of transporting the majority of 
traffic volume in a least cost manner (by way of 
shortest path). 

This greedy method is a shortest path first (SPF) 
based algorithm. Since the shortest path from gi,j to 
g,,, starts at g,,j and goes to si, through the shortest 
path from si to sk, and then to g,,,, i.e., d( gi,j, g, 1) 
= dgi,,, si> + ds,, sk) + c(st, g,,,). When we look 
for the shortest paths for all gateway pairs ( gi, j, g,,,) 
from the graph G = (V, U V,, Eg. U I&>, we only 
have to find them for all switch pairs (si, sc) from 
its subgraph G’ = (V,, E,,). This will save consider- 
able time in computation. A brief pseudocode is 
given in the following procedure. It is easy to verify 
that the computational complexity of this greedy 
method is O( p. 1 V, I 3>. 

0 Procedure GREEDYCG’, p) 

I Floyd-Warshall 

Fig. 5. A virtual shortest path tree rooted at g,,,. 

8 
9 

10 

11 

for all si E V, do u(sJ +-- 0 
L+pl 
p + KS,, s,) ws,, s, E v,, a f cl 
while(P#@ andILl <pIdo 

for each (s,, sc> E P do 
traverse its shortest path, increment u(si) 
by w(s,, sc) whenever si is visited 

14s * > = max( u(sJ lVsi E V, - L} 
L+Lu{s*} 
P + P - KS,, s,) 1 shortest path from s, to 
s, passed by s*) 

return(L) 

3.2. Numerical results 

A numerical example of our network model is 
shown in Fig. 4. Suppose that w(g,,b, gc,d) = 1 for 
all gateway pairs. The results of locating p CL 

Table 2 
The optimal virual paths for all the gateway pairs 

gateway pair optimal virutal path 

(Sl.0 g2.J g1.r tf SI - s3 ++ s2 ++ g2.y 

(&?,..I, g3.J g1.t - SI - s3 cf g3.y 

(g,,.r, g4.J g,,., c, SI - s3 - $4 ++ g4., 

(g,.,, g5.J g,,, ++ SI * s3 ++ s5 - g5.y 

(g1.t~ g6.y) g,,, ++ s, - s3 * s4 c* sb ++ gb,, 

(g2. r. g3.y) g,, I - s2 - s3 ++ g3.y 

(gz.,, g4.J g,* v * s2 ++ s3 - s4 - g4,, 

(&.v g5.J g2.r cf s2 - +I - gs,, 
(gZ..o g6.y) g,,, ++ s2 ++ s3 - s4 ++ sb - g6.j 

(g3.1, g4.J g,, I - s3 ++ s4 -+ g4.y 

(83.1. g5.J g,,, - 33 tf s5 ++ g5.y 

(tT3.1) g6.y) g3.r * sj - s4 ++ s6 -  8b.y 

(A-4,.,) g5.J g4-, ++ s4 - s5 - g5.y 

(g4.r, gb,,) g,, r +a s4 * ‘6 ++ g6.y 

(85~ v. &J 8,. I - % - ‘6 ++ g6.y 
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Fig. 6. Simulation model. 

servers (p= 1,2,..., 6) by the greedy method and 
brute force are shown in Table 1. 

In this example, ( L ( is equal to 3. If p z 3, the 
CLSs obtained by greedy method will always be an 
optimal solution. If p < 3 then the solution found by 
the greedy method is near optimal; and sometimes it 
may be the optimal one by coincidence, e.g., p = 1. 

A virtual shortest path tree rooted at g, x for 
routing CL data traffic is shown in Fig. 5 ‘if the 
located CLS set is { sj, s4, ss}. The complete optimal 
virtual path connections for all the gateway pairs is 
given in Table 2. Notice that there will always exist 
at least one CLS on each virtual path connection. 

It is noted that if we use the indirect approach 
then it needs 1 V’ I( 1 Vg 1 - l), say 12(12 - 1) = 132, 
VPs. If the direct approach is adopted then the 
minimum requirement on the number of VPs will 
fall in the range of [2( 1 VP I fp - l>, 2p I Vg I], where 
I Vg I +p - 1 is the edge number of a hierarchical 
virtual topology in which CLSs form a tree and 
every gateway connected to exactly one CLS, and 
p IVg I stands for every gateway has a virtual connec- 
tion to each CLS (a bipartite graph in which there is 
no connection between CLSs). In this example the 
minimum number of VPs required is only 38 which 
is within the range from 28 to 72 <V’ = 12, p = 3). 

In fact, in addition to the selection criterion de- 
scribed in the previous section, we have also com- 
pared it with two alternatives based on the same 

Table 3 
Average size of covering set 

Method 

brute force 5.717 0.525 
greedy 1 6.391 0.581 
greedy 2 7.419 0.679 
random selection 8.925 0.811 

I 2  ? 4 5 6 7 8 Y IO I, 

Fig. 7. Average relative error rate. 

approach. For the first alternative, in each iteration 
of selection, we pick up the switching node si with a 
minimum value of the sum of WCS,, s,){d(s,, si> + 
d(s,, s,)} for all the node pairs, i.e., 

The second alternative (random method) simply se- 
lects an arbitrary one switching node in each itera- 
tion to be a CLS. Notice that the first alternative will 
always get the optimal solution for the location of a 
single CLS. 

Consider a simulation model with 11 switching 
nodes shown in Fig. 6. Applying the original greedy 
method will excel the others both at the size of 
covering set 1 z 1 (i.e., the minimum number of CLSs 
reaching the lower bound) and the relative error rate 
((7X, - OPT)/OPT). The numerical result is given 
in Table 3 and Fig. 7. It is a great surprise that the 
results obtained by greedy method is very good. 
From Fig. 7, we note that the total transport cost got 
by this algorithm is very close to that of the optimal 
solution if p Q 6 on average, else it can get an 
optimal solution. 

4. Problem solving using branch-and-bound strat- 
%Y 

In the previous section, the heuristic algorithm 
based on the greedy method fails to find the optimal 
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solution for all cases. In this section, we propose 
another approach based on the branch-and-bound 
method to find the optimal solution. 

In Section 4.1, we will describe the algorithm in 
detail. In Section 4.2, numerical results are given to 
show the effectiveness of the branch-and-bound 
method. 

Fig. 9. A sample network 

4.1. The proposed algorithm 

A current optimal solution I * is initialized to be 
the near-optimal(/optimal) solution L which is ob- 
tained by the greedy method (for those solutions of 
p < 1 L 1, we can not tell whether they are near-opti- 
mal or exactly optimal). And a temporary upper 
hound UB is set to be the value of total transport 
cost for the current optimal solution, i.e., TTC,. A 
possible tree organization for the state space of 
network model in Fig. 4 is shown in Fig. 8, in which 
a left branch represents the inclusion of a particular 
switching node (located as a CLS) while the right 
branch represents the exclusion of that node (not 
located as a CLS). 

For each instance I in the state space tree, we 
maintain its lower bound /b(Z) and an array R, for 
all the switching nodes to record their status, where 

f l, if node si is included, 

if node si is excluded, 

otherwise (node si is in the 

don’t care condition). 

Let I0 be the initial instance in which all the 
nodes are in a don’t care condition (i.e., R,[s;] = 0, 
V’si), and its lower bound Ib(l,) is set to be LB,,. In 
the first branch step we split 1, into two instances I, 

Fig. 8. State space tree for p = 2. 

and 12. In the left child instance I,, the status of a 
certain switching node, e.g., node 3 (the first node 
obtained by the greedy method) is set to be included 
(i.e., R,[ s3] = I). On the other hand, in the right 
child instance I*, node 3 is set to be excluded (i.e., 
R,[s,] = - 1). The other nodes still remain in the 
don’t care condition. The following child instances 
will be further individually split into two instances in 
the similar way, e.g., include 5 and exclude 5 (node 
5 is the second node obtained by the greedy method). 
The status of other nodes inherit its parent instance. 

The candidate instance which is selected from 
priority queue ’ Q to be splitted is the live node with 
a minimum lower bound. Initially, 1, is the only one 
element in Q. Both of its children, I, and I,, are 
non-leaf, and thus will be insert back into Q for 
further consideration. If a leaf instance I is visited, 
i.e., the number of included nodes is equal to p, 
compute its value of total transport cost lTC,. If the 
value is less than the upper bound UB, the current 
optimal solution and upper bound are changed to the 
leaf instance and UC,. In addition, nodes in priority 
queue Q with larger or equal lower bound than TTC, 
are removed. 

The lower bound for each non-leaf instance can 
be computed as follows. The lower bound of left 
child instance will always inherit from its parent 
instance, but that of the right child does not. For all 
the node pairs, if there always exists at least one 
un-excluded intermediate switching node on its 
shortest paths, the lower bound for this instance is 
just the same as its parent instance. Otherwise, the 

2 A priority queue is a data structure for maintaining a set of 
elements, each with an associated priority value. At any time we 
can insert an element with arbitrary priority. Without following 
the first-in-first-out (FIFO) queueing discipline, a priority queue 
deletes the element with the highest (or the lowest) priority. In our 
case, we delete an instance I from Q with minimum lower bound. 
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lower bound for the instance should be updated. That 5 
is, if all the intermediate switching nodes along a 6 
gateway pair’s shortest path are excluded, we have to 7 
find another shortest path (in distance) with an un- 8 
excluded node lying on it instead of the original one 9 
to calculate the lower bound. For example, in Fig. 9, 10 
if R,M= l,2.. .,l1 =(-1, -1, 1, -1, -1, -l,O, 11 
- 1, 0, - 1, - l), then desirable virtual connection 12 
from si to s,~ can not be (s,, s2, ~,a> but (si, sg, 13 
slO). The distance of virtual connection from si to sj 14 
can be found by taking a minimum value of d(s,, 15 
s,> + d(s,, sj) where S, is one of the elements in 16 
the set of un-excluded nodes, i.e., min{d(si, s,,,) + 17 
ds,, sj) I R,[ s,] f - 1, Vrn]. Notice that the short- 18 
est virtual connection from S, to s2 is (s,, s2, s3, 19 
s,), which is not a simple path. 3 The new lower 20 
bound for this kind of instances can be computed by 21 
LB,, adding the difference of transport cost between 22 
the virtual path connections and the original shortest 23 
paths for all the gateway pairs. 24 

In the branch-and-bound search scheme, we al- 
ways keep track of all partial solutions (live nodes) 
contending for further consideration. The node with 
least cost selecting from Q is extended one level at 
each iteration, splitting into two child nodes. Next, 
these new nodes are considered, along with the 
remaining old ones: again, the least-cost is extended. 
When a complete solution (leaf node) is reached, 
compare its total transport cost with that of current 
optimal solution, and decide whether the current 
optimal solution will be replaced by it. This process 
repeats to extend all partial solutions until their 
lower bounds are not lower than the total transport 
cost of current optimal solution. That is, once we 
make sure that all the live nodes are not better than 
the current optimal solution, then we can claim that 
the current optimal solution is exactly an optimal 
solution. A brief pseudocode for the algorithm is 
shown in the following procedure. 

The computational complexity for brute-force 
method is O((F I) . p I V, I 2). In this branch-and- 
bound strategy, the time to calculate the value of 
TTC for a left child instance is 0( p ] V, 1 2, if the 
instance is a leaf node. Otherwise, it only takes o(1) 
time to obtain the lower bound. A right child in- 
stance is always a non-leaf node. Its complexity is 
0(x I V, I 2), where h is the mean internodal distance. 
For a connected semi-random network with 100 
nodes and degree 4, % = 3 [26]. Let nL,, rq,, and nR 
denote the number of left leaf, left non-leaf, and 
right child generated by this algorithm, respectively. 
Thus, the complexity for the branch-and-bound 
method can be written as O(n,, .p I V, 1 ’ + nL, + nR 
. h ] V, ] 2, where the values of nL,, nLz, nR depend 
on network instance. 

0 Procedure BRANCH-AND-BOUND(G), L, p) 
1 I’+L 
2 UB + ITC, 
3 create initial instance I, 
4 for all si E V, do RIO[sjl + 0 

-T---- A path is simple if all vertices in the path are distinct. 

0 Procedure LOWERBOUND 
1 lb(Z) +- LB,, 
2 for each switching node pair (s,, s,) do 
3 Pas + 0 
4 s; + s, 
5 while (Jag = 0 and si + s,) do 
6 if s, E V, - V,,then 
7 flag + 1 
8 break 
9 si +- predecessot(s,, si) 

while (Q # @> do 
Ml’) = min{Zb(Z) IVZ E Q} 
Q +- Q - (1’1 
create right child instance I, of I’ 
R, [sequence[level( I’> + l]] +-- - 1 
Ib( I,) +- LOWERBOUNDC Z, ) 
if Zb(f,)<UB then Q+-QU{l,) 
create left child instance I, of I’ 
R,,[sequence[level(Z’) + l]] + 1 
if cardinality(Z,) = p then 

if TX,, < UB then 
I* +z, 
UB + lTC[,, 
Q +- Q -{Z 1 lb(Z) > UB, tll E Q) 

else 
Ib(Z,) +- lb(Z’) 
Q * Q U {I,} 

return( Z * > 
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Fig. 10. Simulation model. 

10 
11 

12 
13 

if Jag = 0 then 
d’(s,, s,> + min(d(s,, sj) + 
d(s,, s,)Ivsj E vs - ‘,,I 
lb(Z) + lb(Z) + d’b,, SC> - d(s,, SC> 

return(lb( I>> 

4.2. Numerical results for branch-and-bound strat- 

egy 

A simulation model is shown in Fig. 10. Compar- 
ing to the brute force, Table 4 shows the excellence 
of the branch-and-bound strategy by a simulation 
study. The number of instance traversals will not 
continuously increase proportional to p but tend to 
decrease for large p’s. The proportion of branch- 
and-bound strategy to brute force method in the total 
number of instance traversals is given in Table 5. 
Notice that the order of feasible solutions in the 
branch step using the order of greedy sequence, i.e., 
obtained by the greedy method, will not have a 
smaller search tree. In other words, if we use the 

Table 4 
Number of instances traversed. Simulation 100 times, 1 v, I= 20 

greedy sequence as the branching sequence, it could 
not get the optimal solution sooner by pruning the 
search tree properly. 

5. Virtual topology construction 

In Section 2, we have mentioned that once the 
locations of CLSs have been determined, the virtual 
path connections between all the gateway pairs are 
also determined. Since the CL traffic flow for a 
gateway pair may pass by more than one CLS, we 
have to select one CLS to handle this CL traffic. In 
the next step, we determine the locations of end- 
points for each VP along the virtual path connection. 
And then allocate proper bandwidth to them accord- 
ing to the traffic pattern matrix T= [~(g,.~, gr,d)l. 

If the CL traffic flow for gateway pair (g+ gc,d) 
passed by exactly one CLS, say s,, then there is 
only one choice: set up the virtual paths from ga,b to 
s, and from s, to g,,,. For example, if the 3 CLSs 
for Fig. 9 is {So, s,, s&, we will set up two VPs for 
(g2,17 g4J from g,,, to CLS s3 and from CLS s3 to 
g4,] (i.e., the intermediate endpoint is on s3). The 
allocated bandwidth for them can be preconfigured 
to Wh,J, g,,,). 

If the flow passed by more than one intermediate 
CLS then it has more than one intermediate endpoint 
for choice. For example, the CL traffic flow from 
g, , to g6,, will go through the virtual path connec- 
tion (g, ], s2, s3, sll, s7, s(,, g,,, > with two CLSs 
lying on’it, i.e., sj and s,. In this case, for the sake 
of load balancing, we prefer to select the one with 

P branch-and-bound brute-force 

greedy sequence random sequence lOti’“- ‘) P 

nl., nL* nR nL, nL, fiR 

2 14,382 1,650 16,032 13,545 1,632 15,177 19,000 
62,520 12,840 75,360 60,627 12,603 73,230 114,OOG 

169,386 53,766 223,152 168,105 52,365 220,470 484,500 
323,460 149,742 473,202 322,710 141,789 464,499 1,550,400 
491,121 313,104 804,25 500,754 292,473 793,227 3,876,OoO 
556,770 471,375 1,028,145 585,102 399,234 984,336 7,752,OOO 
444,576 5 12,520 957,096 502,590 497,361 999.95 1 12,597,OOO 
289,725 417,567 707,292 312,117 406,440 718,557 16,796,OOO 
138,162 257,433 395,595 178,707 29 1,822 470,529 18,475,600 
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Table 5 
Proportion in total number of instance traversals 

P greedy sequence random sequence 

2 1.6876 1.5976 
3 1.3221 1.2847 
4 0.9212 0.9101 
5 0.6 104 0.5992 
6 0.4150 0.4093 
7 0.2653 0.2540 
8 0.1520 0.1588 
9 0.0842 0.0856 

10 0.0428 0.05 10 

less CL data traffic handled by it. If we take s3 as 
the intermediate endpoint, then s7 is transparent to 
this traffic flow (CL data packets from g%, to g,,, 
will pass by s, as an ordinary switch). 

By backtracking the virtual path connection for 
each gateway pair (g, b, gc,d), the CLSs 
M[ l], M[2], . . . , M[ n] consecutively being passed by 
the VPC of (go,6, gr.d) can be obtained. Let << i, j 
X- denote the VP for shortest path from i to j. The 
following pseudocode illustrates how to layout a 
virtual overlay network. 

0 Procedure LAYOUT(G, p> 
1 for each gateway pair (g,,,, gc,d) do 
2 (Ml], w21,. . .? Mnl) + 

backtracking(g,,,, gc,$ 
3 for i = 1 to p do u(M[ i]) + 0 
4 sort all pairs of gateway by the combination of 

n (i.e., the number of CL.% they pass by) in 
ascending order, and weight in descending or- 
der into an ordered list L 

5 for each gateway pair (x, y> in L with n = i 
do 

6 U(t>=min{u(M[j])]j= l,...,i} 
7 setup ex, t % and et, y > 
8 u(t) + u(t) + 4x, y> 

6. Conclusions and discussions 

Direct CL service is particularly suitable for de- 
lay-tolerant or non-real-time applications, i.e., those 
which do not require tightly constrained delay and 
delay variation, such as traditional computer commu- 
nications applications. From the view point of effi- 

ciency, direct provision of CL data service is a 
better choice in a large-scale ATM network. 

In this paper, we have formulated the p-CLS 
problem as a mathematical optimization and shown 
that it is NP-complete. The objective function of the 
p-CLS problem is to minimize total transport cost. 
Minimized total transport cost implies minimized 
average transport cost, thus the minimum average 
end-to-end delay or bandwidth requirement can be 
achieved. A branch-and-bound algorithm for optimal 
location of CLSs has been developed and illustrated. 
Further reduction in computational complexity is 
also available by using the greedy algorithm. By the 
optimal locating CLSs, we can obtain the optimal 
virtual topology for the interconnection of LANs/ 
MANS with a wide area public ATM network. It is 
easily seen that the proposed solution can be applied 
to ATM LANs by replacing gateways with ATM 
stations. It is also useful in designing the broadband 
uirtual private networks [27]. 

We have considered taking one CLS as the inter- 
mediate endpoint for every gateway pair in this 
paper. Comparing with taking more than one inter- 
mediate endpoint, it has the advantage of less delay 
but is defective in scalability. That is, if we take 
only one intermediate endpoint for all pairs of gate- 
way, the required minimum number of VPIs will be 
greater than that of taking more than one, since all 
the VPs with the same endpoints can be statistically 
multiplexed to one large VP to utilize the physical 
trunk. However, in spit of the fact that taking more 
than one intermediate endpoints will have the benefit 
in bandwidth and VP1 efficiency (due to the effect of 
statistical multiplexing), it suffers from much more 
delay. This is because of the more intermediate 
endpoints, the more the delay for data processing, 
routing (and segmentation, reassembly for the re- 
assembly mode server [12]) at each CLS. 

In general, a smaller p will result in a higher 
multiplexing gain if taking more than one CLS is not 
prohibited. However, the smaller p implies a larger 
total transport cost. A good compromise can be 
found, in addition to introducing CLS cost under a 
certain budget consideration, by unifying the cost 
metric for both the transport cost and multiplexing 
gain. (The evaluation of statistical multiplexing gain 
for inter-LAN/MAN CL data traffic is beyond the 
scope of this paper.) 
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One may argue that, first, why the objective 
function does not subject to the constraint on link 
capacity; second, while the connectionless flow is 
additive, the bandwidth required to carry flow does 
not grow linearly with flow. However, connection- 
less data traffics tend to be bursty by nature, thus it 
is difficult to predict the accurate values of traffic 
parameters (e.g. peak rate and burstiness) on the vast 
majority of existing data networking applications. To 
optimize the link utilization, several control methods 
(e.g. rate-based and credit-based mechanisms) for 
two new QoS service classes in ATM network, say 
ABR (Available Bit Rate) and UBR (Unspecified Bit 
Rate), are proposed to carry bursty and unpredictable 
traffics in a best effort manner [28]. No resource 
reservation is performed before transmission. They 
are supposed to make an efficient use of bandwidth, 
by dynamically allocating the available bandwidth 
on an as need basis to all the active connections, 
with extremely low cell loss. It is remarkable that 
best effort services do not reserve guaranteed non- 
preemptable bandwidth. Thus, the effective gain of 
statistical multiplexing is almost intractable. It is our 
belief that it makes sense to neglect the effect of 
statistical multiplexing on VP connecting CLSs at 
the time we try to find the optimal location of CLSs 
in our formulation. 

Appendix A. The p-median problem 

Let G = (V, E) be a connected undirected graph 
where V and E represent the sets of vertices and 
edges of graph G respectively. Each vertex v in V is 
associated with a nonnegative number w(v) (the 
weight of u), and a positive number I(e) (the length 
of e) is binding to each edge e in E. The p-median 
problem is to find a set M of p vertices in V so as 
to 

min C min w(v)d(v, m,), 
ME” vi,c=V m,sM 

I <i<p 

where d is a distance function on G. 
It has been shown [20] that the problem of finding 

p-median of a network is an NP-hard problem even 
in the case when the network is a planar graph of 
maximum vertex degree 3 all of whose edges are of 
length 1 and all of whose vertices have weight 1. 

Appendix B. NP-completeness of the p-CLS prob- 
lem 

In this appendix, the problem formulated in Sec- 
tion 2 is shown to be NP-complete by restricting its 
instance to the vertex cover problem. The optimiza- 
tion problem in Eq. (4) can be converted to the 
following decision problem, the p-CLS problem: 

Instance: Graph G’(V,, E,,), for each node pair 
(si, si) of G’ weight w(si, sj) EZ+, for each edge 
{si, sj} E E,,, length c(si, sj) E Z+, positive integer 
p < I V, I, positive integer B. 

Question: Let d(s,, s,) is the length of the shortest 
path from si to sj. Is there a node set of size p or 
less for G’, i.e., a subset M c V, with I M I <p such 
that 

nc,= c min w( s,, sc) 
VS,,.SeE v, ;y<: U#C . . 

XM% tni) + d( mi, sc)} < B? (A.11 

We can restrict the p-CLS problem to a vertex 
cover problem by allowing only instances having 
c(s;, sj) = 1 for all (si, sj} E E,, and having B is 
equal to the lower bound of our objective function in 
Eq. (4), say LB,,. The NP-completeness of p-CLS 
problem can be derived from the following lemmas. 

Lemma 1. A subset M * of V,, with cardinality p, is 

a feasible solution of p-CLS problem for G’ (V,, E,,) 
if and only if for each node pair of G’ there always 
exists at least one node of M * lying on one of its 
shortest paths. 

Proof. As we have described at Section 2, the lower 
bound of Eq. (4) can be reached only if, in the ideal 
case, for each gateway pair there always exists at 
least one CLS on one of its shortest paths. In other 
words, for each node pair of G’ there always exists 
at least one node of M * lies on one of its shortest 
paths if and only if the total transport cost for M *, 
say YITC,. , is equal to LB,,. Since LB,, is the lower 
bound of the value of optimal solution, i.e., TTC, 2 
LB,, for all subset M of V,. Therefore, M * of size 
p for which total transport cost UC,. is equal to 
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LB,, if and only if M * is an optimal solution of 
y-CLS of G’. 0 

Lemma 2. For each node pair of G’ there always 
exists at least one node of M * lying on one of its 
shortest paths if and only if for each edge {si, sj} E 
E,, at least one of si and sj belongs to M *. 

Proof. ( = ) For those adjacent node pairs (s;, sj), 
there always exists at least one node of M ’ lying on 
its only shortest path ( si, s,) indicating that si E M * 
or sI E M * . 

(3) For each node pair, its shortest path al- 
ways contains no less than one edge. Thus, if for 
each edge Isi, s,} E E,, at least one of si and sj 
belongs to M * then for each node pair there always 
exists at least one node of M * lying on one of its 
shortest paths. 0 

Theorem. The p-CLS problem is NP-complete even 
if the network is a planar graph of maximum certex 
degree 3 all whose links are of cost 1 and all of 
whose node pairs have weight 1. 

Proof. We shall argue first that p-CLS E NP. Then 
we shall show that p-CLS is NP-hard. 

To show that p-CLS belongs to NP: Suppose we 
are given a graph G’ = (V,, Ess>, and integers p and 
B. The certificate M we choose is the subset of V,. 
The verification algorithms affirms that ( M 1 <p, 
and then it checks whether the inequation (A.l) is 
satisfied. This verification can be performed straight- 
forwardly in polynomial time. 

Garey and Johnson have shown that the vertex 
cover in planar graphs with maximum degree 3 is 
NP-complete 1231. Let G’(V,, E,,) be a planar graph 
of maximum degree 3, edge length c(sj, sj) = 1 for 
all {s;, s,} E E,, and weight w(s,, s,) = 1 for all 
node pairs (so, s,) of G’. According to Lemmas 1 
and 2, we can conclude that M * is a vertex cover of 
size p for G. Therefore, the vertex cover problem is 
a special case of the p-CLS problem, thus complet- 
ing the proof. 0 
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