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等位集與流體體積混合 

             應用在二相流 

學生：蔡修齊 

 

指導教授：賴明治 

國立交通大學應用數學系﹙研究所﹚碩士班 

摘 要       

 

    本論文介紹如何用等位集方法來處理介面上的熱方程問題，其中等位集方法

只需要用到直角座標系即可。接著我們結合等位集方法和流體體積法來模擬二相

流，而且這個混合的方法可以用來解關於介面的性質。最後我們加入不可溶解的

介面活性劑在我們的介面上並解二相流問題，然後再觀察界面活性劑對於介面的

影響。 
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Coupled Level Set and Volume-of-Fluid 

Method for Two-Phase Flows 

  

Student : Siou-Chi Tsai 

 

Advisor:Ming-Chih Lai 

Department (Institute) of Applied Mathematics 

National Chiao Tung University 

 

Abstract 

 

In this paper we introduce level set method to solve heat equation on interface with 

Cartesian coordinate. Then we couple level set method and Volume-of-Fluid method 

to simulate two-phase flow for interface property and conserve the volume of inner 

area. Finally we add insoluble surfactant on the interface when simulating two-phase 

flows and observe the impact of surfactant on interface. 
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1 Introduction

In this article, we introduce two methods which are Level Set Methed and
Volume-of-Fluid Method to simulate two-phase flows. The Level set method
is developed mainly by S. Osher[1] and J. A. Sethian[2] and the application of
level set method is very wide like solving Stefan problem[9] or solving PDEs
on surface[12, 15, 16, 18, 19]. In our article we also introduce how to solve
heat equation on circle by Local Level Set Method.

To simulate two-phase flows problem, [6, 7] use level set method to sim-
ulate the interface motion under two-phase flows. If we just use level set to
simulate, then the inner area of interface will not be conserved. The reason
that inner area does not conserve is the scheme of level set method do not
have this property. Although using level set to simulate the interface under
two-phase flows is very easy and the method can be adapted to topology
changing of interface, the method also has the critical drawback which is
volume does not conserve.

To overcome the conservation of inner area, Hirt and Nichols[3] devel-
oped Volume-of-Fluid Method to handle the conservation of inner area. This
method is mainly to handle the volume conservation issue and the method
is also adapted to topology changing of interface as level set method.But
the drawback of VOF method is how to describe the interface.If we just use
VOF method, we will face on an issue which is how to reconstruct interface
only using VOF method[10, 11] which is not as easy as level set method to
describe interface.

So, [14, 17] coupled VOF and level set method to simulate two-phase flows
for axisymmetric case and two-dimensional case respectively. In our article
we mainly refer the method of [17] to simulate for the two-dimensional case.

The insoluble surfactant on the interface in two-phase flow is also an
interesting topic and [21] use IIM and local level set method to handle two-
phase flows with surfactant. We refer the local level set method of [21] and
the coupled VOF and level set method to handle the two-phase flows with
surfactant.

In this article we first introduce solving PDE on circle by level set method
which relates the reinitialization of level function by ENO or WENO scheme[4,
5, 13] and then we use coupled VOF and level set method to simulate two-
phase flows without surfactant for two-dimensional case. Finally we couple
above two topics to simulate two-phase flow with surfactant.
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2 Navier-Stokes Equations

2.1 Introduction

In order to simulate two-phase flows with the interface we need the model
which simulates the motion of two-phase flows. This model is Navier-Stokes
equations

ρ(ut + (u · ∇)u) = −∇p+ ρg − σκn +∇ · µ[∇u + (∇u)T ] (1)

∇ · u = 0

where u:velocity,ρ:density, p:pressure, µ:viscosity, g:gravity and σκn denotes
the surface tension of the interface where σ:surface tension coefficient, κ:curvature
on interface and n:normal on interface.

2.2 Numerical Scheme

We solve Navier-Stokes equation by two steps as follows.

Step1 Prediction:
We solve first step by Crank-Nicholson method in time

(∇ · (µn+1∇u∗)− 2ρn+ 1
2

∆t
u∗) =2∇pn− 1

2 − 2ρn+ 1
2

∆t
un −∇ · (µ∇u)n (2)

+ (3Fn − Fn−1)

where

F =

[
ρ(uux + vuy)− (µvx)y − (µux)x − f1

ρ(uvx + vvy)− (µvy)x − (µuy)y − f2

]
and f = (f1, f2) means the external force term (ρg − σκn)

Note that µn+1 and ρn+ 1
2 are computed by extrapolation as follows

µn+1 = 2µn − µn−1

ρn+ 1
2 =

3

2
ρn − 1

2
ρn−1

and Eq.(2) becomes Poisson type equation and can be solved by linear
system for u∗.
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Step2 Projection:
Since the new u∗ is not diverge free, we apply this step to correct u∗ to
be diverge free which means ∇ ·u = 0 and then compute new pressure
term ∇pn+ 1

2 .By Helmholtz-Hodge decomposition, we have

u∗ = un+1 + ∆t∇ψn+1

∇ · un+1 = 0

So we have

ρn+ 1
2
un+1 − u∗

∆t
= −∇ψn+1

and then take divergence we have

∇ · (∇ψ
n+1

ρn+ 1
2

) =
∇ · u∗

∆t

After getting ∇ψn+1 we have

un+1 = u∗ − ∆t

ρn+ 1
2

∇ψn+1

∇pn+ 1
2 = ∇pn− 1

2 +∇ψ +∇ · (µn+1(un+1 − u∗))

Acknowledgment
The whole scheme of solving Navier-Stokes equation as above is provided by
Yu-Hau Tseng and again we thank Tseng for providing the code of solving
Navier-Stokes equations.
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3 Solving PDE on Interface by Level Set Method

3.1 Introduction

In the numerical simulation of partial differential equations, we usually en-
counter the problem of handling interface, for example:two-phase flows of
Navier-Stokes equation or heat equation on the interface which is irregular
or high dimensional. To describe the interface is the main issue when solving
PDE with interface problem. We use level set function which we will have
details later. There are many advantages that level set method provides, for
example the interface can be easy presented and when normal vector on the
interface are needed, it also can be calculated easily by level set method.
Our goal in this chapter is to solve heat equation on the circle which means
that the heat quantities just diffuse on the circle and do not diffuse out of
circle.As we just use Cartesian grid computational domain, how do we handle
this problem? We will give details step by step.

3.2 Level Set Function and Signed Distance Function

3.2.1 Level Set Function

The concept of level set function is very simple. We let the symbol φ to
represent level set function.On the interface, φ is defined to be zero which is
zero level set, outside the interface we define φ > 0 and inside the interface
we let φ < 0. With the help of level set function, we can easily distinguish
points which are inside or outside the interface.(See figure1)

3.2.2 Signed Distance Function

Next we will explain what the signed distance function is. Let a point
P (x0, y0) which is arbitrary and we have level function φ .If the value of
φ(P ) is equal to the distance from P to the interface,we call that φ is signed
distance function. Maybe this description is not clear enough, let us take a
example

Example.1 We take a level function of circle, (See figure1)

φ(x, y) =
√
x2 + y2 − 1

with center O(0, 0) and radius r = 1 and we claim that φ is signed dis-
tance function. Note that O is inside interface and distance from O to inter-
face is 1, then we find that φ(0, 0) = −1 where − represent inside interface
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Figure 1: (a)Definition of level function φ (b)Figure of example.1

and 1 denote the distance. A(1, 0) is on the interface and we find that
φ(1, 0) = 0 and B(1.5, 0) is outside interface with distance 0.5 to interface,
so φ(1.5, 0) = 0.5.Since φ is signed distance function, we have such pretty
property.

From the above example we can figure out the meaning of signed distance
function. So for any point plugging into φ, we can know the point is out-
side,inside or on the interface and the distance from point to interface is also
known when φ is signed distance function.

3.2.3 How To Distinguish Signed Distance Function?

In few cases we can just write down the signed distance function as math-
ematical formulation exactly like example.1. Since circle have very good
properties, so the above example of circle is special case. Note that the level
function of unit circle is not only one case. Consider that φ(x, y) = x2+y2−1
is also a level function for unit circle, but unfortunately,it is no longer a signed
distance function. Let us take a test,plug B into φ we get φ(1.5, 0) = 1.25 is
not equal to 0.5, so this level function is not signed distance function.

Actually, signed distance function has a very good property which is
|∇φ| = 1 and it is also a condition to check whether a level function is a
signed distance function or not. For computing normal n = ∇φ

|∇φ| , if φ is
signed distance function, we can calculate n more accurately and n = ∇φ
where ∇φ can be calculated by central difference and get second order for n.
If φ is not signed distance function then n = ∇φ

|∇φ| will be first order accuracy
and may not accurate enough, this is why using signed distance function to

5



calculate n will be better.
Most of level set functions are not signed distance function. For example,

the level function of ellipse:φ(x, y) =
√

(x
a
)2 + (y

b
)2−1 is not a signed distance

function.It is easy to check that |∇φ| 6= 1. In order to let readers understand
more about signed distance function and distinguish whether level function
is signed distance function or not, we contour three level functions in the
following :

φ1(x, y) =
√
x2 + y2 − 1 (3)

φ2(x, y) = (x2 + y2)− 1 (4)

φ3(x, y) =

√
(
x

0.6
)2 + (

y

0.3
)2 − 1 (5)

for φ-values [−20∆x : 5∆x : 20∆x] as in figure2.
Note that φ1 and φ2 are both level function of unit circle and φ3 is level

function for ellipse. In Eq.(1),the distance between any two adjacent level
curves are the same and equal to 5∆x, that is why we call Eq.(1) is signed
distance function. Eq.(2) and Eq.(3) do not have such nice property and
the distance between any two adjacent level curves are not the same. So
when calculating normal on interface, signed distance function will be more
accurate. Now we have introduced another method to distinguish signed
distance function which is to observe the contour of φ.

Remark
The fifth level curve of each φ in figure2 is the interface, that is φ = 0.We
will find that the location of φ = 0 of Eq.(1) and Eq.(2) are at the same
location since they are both level functions for unit circle and φ = 0 denotes
the interface.

Since most level functions are not signed distance function and the exact
mathematical form of signed distance function is hard to find, so how do
we handle this problem? In the next section, we will introduce the Re-
initialization process which can overcome the problem.

3.3 Re-initialization

In this section, we introduce how to modify a level function which is not a
signed distance function into a signed distance function. The process is not
complicated and it involves solving a PDE to steady state as follow:

φt + S(φ0)(|∇φ| − 1) = 0 (6)
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Figure 2: Contour of Eq.(3),(4) and (5)
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where

S(φ0) =


1 in Ω+

−1 in Ω−

0 on ∂Ω

Let us explain the meaning of Eq.(6) first. Consider a PDE which similar
to Eq.(6) :

φt + |∇φ| = f(x) (7)

If we solve Eq.(7) to steady state, we will get that |∇φ| = f(x). Since
signed distance function has a property |∇φ| = 1, so if the level function φ
is not signed distance function(i.e. |∇φ| 6= 1), we use the concept of Eq.(7)
to enforce |∇φ| = 1, that is to solve :

φt + |∇φ| = 1 (8)

From Eq.(7) we know that the information is propagated in the normal di-
rection. So the information is carried from small φ-value to large φ-value.
So we hope the information propagated from interface(i.e. φ = 0). But if we
solve Eq.(8) for whole domain Ω, since the level function is negative inside
interface,so the information is propagated from the Ω− and obviously it is
wrong.

So if we solve Eq.(8) in Ω+ ∪ ∂Ω then it means that the information is
propagated form interface to Ω+ and it make sense. Similar concept, we want
the information propagated from interface to Ω−, so we solve the equation :

φt − |∇φ| = −1 (9)

in the domain Ω− ∪ ∂Ω.
Finally we couple Eq.(8) and Eq.(9) to get Eq.(6). Solving Eq.(6) to

steady state, we have |∇φ| − 1 = 0(i.e. |∇φ| = 1 ) and that is the goal of
reinitialization. Note that if φ = 0 denotes the interface, then after reinitial-
ization process,φ = 0 is static and do not change it’s value since S(φ0) = 0
on ∂Ω. So the reinitialization process ensure that the location of interface
will not be changed.

3.4 Spatial Discretization for Reinitialization Process

In this section, we will describe how to handle |∇φ| in Eq.(6). If we just use
central difference to compute |∇φ| , then we will get terrible result.Before
handling this term, let us look at 1D example :
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Example.2 (Burger’s equation)

ut + uux = 0 (10)

We discretize ux in Eq.(10) by upwind difference.We denote :

D+
i u =

ui+1 − ui

∆x
and D−

i u =
ui − ui−1

∆x

Note that the coefficient u of ux decides the information from which direc-
tion. That is, if u > 0 we know that the characteristics come from left side
so we use D−

i u to compute (ui)x. On the other hand, if u < 0,it means that
the information and characteristics come from right side so we use D+

i u to
compute (ui)x.

The above equations explain what is upwind difference for 1D case.Note
that Eq.(6) and Eq.(10) are similar for some sense,but Eq.(6) is a 2D PDE
and is not as simple as Eq.(10) when handling first derivative term.

3.4.1 Godunov’s Method

Since Eq.(6) is a 2D PDE which is not as simple as Eq.(10), we introduce
Godunov’s Method to handle |∇φ| in Eq.(6). Actually, Godunov’s method
uses the same concept which is characteristic coming from which direction.
But in 2D domain you may doubt that the characteristic can come from
infinite directions and how to decide? To overcome this problem, we just
simplify and separate x-direction and y-direction to compute respectively
that is just compute φx and φy respectively. Since we know the information
propagated from interface, so when computing (φi,j)x, we choose the point
of φi+1,j and φi−1,j by the direction of information propagating and then
compute (φi,j)x. For example,if (i, j) is outside interface and if φi−1,j <
φi,j < φi+1,j which means (i − 1, j) is nearest interface within these three
points and the information is propagated from φi−1,j to φi+1,j, so we use

D−
i,jφ =

(φi,j−φi−1,j)

∆x
. On the other hand, if φi−1,j > φi,j > φi+1,j which means

information comes from φi+1,j to φi−1,j, then we use D+
i,jφ =

(φi+1,j−φi,j)

∆x
.

Having the basic concept of Godunov’s mothod, we find that in some sense
this method is as upwind method. Here we describe Godunov’s method for
solving Eq.(6) in the following :

Details of Godunov’s Method

1. If φi,j > 0 which means the point is outside interface, then

9



(a) If D+
i,jφ > 0 and D−

i,jφ > 0 then it means φi−1,j < φi,j < φi+1,j and
(φi,j)x = D−

i,jφ

(b) If D+
i,jφ < 0 and D−

i,jφ < 0 then it means φi−1,j > φi,j > φi+1,j and
(φi,j)x = D+

i,jφ

(c) If D+
i,jφ ≤ 0 and D−

i,jφ ≥ 0 then it means φi−1,j ≤ φi,j and φi,j ≥
φi+1,j. In this case, the information comes form both two sides
and we treat the shock by the larger influence between D−

i,j and
D+

i,j, that is (φi,j)x = max(|D−
i,j|, |D+

i,j|)
(d) If D+

i,jφ ≥ 0 and D−
i,jφ ≤ 0 then it means φi−1,j ≥ φi,j and φi,j ≤

φi+1,j and the information flow to both sides from (i, j). This does
not make sense since interface do not pass grid (i, j). So in this
case we just set (φi,j)x = 0.

2. If φi,j < 0 which means the point is inside interface.
(Note that inside interface the φ-value is negative and if φ is larger, it
is much near the interface.)

(a) If D+
i,jφ > 0 and D−

i,jφ > 0 then it means φi−1,j < φi,j < φi+1,j and
(φi,j)x = D+

i,jφ.

(b) If D+
i,jφ < 0 and D−

i,jφ < 0 then it means φi−1,j > φi,j > φi+1,j and
(φi,j)x = D−

i,jφ

(c) If D+
i,jφ ≥ 0 and D−

i,jφ ≤ 0 then it means φi−1,j ≥ φi,j and φi,j ≤
φi+1,j. In this case, the information comes form both two sides
and we treat the shock by the larger influence between D−

i,j and
D+

i,j, that is (φi,j)x = max(|D−
i,j|, |D+

i,j|)
(d) If D+

i,jφ ≤ 0 and D−
i,jφ ≥ 0 then it means φi−1,j ≤ φi,j and φi,j ≥

φi+1,j and the information flow to both sides from (i, j). This does
not make sense since interface do not pass grid (i, j). So in this
case we just set (φi,j)x = 0.

After simplifying the Godunov’s method as above, the scheme is obvious
and easy to implement by numerical computing. Here we give three remarks
as follows:

Remark

1. In Godunov’s method, we discetize φx by one-sided difference, so the
scheme is first order accurate.

2. The cases φ > 0 and φ < 0 are opposite since the signed function S(φ0)
is 1 outside interface and −1 inside interface.
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3. The y-direction case φy is as same as computing φx. So after solving
φx and φy, the spatial discretization of |∇φ| in Eq.(6) is complete.

3.4.2 Second-Order Hamilton-Jacobi ENO Scheme

Since the Godunov’s method is first order, if we want the scheme more pre-
cise, we introduce second-order ENO (essential non-oscillatory) scheme to
discretize. The ENO scheme is based on Godunov’s method for first-order
term which described above when solving Eq.(6). We write the Taylor ex-
pansion of φ:

φ(x) = φ(x̃) + φ′(x̃)(x− x̃) +
φ′′(x̃)

2!
(x− x̃)2 + · · · (11)

If we use D−φi, then it means we plug xi and xi−1 into Eq.(11) and get
(φi)x. Now the ENO scheme is to add a adjacent point plug into Eq.(11).
The point is chosen to be much smooth between two sides. Let us take a
example to explain :

Example.3 If Godunov’s method tell us that we choose the point xi−1

when computing (φi)x then we need to choose another point between xi+1

and xi−2 to plug into Eq.(11) and get second-order result. We want choose
much smooth side point so we need some criterion for choosing point. Let
us denote:

∆+φ(xi) = φ(xi+1)− φ(xi)

∆−φ(xi) = φ(xi)− φ(xi−1)

∆−∆+φ(xi) = φ(xi+1)− 2φ(xi) + φ(xi−1)

∆−∆+φ(xi−1) = φ(xi)− 2φ(xi−1) + φ(xi−2)

Then if |∆−∆+φ(xi−1)| 6 |∆−∆+φ(xi)| which means left side is much smooth
and we choose the point xi−2 to plug into Eq.(11). Otherwise we choose xi+1

to plug into Eq.(11). No matter what point is chosen, the scheme is always
second-order.

Now we describe the whole process for 1D case for ENO scheme based
on Godunov’s method :

1. If we use D−φ for first-order discretization to compute (φi)x

11



Figure 3: (a).left-biased (b).right-biased

(a) If |∆−∆+φ(xi−1)| 6 |∆−∆+φ(xi)|,then

(φi)x =
φ(xi)− φ(xi−1)

∆x
+
φ(xi)− 2φ(xi−1) + φ(xi−2)

2∆x
(12)

=
3φ(xi)− 4φ(xi−1) + φ(xi−2)

2∆x
(13)

(b) If |∆−∆+φ(xi−1)| > |∆−∆+φ(xi)|,then

(φi)x =
φ(xi)− φ(xi−1)

∆x
+
φ(xi+1)− 2φ(xi) + φ(xi−1)

2∆x
(14)

=
φ(xi+1)− φ(xi−1)

2∆x
(15)

2. If we use D+φ for first-order discretization to compute (φi)x

(a) If |∆−∆+φ(xi)| 6 |∆−∆+φ(xi+1)|,then

(φi)x =
φ(xi+1)− φ(xi)

∆x
+
φ(xi+1)− 2φ(xi) + φ(xi−1)

2∆x
(16)

=
3φ(xi+1)− 4φ(xi) + φ(xi−1)

2∆x
(17)

(b) If |∆−∆+φ(xi)| > |∆−∆+φ(xi+1)|,then

(φi)x =
φ(xi+1)− φ(xi)

∆x
+
φ(xi+2)− 2φ(xi+1) + φ(xi)

2∆x
(18)

=
φ(xi+2)− φ(xi)

2∆x
(19)

To handle 2D case, it is as the same method and we split the domain
into x-direction and y-direction to handle respectively. Here we have intro-
duced the second-order ENO scheme for solving Hamilton-Jacobi equation
like Eq.(6). Next we will introduce more higher order scheme.
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3.4.3 Third-Order ENO Scheme

The third-order ENO scheme for spatial is based on second-order ENO
scheme which is based on Godunov’s method, so we realize that the concept
of Godunov method is very important when solving Eq.(6). In second-order
ENO, we use three points to calculate φx and get second-order result, the
third-order is as the same concept as ENO-2. While deciding which three
points are needed, we still demand one point to reach third order ENO(ENO-
3) which is either left side or right side adjacent point. The fourth point is
also chosen in smoother side and the criterion is similar to above ENO-2.
Since the concept is similar, we do not take example again and we just give
the details of algorithm as below:

1. If we use D−φ for first-order discretization to compute (φi)x

(a) If |∆−∆+φ(xi−1)| 6 |∆−∆+φ(xi)|,then

i. If |∆−∆−∆+φi−1| < |∆+∆−∆+φi−1|

(φi)x =
φ(xi)− φ(xi−1)

∆x
+
φ(xi)− 2φ(xi−1) + φ(xi−2)

2∆x
+

φ(xi)− 3φ(xi−1) + 3φ(xi−2)− φ(xi−3)

3∆x

ii. If |∆−∆−∆+φi−1| ≥ |∆+∆−∆+φi−1|

(φi)x =
φ(xi)− φ(xi−1)

∆x
+
φ(xi)− 2φ(xi−1) + φ(xi−2)

2∆x
+

φ(xi+1)− 3φ(xi) + 3φ(xi−1)− φ(xi−2)

3∆x

(b) If |∆−∆+φ(xi−1)| > |∆−∆+φ(xi)|,then

i. If |∆−∆−∆+φi| < |∆+∆−∆+φi|

(φi)x =
φ(xi)− φ(xi−1)

∆x
+
φ(xi)− 2φ(xi−1) + φ(xi−2)

2∆x
−

φ(xi+1)− 3φ(xi) + 3φ(xi−1)− φ(xi−2)

6∆x

ii. If |∆−∆−∆+φi| ≥ |∆+∆−∆+φi|

(φi)x =
φ(xi)− φ(xi−1)

∆x
+
φ(xi)− 2φ(xi−1) + φ(xi−2)

2∆x
−

φ(xi+2)− 3φ(xi+1) + 3φ(xi)− φ(xi−1)

6∆x

13



2. If we use D+φ for first-order discretization to compute (φi)x

(a) If |∆−∆+φ(xi)| 6 |∆−∆+φ(xi+1)|,then

i. If |∆−∆−∆+φi| < |∆+∆−∆+φi|

(φi)x =
φ(xi+1)− φ(xi)

∆x
+
φ(xi+1)− 2φ(xi) + φ(xi−1)

2∆x
−

φ(xi+1)− 3φ(xi) + 3φ(xi−1)− φ(xi−2)

6∆x

ii. If |∆−∆−∆+φi| ≥ |∆+∆−∆+φi|

(φi)x =
φ(xi+1)− φ(xi)

∆x
+
φ(xi+1)− 2φ(xi) + φ(xi−1)

2∆x
−

φ(xi+2)− 3φ(xi+1) + 3φ(xi)− φ(xi−1)

6∆x

(b) If |∆−∆+φ(xi)| > |∆−∆+φ(xi+1)|,then

i. If |∆−∆−∆+φi+1| < |∆+∆−∆+φi+1|

(φi)x =
φ(xi+1)− φ(xi)

∆x
+
φ(xi+2)− 2φ(xi+1) + φ(xi)

2∆x
+

φ(xi+2)− 3φ(xi+1) + 3φ(xi)− φ(xi−1)

3∆x

ii. If |∆−∆−∆+φi+1| ≥ |∆+∆−∆+φi+1|

(φi)x =
φ(xi+1)− φ(xi)

∆x
+
φ(xi+2)− 2φ(xi+1) + φ(xi)

2∆x
+

φ(xi+3)− 3φ(xi+2) + 3φ(xi+1)− φ(xi)

3∆x

It seems that there are eight cases for ENO-3, but actually it can be
reduced to just three cases. That is using {xk|k = i − 3, i − 2, i − 1, i} or
{xk|k = i − 2, i − 1, i, i + 1} {xk|k = i − 1, i, i + 1, i + 2} for D− case to
plug into Eq.(11). Similarly the right-biased stencil case for D+ is {xk|k =
i, i+1, i+2, i+3} or {xk|k = i−1, i, i+1, i+2} or {xk|k = i−2, i−1, i, i+1}.
Finally we get just three discretization forms.

3.4.4 Third-Order WENO

In this section we will discuss the third-order WENO(weighted essential non-
oscillatory) scheme to discretize φx. Again WENO-3 is based on ENO-
2.ENO-2 has two possibilities to compute φx under D− (See Eq.(13) and
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Eq.(15))and we combine this two by weights instead using only one to com-
pute φx. That is why we call this method Weighted ENO.

The scheme of WENO-3 is more easy than ENO-3 since we only need
to judge D− or D+. If we need D− for first-order then we use left-biased
points {xk|k = i− 2, i− 1, i, i+ 1} to compute φx. On the other case we use
right-biased points {xk|k = i− 1, i, i+ 1, i+ 2} to compute φx. The process
of WENO is more simple since we do not need to judge which points are
needed to add.

We write down the details of WENO-3 which we refer [12]:

1. If D−φ is needed then

(φx)i =
φi+1 − φi−1

2∆x
− w−

2
(
φi+1 − 3φi + 3φi−1 − φi−2

∆x
)

w− =
1

1 + 2r2
−

, r− =
ε+ (φi − 2φi−1 + φi−2)

2

ε+ (φi+1 − 2φi + φi−1)2

2. If D+φ is needed then

(φx)i =
φi+1 − φi−1

2∆x
− w+

2
(
φi+2 − 3φi+1 + 3φi − φi−1

∆x
)

w+ =
1

1 + 2r2
+

, r+ =
ε+ (φi+2 − 2φi+1 + φi)

2

ε+ (φi+1 − 2φi + φi−1)2

Note that the form is more simple and is easy to implement, so we rec-
ommend the WENO-3 scheme to discretize the φx and φy of reinitialization
PDE.

Remark
Although the sign function of Eq.(6) is just simple 0,1 or −1, [12] suggested
that

S(φ) =
φ√

φ2 + |∇φ|2(∆x)2
(20)

for a better result and reduce the time steps when solving Eq.(6) to steady
state.

15



3.5 Temperal Discretization for Reinitialization Pro-
cess

Since we prefer to use WENO-3 to discretize |∇φ| for spatial, if we want the
scheme is higher order, we also need third-order method in time. Here we
use TVD Runge-Kutta method which we refer [1].

3.5.1 Second-Order TVD Runge-Kutta Method

We let current time step be n and first we move time to n + 2,then take
average as below

φn+1 =
1

2
φn +

1

2
φn+2

3.5.2 Third-Order TVD Runge-Kutta Method

For third-order TVD-RK scheme we first need φn+ 1
2 which is weighted by φn

and φn+2 and so that

φn+ 1
2 =

3

4
φn +

1

4
φn+2

Next we move φn+ 1
2 to φn+ 3

2 by iteration and finally we get φn+1 as follows:

φn+1 =
1

3
φn +

2

3
φn+ 3

2

Note that if ENO-2 is used for spatial, then TVD-RK2 have better been
used for time and both ENO-3 and WENO-3 match TVD-RK3.

3.6 Numerical Test for Reinitialization Process

In this section, we will test some examples for reinitialization. We choose
above example φ(x, y) =

√
( x

0.6
)2 + ( y

0.3
)2 − 1 and a concave case which we

refer [12] with polar coordinate φ(r, θ) = (r− 0.5+0.1r sin(7θ))3.We contour
[−10∆x : 2∆x : 10∆x] for each case. Note that we use WENO-3 and TVD-
RK3 method for these examples.
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Figure 4: Reinitialization of ellipse
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Figure 5: Reinitialization of plum blossom shape
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Remark

1. From the figures of two examples, we find that the level function be-
comes signed distance function from interface to Ω+ and Ω− within a
neighborhood of interface. As the time steps increase, the width of
neighborhood also increase. The reason is that the information flows
from interface to Ω+ and Ω−.

2. After reinitialization process, the level function becomes signed distance
function in a neighborhood of interface and we can not write the level
function by mathematical formulation exactly.

3. There is no clear condition of stopping criterion for reinitialization pro-
cess. The iteration steps is determined by the width of signed distance
function neighborhood of interface. If you want the width wider, the
iteration steps needed more.

4. Eq.(6) is solved in whole domain and the above two examples are lo-
cated at center region of computation domain, so if we just want a
signed distance function of just a neighborhood of interface, we do
not need the boundary condition.But if the interface contacts with the
boundary, how do we set the boundary condition for Eq.(6)? We will
give the idea and algorithm in next section.

3.7 Special Case and Boundary Condition

To handle Eq.(6) with interface contacts with boundary,we must be very
carefully on boundary condition. Since the ENO and WENO scheme may
need more than two points to compute, so on the boundary we have better not
use ENO or WENO scheme, instead we use first-order Godunov’s method to
handle since this method just need two points to compute the first derivative
term.Here we give the idea of how to set boundary condition for 1D case :

Concept of Boundary
If the left end point x1 is in Ω+ and we want compute φx. A ghost point
x0 on the left side of x1 is needed.Since x1 is in Ω+ which means interface
is on the right side of x1 and x0 is on the left side of x1, so φ(x0) ≥ φ(x1).
Similarly, if x1 is in Ω− then φ(x0) ≤ φ(x1)

Although the point x0 does not exist in the domain Ω, but the role of this
point is important. We will give code of algorithm as below
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Figure 6: Contour of special case example

Algorithm
For x-direction and left side boundary

do j=1,n

if (phi(1,j)>0d0) then

if (phi(1,j)>=phi(2,j)) then

DX(1,j)=(phi(2,j)-phi(1,j))/h

else

DX(1,j)=0d0

end if

else

if (phi(1,j)<=phi(2,j)) then

DX(1,j)=(phi(2,j)-phi(1,j))/h

else

DX(1,j)=0d0

end if

end if

end do

where DX denotes φx and the three other boundary are as same method
to handle. We also suggest that the points adjacent boundary also use Go-
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dunov’s method, for 1D case we mean x2. Here we contour a ellipse

φ(x, y) =

√
(
x

1
)2 + (

y − 2

0.8
)2 − 1

for [−10∆x : 2∆x : 10∆x] before and after reinitialization with boundary
condition.(See figure6)

Until here, we have presented all process of reinitialization.No matter the
interface is concave or convex, the reinitialization process all works that is
if we can write down the level function of interface, we can reinitialize it
to signed distance function even in the whole domain. The reinitialization
process is very useful since it can calculate normal or curvature accurately,
so it is really a very good and valuable scheme.

3.8 Normal Extension

In this section we will discuss the normal extension process. If u is some
quantity which is defined on the interface, we can extend u in the normal
direction.That is along the normal direction, the quantity u is constant. To
achieve this purpose, we solve a Hamilton-Jacobi equation to steady state
which is :

ut + S(φ)
∇φ
|∇φ|

· ∇u = 0 (21)

where S(φ) is signed function and we can discretize it by Eq.(20) which we
have mentioned before.

If the condition ∇φ
|∇φ| · ∇u = 0 which means ∂u

∂n
= 0 is satisfied, then we

say that u is constant along the normal direction. Since ∂u
∂n

= 0, another
meaning is that u will not flow out of interface if u is heat quantity and we
solve heat equation on the interface. So the purpose of the Eq.(21) is to
achieve ∇φ

|∇φ| · ∇u = 0 by iteration.
To extend u off the interface, first we need to give quantity u on the

interface or a small band of interface which says N1, since we want u extended
to a larger neighborhood N2, so first we need to take reinitialization process
in N2 and then |∇φ| = 1 in N2 which reduces Eq.(21) to

ut + S(φ)∇φ · ∇u = 0 (22)

The concept of solving Eq.(22) is the same as solving Eq.(6). Upwind’s
concept is again used. For x-direction, if S(φ)φx > 0,then ux = D−u and φx
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Figure 7: Normal extension of u for convex case

in this equation is discretized by central difference. Otherwise if S(φ)φx < 0
then ux = D+u. The ENO or WENO higher order schemes which have
mentioned above can again be used and once we used higher order scheme,
the neighborhood N1 should be more wide since these methods need more
points to calculate. Note that we use forward Euler method in time. Eq.(22)
take the information off the interface to outside and inside with speed 1.
We take some simple examples which we use WENO-3 and forward Euler in
time.

Example.4 We let the level function be φ(x, y) =
√
x2 + y2 − 1 which

is signed distance function so we do not need reinitialization process. We
define u = sin(θ) + 2 on the grid node (i, j) which satisfied |φ(i, j)| ≤ 4∆x
and u = 0 on the others. Note that u is constant along normal direction in
|φ(i, j)| ≤ 4∆x and we want to extend u to |φ(i, j)| ≤ 8∆x. After 200 steps of
iterations we will find that the value u have been extended to |φ(i, j)| ≤ 8∆x
and also constant along normal direction. (See figure7)

Example.5 We test another concave case φ(r, θ) = (r−0.5+0.1r sin(7θ))3

which need reinitialization process at first. We give initial value of u is as
Example.4 and extend it to the same neighborhood.(See figure(8))

Remark
Note that if we want to extend the value off the interface to whole domain
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Figure 8: Normal extension of u for concave case

or more thick band, it is fine for convex case, but the concave case will not
be allowed since the point far from interface will cause shock, that is there
will be two normal lines intersect and cause terrible result. So the normal
extension is meaningless for concave case if the extension band is too thick.

3.9 Solving Heat Equation on Interface

3.9.1 Surface Gradient and Surface Laplace

Recently, solving PDE on interface becomes more and more popular, such as
solving heat equation on circle. Although circle has polar coordinate, if the
interface is other shape which is irregular, then there will be no coordinate
system to handle. So we use level set method to handle which is just Carte-
sian coordinate. To solve heat equation on interface, we introduce surface
gradient ∇s and surface laplace ∆s. So the heat equation on interface is as
below:

ut = ∆su = ∇s · ∇su (23)

where ∇s is defined as a operate ∇s = P ·∇ [15]. Note that P is a projection
matrix which is defined as :

P := I − n⊗ n

‖n‖2
(24)
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Again, if φ is signed distance function, we reduce Eq.(24) to

P := I − n⊗ n (25)

and we refer [18] to simplify the surface laplace form as :

∆su = ∇s · ∇su = ∆u− ∂2u

∂n2
− κ

∂u

∂n
(26)

where κ is curvature of interface.
The explanation of Eq.(26) is very easy.We know that ∆ is diffusion term

of whole domain, ∆s denote diffusion on interface and ( ∂2

∂n2 + κ ∂
∂n

) denotes
the diffusion on normal direction of interface.So

∆ = ∆s +
∂2

∂n2
+ κ

∂

∂n
and then we get the operate :

∆s = ∆− ∂2

∂n2
− κ

∂

∂n

3.9.2 Outline of The Method

Since we solve heat equation on interface as Eq.(23) which means the heat
just diffuse on interface and we have the condition that the derivative of u
along normal direction is 0 which is ∂u

∂n
= 0. Since we just define values

on grid node, so we need to extend the u off interface within a band and
solve Eq.(23) in this band. Since we know ∂u

∂n
= 0 which coincide with

∇φ ·∇u = 0,so we solve Eq.(22) to extend u. The outline of whole procedure
in one step is as follow :

Step1. Reinitialization the level function φ to signed distance function within
a band by solving Eq.(6)

Step2. Give values on interface or in a small band of interface and then solve
Eq.(22) to extend u to a thicker band which is thick enough to solve
five-point laplace.

Step3. Solve Eq.(23) in the band which u have been extended and return to
Step2.

Note that the new value we get will not be constant along normal direction
any more, so we need to return to Step.2 to modify u to be constant along
normal direction of interface.
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3.9.3 Algorithm of Solving Heat Equation

The algorithm of Step1 and Step2 have introduced above, we will introduce
the algorithm of Step3 which is how to solve Eq.(23). To solve Eq.(23), [18]
used semi-implicit Crank-Nicholson method which is second-order in time
and is stable when O(∆t) = O(∆x). Note that we refer the scheme of [18]
and use the symbol of [18]. We write the form of disretization of Eq.(23) as
follow :

un+1 − un

∆t
=

∆un+1 + ∆un

2
+

3

2
[−κ∂u

∂n
− ∂2u

∂n2
]n

− 1

2
[−κ∂u

∂n
− ∂2u

∂n2
]n−1 (27)

Note that the central difference is applied to ∆u,n, κ, ∂u
∂n

= n · ∇u and
∂2u
∂n2 = n ·D2u · n where D2 is the Hessian operator which is

D2u =

[
uxx uxy

uyx uyy

]
Since this semi-implicit method is two-step method, we need u1 by u0 at

first which can be discretize as below :

u1 − u0

∆t
= ∆u1 + [κ

∂u

∂n
+
∂2u

∂n2
]0 (28)

and then we can solve Eq.(27). Since we just solve Eq.(27) on a band, so we
call this method as Local Level Set Method and we will have details as below

Local Level Set Method
The method which solving Eq.(27) on whole domain is called Global Level Set
Method which need spending more time and computation and does not make
sense when solving PDE on the interface. So we use Local Level Set Method
which restricts the computational domain to be just a band(neighborhood)
of interface and solve Eq.(27) on this band. Let us take three bands as above

N1 = {(xi, yj) : |φ(xi, yj)| < r1}
N2 = {(xi, yj) : |φ(xi, yj)| < r2}
N3 = {(xi, yj) : |φ(xi, yj)| < r3}

where 0 < r1 < r2 < r3. [18] chooses r1 = 3∆x,r2 = 6∆x and r3 = 9∆x.
Then we reinitialize φ within N3 and take normal extension within N2 and
finally solve Eq.(27) in N1.
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Remark

1. Note that when solving Eq.(27) within the bandN1 by Crank-Nicholson
method, we will encounter the data structure problem since we use
five-point central difference to handle laplace term of Eq.(27) and the
domain is just a band which is irregular. So we will need points which
are not in N1 but near N1.

2. The linear system for u of Eq.(27) is symmetric positive definite. We
have test some cases like concave case or irregular case and find that
the linear systems for them are all symmetric positive definite and we
solve the linear system by the package DLSLSF of IMSL in FORTRAN
90

3. To solve Eq.(27), we use the points not only in N1 but also in N2 −N1

which near band N1.So the points in N2 − N1 and near N1 are the
boundary points for solving Eq.(27) and we need boundary conditions
for these points. [18] suggested the Dirichlet boundary conditions as
extrapolation which is

un+1
i,j = 2un

i,j − un−1
i,j , ∀(xi, yj) ∈ T2 − T1 (29)

and then these points are known and imposed to right hand side when
solving the linear system for Eq.(27).

3.10 Numerical Results

Here we just test one example which the interface is static and the case of
solving PDE on moving interface will be introduced in later chapter. We use
the example in [18] and try to reproduce the result.

Example.6 Now we want to solve heat equation on a unit circle which
means solving Eq.(23) on unit circle. On the circle, the surface laplace can
be simplified to ∆s = 1

r2
0

∂2

∂θ2 where r0 is radius and θ is central angle of x-axis.

The reason we turn Eq.(23) to polar coordinate is to find the exact solution
of Eq.(23) on the circle and we use Cartesian coordinate when handling
numerical process.So we know that as r0 = 1 then

∂u(θ, t)

∂t
=
∂2u(θ, t)

∂θ2
(30)
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and the exact solution of Eq.(30) is

u(θ, t) = e−t sin θ + c (31)

During our numerical process, we let φ(x, y) =
√
x2 + y2 − 1 denotes the

level function of unit circle and solve

∂u(x, y, t)

∂t
=∆su(x, y, t)

=∆u(x, y, t)− ∂2u(x, y, t)

∂n2(x, y)
− κ(x, y)

∂u(x, y, t)

∂n(x, y)

numerically and the computational domain is [−2, 2] × [−2, 2]. The initial
we give is that u0(θ) = sin θ+2 which is constant along the normal direction
of interface and the exact solution is

u(x, y, t) = e−t sin θ + 2 = e−t sin (arcsin
y√

x2 + y2
) + 2.

Note that we set total time T = 2 and ∆t = 1
4
∆x and the boundary

condition is as Eq.(29). We compare the error using L∞-norm within the
band N1. Reinitialization process does not need and normal extension is
needed every time step. The result is in Table1.

N L∞ Ratio Order

40× 40 4.63E-2 - -

80× 80 9.42E-3 4.919 2.298

160× 160 2.99E-3 3.150 1.655

320× 320 1.22E-3 2.439 1.286

Table 1: Error in maximum norm

Remark

1. Since we use the normal extension in each time step and we just take
few iterations(we take five iterations) of Eq.(22) to avoid spending too
much time, so u may not be constant along the normal direction and
this is one of error contribution.
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N L∞ Ratio

40× 40 2.51E-2 -

80× 80 1.96E-2 1.277

160× 160 2.06E-2 0.953

320× 320 1.99E-2 1.037

Table 2: Error in maximum norm

2. Since ∆su = ∆u − ∂2u
∂n2 − κ ∂u

∂n
and when solving heat equation on unit

circle, we set ∂u
∂n

= 0 which means ∆su = ∆u in mathematical for-
mulation. If we just let ∆su = ∆u in our numerical process, we will
get terrible result as in Table.2 and the reason is as the same as above
remark. So we can not drop ∂2u

∂n2 and κ ∂u
∂n

in our numerical process.
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4 A Coupled Volume of Fluid and Level Set

Method

4.1 Introduction

To simulate two-phase flows, we need interface to separate two fluids, say
fluid1 and fluid2 are inside and outside interface respectively. It is convenient
to describe the interface by level set function but if we only use level set
method to handle the motion of interface, we will encounter a significant
problem which is the inner area of fluid1 will not be conserved.

So we add Volume-of-Fluid method to achieve mass conservation of inner
area volume. Our concept is very simple, level set method is easy to compute
the properties about interface(e.g. curvature or normal). On the other hand,
VOF method is applied to inner area volume conservation.

Note that since both level set method and Volume-of-Fluid method are
adapted to topology changing of interface, so the coupled VOF and level set
method is also adapted to topology changing of interface which is a nature
phenomenon of our real life. We will test the coupled method in topology
changing case.

Here we briefly introduce the concept of Volume of Fluid. We define
fraction function F on the cell center as follows:(See figure.9)
If the cell is whole in the fluid1 that is the cell is inside interface and the
interface do not pass this cell, then we define the fraction function of this
cell is F = 1 and if the cell is whole in fluid2, in the same way we define the
fraction of this cell to be F = 0. The final case is that interface pass the cell
and separate two fluids in the cell and in this case, we define fraction of this
cell by weight of fluid1, that is if weight of fluid1 in this cell is 30%, then
the fraction of this cell is defined to be F = 0.3. Note that if the cell which
interface passes, then the fraction F must between 0 and 1.

In this chapter we mainly refer [17] which have introduced the coupled
VOF and level set method very clearly. The symbols and figures we used
in this article are referred from [17] and we give more details of the coupled
method in our article since this coupled method is complicate. We need not
only the concept of VOF but also concept of level set method which we have
introduced in the above chapter and we will give the outline of the coupled
in our article.
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Figure 9: Concept of Volume of Fluid

4.2 The Governing Equation

In this section we will write down the governing equation which is Navier-
Stokes equation. The interface properties is handled by level function φ which
is negative inside interface and is positive outside interface. The Navier-
Stokes equation is:

ρ(
∂u

∂t
+ (u · ∇)u) = −∇p+ ρg +∇ · µ[∇u + (∇u)T ]− σκ∇H (32)

∇ · u = 0

κ = ∇ · ∇φ
|∇φ|

H =


1 if φ ≤ −1.5(∆x)

0 if 1.5∆x ≤ φ

0.5 + φ
3∆x

+
sin[ 2πφ

3∆x
]

2π
if |φ| ≤ 1.5∆x

ρ = ρ1F + ρ2(1− F )

µ = µ1F + µ2(1− F )
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where H is a heaviside function smoothed over three grids and ρ1, µ1 are
density and viscosity for fluid1 and ρ2, µ2 are density and viscosity for fluid2.
κ is interface curvature which is evaluated by smooth level set function.

Note that u is defined at cell faces and φ, F , ρ, µ, p and g are all defined
at cell center. (See figure10 and we especially thank [20] who provides this
figure.)

4.3 The Advection Equations for Both Level Function
and VOF

Since the interface will move by the velocity field u so we need to solve
interface advection equations. Here we present two advection equations for
both methods

∂φ

∂t
+ u · ∇φ = 0 (33)

∂F

∂t
+ u · ∇F = 0 (34)

where F is fraction function and φ is level set function
Note that here we also solve the level set advection equation in order to

compute normal of interface by smooth level function.

4.3.1 Algorithm of VOF Advection Equation

To solve advection equation of VOF, we rewrite Eq.(34) in a conservation
form,

∂F

∂t
+∇ · uF = F∇ · u (35)

To solve Eq.(35) by VOF advection algorithm, we simply use split method
like ADI method. So Eq(35) can be decomposed into two steps,

F ∗ − F n

∆t
+
∂uF n

∂x
= F ∗∂u

∂x
(36)

F n+1 − F ∗

∆t
+
∂vF ∗

∂y
= F ∗∂v

∂y
(37)

Before discretizing the two equations, we first note that the fraction func-
tion and level set function are defined at the cell center and the velocity field
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Figure 10: The computational domain using staggered grid

u is defined at cell faces. And now we begin to discretize the above two
differential equations by finite volume method as below :

F ∗
i,j∆xi∆yj =F n

i,j∆xi∆yj + (u∆tF n∆y)i−1/2,j − (u∆tF n∆y)i+1/2,j (38)

− F ∗
i,j[(u∆t∆y)i−1/2,j − (u∆t∆y)i+1/2,j]

F n+1
i,j ∆xi∆yj =F ∗

i,j∆xi∆yj + (v∆tF ∗∆y)i,j−1/2 − (v∆tF ∗∆y)i,j+1/2 (39)

− F ∗
i,j[(u∆t∆y)i,j−1/2 − (u∆t∆y)i,j+1/2]

where Fi±1,j and Fi,j±1 are unknowns.
Since F is defined on cell center, so Fi±1/2,j and Fi,j±1/2 are define on the

cell faces and we need to handle Fi±1/2,j and Fi,j±1/2 when solving the VOF
advection equation. If we just take average (eg.(Fi+1,j + Fi,j)/2 = Fi+1/2,j),
then the excessive computer error will be significant. The reason is that the
fraction function F is not continuous, so we can not just take average to solve
Fi±1/2,j and Fi,j±1/2 for convenience.
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Figure 11: The evolution of volume flux for (a) u > 0 and (b) u < 0

Now, we realize that in the VOF advection process, the main problem
is to calculate Fi±1/2,j and Fi,j±1/2, so we apply geometry process to calcu-
late.Suppose the cell say Fi,j, if we want to find Fi−1/2,j, we first need to
know the velocity ui−1/2,j is negative or positive.If ui−1/2,j is positive which
means that something flow into Fi,j from Fi−1,j. On the other hand,if ui−1/2,j

is negative, we know that something flow out of Fi,j and then flow into Fi−1,j.
Similary, Fi+1/2,j and Fi,j±1/2 are in the same way to calculate.

The above is a very important concept, as we figure out the concept
then [20] define (∆VF )i−1/2,j and (∆V )i−1/2,j as the fluid1 volume and whole
volume of the subregion |u|∆t∆y.(See figure.11)

(∆VF )i−1/2,j =

∫
Fd(ui−1/2,j∆t∆yj) (40)

(∆V )i−1/2,j =

∫
d(ui−1/2,j∆t∆yj) (41)

Then we get

Fi−1/2,j =
(∆VF )i−1/2,j

(∆V )i−1/2,j

(42)

Similarly, Fi+1/2,j and Fi,j±1/2 are as the same concept.
Actually, we still do not seriously mention how to evaluate (∆VF )i−1/2,j

since it need to decide the interface shape which we will have details in the
later section.

4.3.2 Algorithm of Level Set Advection Equation

When constructing the linear piecewise interface from fraction function, we
need two elements, one is the fraction and another is the interface normal.
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The interface normal can be evaluated by VOF fraction or level set function
and we will compare these two cases to compute the interfacial normal in
later section and find that on the same conditions the normal computed by
the level set method will be better than the other.(See 4.10.3)

The reason is very clear, since the level set function is smooth and the
fraction function is discontinuous, so level set function is better choice.

In order to calculate normal by level set function, we also need to move
the level set function by this equation:

∂φ

∂t
+ u · ∇φ = 0

To solve above equation, we apply third-order WENO(weight essentially
nonoscillatory) scheme to handle spatial and a third-order TVD Runge-Kutta
scheme for the time evolution. Both schemes are mentioned in the above
chapter. Here we briefly describe the scheme for the spatial:
For x-direction, if u > 0 then

φi,j,x =
1

2
(
φi+1,j − φi,j

∆x
)− ω−

2
(
φi+1,j − 3φi,j + 3φi−1,j − φi−2,j

∆x
) (43)

where

ω− =
1

1 + 2r2
−
, r− =

ε+ (φi,j − 2φi−1,j + φi−2,j)
2

ε+ (φi+1,j − 2φi,j + φi−1,j)2

and if u < 0 then

φi,j,x =
1

2
(
φi+1,j − φi,j

∆x
)− ω+

2
(
φi+2,j − 3φi+1,j + 3φi,j − φi−1,j

∆x
) (44)

where

ω+ =
1

1 + 2r2
+

, r+ =
ε+ (φi+2,j − 2φi+1,j + φi,j)

2

ε+ (φi+1,j − 2φi,j + φi−1,j)2

And for y-direction, if if v > 0 then

φi,j,y =
1

2
(
φi,j+1 − φi,j

∆y
)− ω−

2
(
φi,j+1 − 3φi,j + 3φi,j−1 − φi,j−2

∆y
) (45)

where

ω− =
1

1 + 2r2
−
, r− =

ε+ (φi,j − 2φi,j−1 + φi,j−2)
2

ε+ (φi,j+1 − 2φi,j + φi,j−1)2
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and if v < 0 then

φi,j,y =
1

2
(
φi,j+1 − φi,j

∆y
)− ω+

2
(
φi,j+2 − 3φi,j+1 + 3φi,j − φi,j−1

∆y
) (46)

where

ω+ =
1

1 + 2r2
+

, r+ =
ε+ (φi,j+2 − 2φi,j+1 + φi,j)

2

ε+ (φi,j+1 − 2φi,j + φi,j−1)2

Note that after solving Eq.(33), the interface move to new position and
the level set function is no more signed distance function, so we need to
reinitialize the new level set function to be signed distance function.We do
not apply the level set reinitialization(i.e. solving Eq.6), instead we use
another reinitialization process which related to the Volume-of-Fluid and we
will have details in the later section.

4.4 Truncating Volume Fraction

After solving advection equation of VOF, there are some fraction Fi,j which
are less than 0 or more than 1. So we need to truncate these Fi,j to be 0 or
1, that is

F = 0 if F < 0 or φ > ∆x

F = 1 if F > 1 or φ < (−∆x)

where φ is after reinitialized.
Another important adjustment must be careful which [3] has emphasized.

In the Bookkeeping Adjustments of [3],it says that if F n
i,j is far from interface

and F n
i,j = 0 then after one time step F n+1

i,j still must be zero but it may
not be zero in the numerical process. So we need to do some adjustment as
follow:

F = 0 if F < εF

F = 1 if F > 1− εF

where εF = 10−6. If we do not do this process of adjustment, we will get very
terrible result which will lead to the false of simulation of two-phase flows.
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4.5 Outline of Coupled VOF and Level Set Method

Since the coupled VOF and level set method is complicate and have many
steps to achieve which have priorities, so we give the outline of one time step
of this coupled method :

Step1 Solve the Navier-Stokes equation which we have introduced in above
chapter and then we can get velocity field u which can move interface
and both fraction and level function.

Step2 Solve Eq.(34) to move fraction by u and get new fraction function.

Step3 Solve Eq.(33) to move interface and level function to new position by
u.

Step4 Reconstruct interface by PLIC which using F and n to decide the
position of interface segment.

Step5 Calculate the advected volume in the interface cell that is to calculate
Fi±1/2,j and Fi,j±1/2 which needed in Step2. Note that this step must
after interface reconstruction.

Step6 Determine two end points of each interface segment in each interface
cell.

Step7 Reinitialize level set function within a band of interface by calculating
the exact distance form cell center of neighborhood cell to interface
segment. Finally, we return to Step1

We will give details of Step4 to Step7 in later sections.

Remark
Note that in Step4 we need n which we use level function to evaluate. Since
Step3 just moves interface and φ have not reinitialized yet, so φ will not be
signed distance function. Since we reinitialize φ within a band in each time
step previous and we just move level function a little in one time step forward,
so we still evaluate n in each interface cell in Step4 since the level function
within a band of interface is not far from signed distance function(i.e. Similar
to signed distance function). In this case n is evaluated by n = ∇φ

|∇φ| and this

time |∇φ| must be computed.
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4.6 Interface Reconstruction

VOF method can be decomposed into two steps, one is fraction advection
which we have mentioned in the above section and the other is interface
reconstruction. To reconstruct the interface, we suppose that in each frac-
tion cell which satisfying 0 < F < 1, the interface is a segment which can
be described as a linear equation ax + by = c, so after we connecting all
interface segments, the interface will be piecewise linear. Thus we call this
reconstruction method as PLIC (piecewise linear interface construction).

To reconstruct segments in each fraction cell which satisfies 0 < F < 1, we
need normal n = (nx, ny) which is equal to the pair (a, b) of ax+by = c and it
is easy to compute by level set function,n = ∇φ

|∇φ| which we have mentioned in
outline of the method.Once we have n, the normal vector of segment can be
determined, but the exact location of segment have not decided yet. For this
reason,[17] introduced s, which means the distance from interface segment
to the corner of an interface cell(i.e. s means the intercept c of ax+ by = c).
For generality, we choose the corner that is inside the interface and to be
the farthest from the segment. As we get s and n, we finally can have the
exact location of the interface segment of an interface cell. So the interface
reconstruction is to find s by F and n. Finding the relation of F and s, we
need to consider many cases of interface configurations, so we need to reduce
the geometrical cases.

[17] suggested to use |n| instead of n and we can reduce the interface
configurations and we can just consider only four cases as figure12. Since F
is known, we can have the relation which we refer [17]:

2Fdxdy = dx0dy0 −
dy0

dx0

〈dx0 − dx〉2 − dx0

dy0

〈dy0 − dy〉2 (47)

where 〈x〉 = max(x, 0) and dx0 and dy0 means the intercept of x-direction
and y-direction of interface segment as shown in figure12. Note that dx0

and dy0 of Eq.(47) are not trivial and do not easy to compute, so we need
substitute them by some simple forms.

From geometrical concept, we can easily find that s = |nx|dx0 = |ny|dy0

and then we can simplify Eq.(47) into a more simple form as:

2Fdx1dy1 = s2 − 〈s− dx1〉2 − 〈s− dy1〉2 (48)

where dx1 = |nx|dx and dy1 = |ny|dy .The vapor volume is

2(1− F )dx1dy1 = (sm − s)2 − 〈sm − s− dx1〉2 − 〈sm − s− dy1〉2 (49)

where sm = dx1 + dy1 .
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Figure 12: Four cases for interface configurations and fluid1 is inside thick
line

Note that Eq.(48) and Eq.(49) are easy to compute and we want to com-
bine two equations into one equation. [17] defined Fc = min(F, 1 − F ),sc =
min(s, sm − s),dxc = max(dx1, dy1) and dyc = min(dx1, dy1). Now we can
combine two equations into one as follow:

2Fcdxcdyc = s2
c − 〈sc − dyc〉2 (50)

From Eq.(50), we can clearly find the relation between s and F , after sim-
plification we can get:

sc =
√

2Fcdxcdyc if Fc <
dyc

2dxc

(51)

= Fcdxc + 0.5dyc if Fc ≥
dyc

2dxc

(52)

and then we have

s = sc if F ≤ 0.5 (53)

= sm − sc if F > 0.5 (54)
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After getting s finally, we have done all the interface reconstruction al-
gorithm. In the next section, we will accomplish the fraction advection part
with how to evaluate Fi±1/2,j and Fi,j±1/2 accurately.

4.7 Evaluate Advecting Volume

In the previous section, we have introduced VOF advection algorithm and
have mentioned (∆VF )i−1/2,j and (∆V )i−1/2,j already. But we did not handle
these because as handling (∆VF )i−1/2,j and (∆V )i−1/2,j we need s which we
have just got, so we did not calculate these two in the above section. Since we
have s now, we can evaluate Fi±1/2,j and Fi,j±1/2. A donor cell concept needed
here and what is donor cell? Let us take a example here:For a cell Fi,j, and
the left-side x-direction on the cell face is ui−1/2,j, then if ui−1/2,j is positive
then the donor cell of Fi−1/2,j is Fi−1,j, otherwise if ui−1/2,j is negative, then
the donor cell of Fi−1/2,j is F(i, j). For the simple case first, if the donor cell
is 0 or 1, then (∆VF )i−1/2,j = (∆V )i−1/2,j and Fi−1/2,j = 0 or 1. The other
three cases are similar. Next [17] introduced (δVF )0 to denote the volume in
the subregion δx × δy where 0 6 δx 6 dx and 0 6 δy 6 dy. Note that the
subregion contains the origin point of s.

Now we want to calculate the advected volume which equals to calculate
(δVF )0 = Fδxδy. We need the fraction of the subregion δx×δy say Fc and it
can be calculated from the sc(Here sc will be recalculated) of the subregion
since we know that sc and Fc have a relationship.So first we compute sc and
then compute Fc and finally determine whether vapor or not. Note that
nx and ny do not need recompute and just as the same. The procedure of
finding Fc is same as Eq.(51)-(54). So from above equations of (51)-(54), we
can regain Fc as the follows:

Fc =
0.5s2

c

δxcδyc

if sc < δyc (55)

=
sc − 0.5δyc

δxc

if sc ≥ δyc (56)

and

(δVF )0 = δxδyFc if s ≤ 0.5sm (57)

= δxδy(1− Fc) if s > 0.5sm (58)

where δxc = max(|nx|δx, |ny|δy), δyc = min(|nx|δx, |ny|δy), sm = δxc + δyc

and sc = min(s, 〈sm − s〉). There are too many symbols to represent and for
convenience we write (δVF )0 = (δVF )0(nx, ny, δx, δy, s) which means that we
calculate (δVF )0 by these five elements.
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Since the interface configurations are not all the same so we need to split
cases to discuss. Let us take a example as follows:For x-direction and left
face of cell (i, j), if nxu ≥ 0,the subregion must take |u|∆t × dy and the
subregion include the origin of s, then

(∆VF )i−1/2,j = (δVF )0(nx, ny, |u|∆t, dy, s)
(∆V )i−1/2,j = |u|∆t∆y

Fi−1/2,j =
(∆VF )i−1/2,j

(∆V )i−1/2,j

Note that nx, ny and s are given by donor cell which we have mentioned.
On the other hand, if nxu < 0, it means that the subregion of advected

|u|∆t × dy do not include the origin of s, but the vapor subregion (dx −
|u|∆t) × dy contains the origin of s.So in this case, if we want to calculate
(∆VF )i−1/2,j, we need calculate vapor volume (δVF )0(nx, ny, dx−|u|∆t, dy, s)
first and then use total volume of donor cell Fdxdy to minus the vapor volume
which is:

(∆VF )i−1/2,j = Fdxdy − (δVF )0(nx, ny, dx− |u|∆t, dy, s)
(∆V )i−1/2,j = |u|∆t∆y

Fi−1/2,j =
(∆VF )i−1/2,j

(∆V )i−1/2,j

Similarly, for the y-direction:

(∆VF )i,j−1/2 = (δVF )0(nx, ny, dx, |v|∆t, s) if nyv ≥ 0

= Fdxdy − (δVF )0(nx, ny, dx, dy − |v|∆t, s) if nyv < 0

(∆V )i,j−1/2 = |v|∆t∆x

Fi,j−1/2 =
(∆VF )i,j−1/2

(∆V )i,j−1/2

4.8 Determining the End Points of Interface Segment

Since the interface of each interface cell is segment, so we need to decide
the two end points of the interface segment. We use dxs1 = (dxs1, dys1)
and dxs2 = (dxs2, dys2) as in [17] to represent two end points relative to the
left-down corner of a interface cell.For convenience, we let dx1 ≥ dy1 where
dx1 = |nx|dx and dy1 = |ny|dy as above. If dx1 < dy1 then we rotate the cell
to achieve dx1 ≥ dy1 and let sc = min(s, dx1 + dy1 − s) as in above section.
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Now we only look case1 and case2 of figure.12 and we have:

dxs1 = (
sc

|nx|
, 0)

dxs2 = (0,
sc

|ny|
) if sc < dy1

= (
sc − dy1

|nx|
, dy) if sc ≥ dy1

dxs1,2 = dx− dxs1,2 if nx(s− 0.5sm) < 0

dys1,2 = dy − dys1,2 if ny(s− 0.5sm) < 0

Since some cells have been rotated before, so we need to rotate back these
cells which have been rotated. That is if |nx|dx < |ny|dy, the components
for dxs1 interchange(i.e. dxs1 and dys1 interchange for dxs1) and similar to
dxs2. Finally, we can determine the end points exactly,

xs1,2 = dxs1,2 + xi−1/2,j−1/2

After determining end points of each interface cell, we connect each inter-
face segment as piecewise linear and this is the reason why the interface
reconstruct algorithm is called PLIC.

4.9 Reinitialization for Level Function

After Eq.(33) to move the interface to the new position say φn+1, the level
function is no more signed distance function, so we need to reinitialize it to
be signed distance function. Note that here the procedure of reinitialization
is not to solve the equation φt + S(φ)(|∇φ| − 1) = 0 to steady state, instead
we apply VOF properties to calculate the distance between center of neigh-
borhood cell to the interface segment.First step we need to record which cells
are inside interface and which are outside and we use

Sφ = sign(F − 0.5)

Then we compute φ within a band of interface:

1. Let |φ| to be large number

2. For each interface cell 0 < F < 1

(a) We first compute the distance from the cell center to interface by
d(x) = n · (x − xs1) where x denotes cell center and xs1 is a end
point which we have computed.
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(b) Then for each neighborhood cell Fk,l of Fi,j where

|k − i| ≤ 4 and |l − j| ≤ 4,

|φk,l| is the shortest distance of two choices:One is cell center xk,l

to interface segment of F (i, j) and the other is xk,l to xi+m/2,j+n/2

where

m = max(−1,min(1, k − i)) and n = max(−1,min(1, l − j))

There are three cases in the procedure:

i. If Sφ
k,l 6=sign[d(xi+m/2,j+n/2)] (As point A of figure13(a)),

it means that the projection of xk,l to interface segment is not
in the cell (i, j), so the shortest distance is evaluated between
xk,l to cell face of (i, j) and we have

|φk,l| = min(|φk,l|, |xk,l − xi+m/2,j+n/2|)

ii. Else if xk,l have been projected to interface cell (i, j), that
is the point xk,l − nd(xk,l) is in the cell (i, j), then we just
calculate the distance from xk,l to interface segment of cell
(i, j), (As point B in figure.13(a))

|φk,l| = min(|φk,l|, |d(xk,l)|)

iii. Else just take smaller distance from xk,l to two end points,
(As point C in figure13(a))

|φk,l| = min(|φk,l|, |xk,l − xs1|, |xk,l − xs2|)

3. In few cases the interface segment may lay on the cell face and the
fraction is 1 or 0. The process is as follow:(See figure.13(b))
If the cell is 1 or 0 and has a neighborhood cell (i′, j′) where |i′− i| ≤ 1
and |j′ − j| ≤ 1 satisfying Sφ

i,j 6= Sφ
i′,j′ , then we tag neighborhood cell

(k, l) satisfying |k − i| ≤ 4 and |l − j| ≤ 4.Then |φk,l| is the shortest
distance between xk,l and xi+m/2,j+n/2,

|φk,l| = min(|φk,l|, |xk,l − xi+m/2,j+n/2|)

where m = max(−1,min(1, k − i)) and n = max(−1,min(1, l − j))

4. Finally,we determine the φ-value to be positive or negative by Sφ
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Figure 13: Reinitialization of level set

Remark
Note that every time we calculate φ of neighborhood cell must compare with
the calculated value of itself and take the smaller value. For example:Suppose
(i, j) and (i+ 1, j) are both interface cell and (k, l) is a neighborhood cell of
both interface cells.At first we let φk,l = 10 and tag cell (i, j) and then we
can get distance between two cells (k, l) and (i, j) by above procedure which
must smaller than 10. So we take the smaller and get value of φk,l. Next we
tag cell (i + 1, j) and again compute the distance between two cells of (k, l)
and (i+1, j) and then compare with above computed value and take smaller.
After handling each interface cell’s reinitialization process, we get level set
function φ which is signed distance function within a band of neighborhood.

4.10 Some Simple Test

Here we test our above schemes for a simple example. We set the interface
to be an ellipse with level function:

φ(x, y) =

√
(
x

0.6
)2 + (

y

0.3
)2 − 1 with domain:[−2, 2]× [−2, 2] (59)

Since the level function of the ellipse is not a signed distance function, we
apply Eq.(6) to φ at first and then φ becomes a signed distance function.Note
that φ is defined at cell center.

Next we need to calculate the original fraction F of interface cell. Since
F and s have relation so we can first find s and then get F using the relation
between s and F . Note that s is the distance from farthest corner in fluid1
to interface segment of a interface cell, so we define another φ say φ′ :
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φ′(x, y) =

√
(
x

0.6
)2 + (

y

0.3
)2 − 1 (60)

This time φ′ is defined at grid node. Tag interface cell (i, j) and we will have
four values(See figure14) of φ′ in each corner and they mean the distance
from corner to interface of this cell. If the value of φ′ is positive, then it
is outside interface. Otherwise it is inside interface. Now we focus on the
smallest value of negative corner and take it’s absolute value to be s of this
interface cell. Finally we apply Eq.(48) and then we have F in each interface
cell. So we get the initial fraction function by above manner.

Figure 14: Locations of φ and φ′

Now we let the velocity field fixed with u = (−0.5x, 0.5y) which satisfying
∇ · u = 0 and apply coupled VOF and level set method with ∆t = 1

4
∆x as

below:
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4.10.1 Test of VOF Advection

We test our VOF advection equation by above simple example and we have
the result as above:

Figure 15: Test of fraction advection

Note that the inner volume is almost conserved and the volume variation
is less than 0.1%. The ellipse rotated since the velocity field u.
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4.10.2 Test of Reinitialization

This time we test the reinitialization of level set which uses VOF method to
handle and we have the above result

Figure 16: Test of Reinitialization

Here we contour five φ-values of [−0.08,−0.04, 0, 0.04, 0.08] after reini-
tialization process in time steps 0, 100, 200 and 300.

Remark
The above reinitialization process just need to do 1 time. If we use

φt + S(φ)(|∇φ| − 1) = 0
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to reinitialize φ, then we need some iterations to reach steady state in each
time step which will spend much time than the VOF reinitialization which
just do 1 time in one time step.

4.10.3 Test of Interface Reconstruction

Interface reconstruction is a important step of VOF method.Since we use
segments to approximate interface, so the interface will be piecewise linear.
Here we decide end points of each interface cell and then connect two end
points of each interface cell to finish the piecewise linear interface. We have
the result in figure17.

Figure 17: Test of Interface Reconstruction using coupled method
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Remark
The above interface reconstruction is that we use coupled VOF and level set
method. If we just use pure VOF method, will it be better or worse? The
difference of pure VOF method and coupled method is how to calculate n. If
we use pure VOF method to calculate n that is using fractions to calculate
normal, then we first calculate the normal of grid node which we refer [10],for
example: normal of (i+ 1/2, j + 1/2)

nx,i+1/2,j+1/2 =
Fi+1,j − Fi,j + Fi+1,j+1 − Fi,j+1

2∆x

ny,i+1/2,j+1/2 =
Fi,j+1 − Fi,j + Fi+1,j+1 − Fi+1,j

2∆x

then take average to get cell center normal:

ni,j =
ni+1/2,j−1/2 + ni−1/2,j−1/2 + ni+1/2,j+1/2 + ni−1/2,j+1/2

4

We present the interface construction of just using VOF method in fig-
ure18. We find that using coupled method is better than using VOF only
since when calculating normal, level set is smooth and fraction is discontin-
uous, so using level set to calculate normal is better.
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Figure 18: Test of Interface Reconstruction using pure VOF method
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4.11 Numerical Results

In this section we will show our numerical results of simulating two-phase
flows. Here we thank [22] who provided fluid code of solving Navier-Stokes
equation with different densities ρ1 and ρ2 and viscosities µ1 and µ2.

Example.1
Our first example is to test single bubble simulation. Here we give our setting.
Inside interface:ρ1 = 1,µ1 = 0.02 and outside interface:ρ2 = 40, µ2 = 0.005
and let σ = 0.01. We let initial interface to be a circle which center at
(0,−0.2) with radius r = 0.15. We take ∆t = 1

4
∆x.

Figure 19: Simulation of example.1
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Note that the inner area variation is less than 0.1% and if area variation
is positive then it means area increases. On the other hand, if area variation
is negative then area decreases. We contour φ = 0 in this and later examples.

Example.2
In this example, we simulate the motion of two bubbles in two phases. We
use two circles to represent interface of two bubbles. If the initial distance
between two bubbles is far enough, then the two bubbles will not merge each
other. Note that [8] had details about how far that two bubbles will not
merge.

Figure 20: Simulation of example.2
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We use level function to represent the interface of two circles and we first
choose the case which do not merge

φ1(x, y) = (
√
x2 + (y − 0.1)2 − 0.15)× (

√
x2 + (y + 0.3)2 − 0.15)

Note that φ1 is not signed distance function and we need apply reinitialization
process at the beginning.

Here we give our setting. Inside interface:ρ1 = 1, µ1 = 0.02 and outside
interface:ρ2 = 40, µ2 = 0.00025, σ = 0.005 and ∆t = 1

4
∆x. Note that since

the deformation of bubble shape is much heavier and so the area variation
increase more. But the area variation still less than 1% which is also a good
result.

Example.3
In this example, our setting is just as example.1 except the level function and
we let the distance between two bubbles to be smaller. So the level function
is

φ2(x, y) = (
√
x2 + y2 − 0.15)× (

√
x2 + (y + 0.3)2 − 0.14)

We find that two bubbles merge with each other and then break up into
two parts. This example tells us a very important information which is that
this coupled VOF and level set method also can be applied to the changing of
interface topology like merging and breaking and the inner volume variation
is still less than 1%.

Example.4
In this example we apply steady shear flow to simulation one bubble in
two-phase flow. The circle is centered at (0, 0) with radius 0.1 in the compu-
tational domain [−0.5, 0.5]× [−0.5, 0.5] and we set the boundary condition of
velocity field as ub = (2y, 0). We set the gravity g = 0, σ = 0.1, ρ1 = ρ2 = 1
and µ1 = 0.1, µ2 = 1.Note that the area variation is less than 10−3% since
we let the time step ∆t = 1

40
∆x.
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Figure 21: Simulation of example.3
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Figure 22: Simulation of example.4
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5 Insoluble Surfactant on Interface

5.1 Introduction

Since we have introduced the VOF method and Local Level Set Method in
above chapter, we now couple these two methods to solve insoluble surfactant
on interface. Note that we have introduced how to solve heat equation on
circle which is static(i.e. interface do not move) and in this chapter interface
will be moved by velocity field. So the surfactant problem is more complicate
than heat equation on circle since the interface is no more static.

We refer to [21] which uses level set method to handle the interface proper-
ties and solves surfactant equation by local level set method. We also couple
VOF into level set method to conserve inner area of bubble. Since we use
local level set method as [21], so we can expect that the mass of surfactant
will not be conserved in our numerical scheme and this is the drawback of
local level set method. However the local level set is still powerful since it
just defined on Cartesian grid and the computational domain is just a band
of interface.

5.2 Governing Equations with Insoluble Surfactant

We want to solve Navier-Stokes equation with two-phase flow and surfactant
on the interface, so the Navier-Stokes equation becomes

ρ(
∂u

∂t
+ u · ∇u) = −∇p+ ρg −∇ · µ[∇u + (∇u)T ] + σκn−∇sσ (61)

∇ · u = 0

where (σκn−∇sσ) is called Laplace-Young equation and since the effect of
surface tension is just on the interface, we approximate σκn by σκ∇H where
H is a heaviside function which is defined as above chapter. Note that σκn is
the capillary force and ∇sσ is Marangoni force where ∇s is surface gradient
which is ∇s = (I − n⊗ n)∇ that we have mentioned above.

Since the surfactant will depress the surface tension coefficient σ, so the
surfactant and σ have a relation.We refer [21] to write down the relation :

σ(Γ) = σ0 −RTΓ (62)

where Γ is surfactant concentration, σ0 is surface tension coefficient for clean
interface which means without surfactant, R is the ideal gas constant and T
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is absolute temperature. Then we refer [22] to non-dimensionalize Eq.(62)
as the form :

σ(Γ) = σ0(1− βΓ) (63)

where β satisfies 0 ≤ β ≤ 1.We can know that from Eq.(63), if surfactant
concentration Γ is lager, then the surface tension coefficient σ is smaller.

Since the surfactant will diffuse and convect along the interface, so we
can have the diffusion-convection equation of surfactant as follow:

Γt + u · ∇Γ− n · (∇un)Γ =
1

Pe
∆sΓ (64)

where Pe is Peclet number.
Next we describe how to calculate the mass of surfactant. Since the

surfactant is just defined on interface which we use φ to describe. The surface
integral of Γ on the interface ∂Ω is∫

∂Ω

Γ(x)ds =

∫
Γ(x)δ(φ)|∇φ|dx (65)

where δ is a 1Dδ-function which we refer [18] as

δ(x) =


0, if |x| > ω,

− 1
6ω

(1 + cos(πx
ω

))

+ 4
3ω

(1 + cos(2πx
ω

)), if |x| < 0.5ω

− 1
6ω

(1 + cos(πx
ω

)). if 0.5ω ≤ |x| < ω

[18] chooses ω = 1.5∆x and it is easy to check that∫
Ω

δ(x)dx = 1

So the total mass of surfactant M is

M =

∫
∂Ω

Γ(x)ds =

∫
Γ(x)δ(φ)|∇φ|dx

5.3 Outline of Method

When solving Eq.(64) on moving interface relative to two-phase flow, the
process is complicate since there are many equations needed to solve and we
couple VOF and level set to handle the properties of interface, so we describe
the outline of whole method for one time step as below :
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Step1 Solve the Navier-Stokes equation to get the velocity u and note that
our velocity u is defined on the cell face.(e.g.solve Eq.(61))

Step2 Solve the advection equation of VOF by finite volume method and
reconstruct the interface by PLIC method.

Step3 Move the interface of level function by the velocity u.

Step4 Reinitialize φ to be signed distance function within a band by the VOF
method.

Step5 Extend the surfactant Γ off interface by normal extension method.

Step6 Evaluate surfactant equation within the band of interface,that is to
solve Eq.(64) using local level set method.

Step7 Evolve Eq.(63) and solve ∇sσ. Note that we also define σ in a band of
interface and solve ∇sσ by Cartesian coordinate. Finally we return to
Step1.

The process of whole method is as above and there are seven steps to
handle, so the priority of solving which equation must be decided.

5.4 Algorithm of The Method

We have given the details from Step1 to Step6 in above chapters and we just
write the algorithm of Step7 since the surfactant equation is a little different
as comparing with heat equation.

The surfactant equation can be rewritten as

Γt + u · ∇Γ− n · (∇un)Γ =
1

Pe
(∆Γ− ∂2Γ

∂n2
− κ

∂Γ

∂n
) (66)

and again we use semi-implicit Crank-Nicholson method to solve Eq.(64)
which we have mentioned above. Note that Crank-Nicholson is just used in
diffusion part which is ∆sΓ and we treat the convection part with explicit
discretization, then the discretization form is :

Γn+1 − Γn

∆t
=

1

Pe

∆Γn+1 + ∆Γn

2
+

3

2
[− 1

Pe
(κ
∂Γ

∂n
+
∂2Γ

∂n2
)− u · ∇Γ + n · (∇un)Γ]n

− 1

2
[− 1

Pe
(κ
∂Γ

∂n
+
∂2Γ

∂n2
)− u · ∇Γ + n · (∇un)Γ]n−1 (67)
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We refer [21] to write the form of Eq.(66) and [21] suggested that in
the discretization for spatial of Eq.(66), central difference is used in all term
except this term u·∇Γ which is discretized by upwind-WENO-3 scheme which
we have introduced. Note that we encounter the data structure problem again
as in above chapter.

Next we handle ∇sσ, which we can rewrite as

∇sσ = (I − n⊗ n)∇σ

=

[
n2

y −nxny

−nxny n2
x

] [
σx

σy

]

=

[
σxn

2
y − σynxny

σyn
2
x − σxnxny

]

Note that σx and σy are discretized by central difference.

5.5 Numerical Results

The effect of surfactant is to decrease the surface tension coefficient and so
the interface will deform much heavier than clean interface.

In this section we refer the example of [22] and we apply the steady shear
flow with boundary condition ub = (2y, 0) in the computational domain
[−0.5, 0.5] × [−0.5, 0.5].The initial bubble is centered at (0, 0) with radius
r = 0.15.

Example.1
We give our setting as follows.Initial surface tension coefficient σ0 = 0.5,
gravity g = 0, ρ1 = ρ2 = 1, µ1 = 0.1, µ2 = 1 and Peclet number Pe = 1.
Note that our time step is as the example of above chapter, ∆t = 1

40
∆x and

we consider three cases that are β = 0(clean), β = 0.25 and β = 0.5(See
figure23).

As our expectation, if β is larger then the interface will deforms heavier
since we know that

σ(Γ) = σ0(1− βΓ)

which means that concentration affects the surface tension coefficient.
Note that our inner area is conserved within 0.01% but the surfactant

concentration which computed by Eq.(64) will not be conserved as we predict
before.(See figure24)
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Figure 23: Time evolution of a bubble in shear flow with β = 0(black),
β = 0.25(blue) and β = 0.5(red)

6 Conclusion and Future Work

In this article we introduce some methods to simulate two-phase flow with
or without surfactant. We also introduce level set method to solve heat
equation on a circle and we can extend the level set method to 3D directly;
that is to solve heat equation on sphere φ(x, y, z) =

√
x2 + y2 + z2 − 1. We

can also couple level set method and IIM(immerse interface method) to solve
heat equation on the 2D domain with jump condition on the interface. The
application of level set is very widely and it is really a valuable method.

The VOF method used in this article is to conserve the inner area and we
get nice result in our numerical simulation. By coupling VOF and level set
method, we are not only able to reconstruct the interface accurately but also
to conserve the volume of inner area. Moreover, the method is also adapted
to changing of interface topology such as two bubbles merging or one bubble
braking into two parts.
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Figure 24: (a) Total surfactant in each time step for β = 0.25. (b) Total area
of drop in each time step for β = 0.25. (c) Total surfactant in each time step
for β = 0.5. (d) Total area of drop in each time step for β = 0.5.

In our simulation of two-phase flow with surfactant on interfaces, the
inner area is still conserved as we expect but the mass of surfactant is not
conserved which does not make sense in our real life. So our future work is to
develop another method to let the mass of surfactant to be conserved, that
is we use other method to handle Eq.(64) and get feasible result in mass of
surfactant.
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