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摘        要 
主題一： 

覆蓋區間的使用是來檢測一個人是否是健康的。如果未來的觀察值是被判斷

正確且要經過多久這個觀察值會被判斷錯誤，我們就希望去計算這個覆蓋區間的

檢定力。為此，我們研究檢定力和平均連串長度，以評估的覆蓋區間。最後將這

兩項工作運用在幾個分佈的研究。 

關鍵字：平均連串長度；覆蓋區間；假設檢定；檢定力；參考區間。 

 

主題二： 

離群總和的概念已在 Tibshirani和 Hastie （ 2007年）和 Wu（ 2007

年）等論文中提出，是在癌症研究中用來檢測許多不同基因，而一個或數個疾病

團體指出顯示異常高的基因表達的一個子樣本。我們這裡建議一個新的離群總和

的定義，使我們能夠發展其漸近分佈理論，並訂定出它的 P值。這個 P值的計

算可以用在參數或非參數的分佈。我們進一步地在常態的假設下導出 p值的公

式。為了研究這個 P值，我們執行了一些模擬及進行實際的數據分析。這個離群

總和，不僅讓我們來計算基因的 P值，而且是有彈性的處理各種結構的分佈基因

的變數。 

關鍵字：基因分析；離群總和；p 值。 
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Abstract 
Topic 1： 
One use of coverage interval is monitor if an individual should be classified as healthy 
one. It is then desired to evaluate the coverage interval for its power if a future 
observation is classified correctly and how often that this observation could be 
mis-classified. For this, we study the power and implement the concept of average run 
length to evaluate the coverage interval. Some distributions are examined for these 
two tasks. 
Key words: Average run length; coverage interval; hypothesis testing; power; 
reference interval. 
Topic 2： 
Outlier sum has been proposed in Tibshirani and Hastie(2007) and Wu(2007) for 
detection of differential genes in cancer studies where one or several disease groups 
show unusually high gene expression in a subset of their samples. A new outlier sum 
is proposed that allows us to develop its asymptotic distribution theory for 
formulating p value. Since it is a function of some distributional parameters, this p 
value may be computed parametrically or nonparametrically. We further formulate 
parametrically this p value when normal distribution for gene variables is assumed. 
To investigate this p value, we perform a simulation and conduct a real data analysis 
which indicates that this outlier sum not only allows us to compute p values for genes 
but is also flexible for treatment of various structures of distribution for gene 
variables. 
Key words: Gene expression analysis; outlier sum; p value. 
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Concept of Average Run Length for Coverage Interval

and

p values for Gene Expression Analysis

Topic �� Concept of Average Run Length for Coverage Interval

Abstract

One use of coverage interval is monitor if an individual should be classi�ed as

healthy one� It is then desired to evaluate the coverage interval for its power if

a future observation is classi�ed correctly and how often that this observation

could be mis�classi�ed� For this� we study the power and implement the concept

of average run length to evaluate the coverage interval� Some distributions are

examined for these two tasks�

Key words� Average run length� coverage interval� hypothesis testing� power�

reference interval�

�� Introduction

The coverage interval� in accordance with the recommendation of the Guide

to the Expression of Uncertainty in Measurement for measuring the uncer�

tainty� refers to population�based measurement values obtained from a well�

de�ned group of reference individuals� This is an interval with two con�dence

limits which covers the measurement values in the population in some proba�

bilistic sense� Laboratory test results are commonly compared to a coverage

interval� called a reference interval in clinical chemistry� before caregivers make

physiological assessments� medical diagnoses� or management decisions� An in�

dividual who is being screened for some disorder according their relevant mea�

surement from that invidual is suspected to be abnormal if their measurement

value lies outside the coverage interval�

The coverage interval can be estimated either parametrically or non�parametrically�

The parametric method classically assumes that the underlying distribution

of the measurement variable is normal whereas� recently� Chen� Huang and

Chen �	

�� has proposed a technique for constructing coverage intervals for

asymmetric distributions� On the other hand� the non�parametric approach

Typeset by AMS�TEX

�



�

estimates the quantiles �percentile� directly� the most popular technique for

estimating the unknown quantiles is through the empirical quantile�

Basically the coverage interval is to assay the measurement units if they

meet de�ned criteria� In radiation protection� it provides a range of maxi�

mum acceptable uncertainty in a dose measured under workplace conditions�

In its application to clinical chemistry� it serves as reference standards for

measurement units such as head circumference� length and mid�arm sircum�

ferencehead circumference ratio for the evaluation of exclusively breastfed

infants and it provides some guidance in the interpretation of patient results�

When the measurement values do not meet the de�ned criteria �falling in the

coverage interval�� these units may be suspected as unsafe or unhealthy and are

required for further investigation� These concerns are all statistical hypothesis

problems�

However used as an acceptance region for some hypothetical assumption�

little has been known the statistical properties of the test based on coverage

intervals�

We say that a manufacturing process is in statistical control if the process

distribution for the quality characteristic is constant over time and if there

is change over time� the process is said to be statistically out of control� A

control chart provides the most popular technique for monitoring the process�

For a control chart� the most popularly used technique to evaluate its risk is

the average run length �ARL� which is the average number of sample points

that must be plotted before a point indicates an out�of�control condition� For

a control chart� the ARL is

ARL �
�

�
�����

where � is the probability that a single sample point exceeds the control limits�

Coverage intervals in clinical chemistry are used for mass screening� to con�

�rm a diagnosis and to monitor a patient�s disease status� Diagnosis is test

or procedure that helps detect� con�rm� document or exclude a disease� An

individual is normal if his or her test result falls within a pre�speci�ed cov�

erage interval� Once a disease is suspected� testing result falling outside the

coverage interval� further intensive tests may be performed aiming to increase



�

or decrease the diagnostic certainty of one diagnosis�

How can we measure a coverage interval in terms of e�ectiveness for its

role in diagosis in clinical practice� This is important in reducing the risk of

classifying a patient with diseased as non�diseseased person and the risk of clas�

sifying an healthy people as diseseased person� One way for this measurement

is to transfer the concept of ARL in quality control to measurement science�

Suppose that there is a sequence of individuals physically healthy� How many

individuals� on the average� in this class that will be examined before a deci�

sion of disorder will be claimed is tolerant for the laboratory� Can we design

a coverage interval that is more e�ective in detecting a disorder individual�

�� Speci�cations for Evaluating the Coverage Interval

The International Federation of Clinical Chemists �IFCC� standard coverage

interval for a measurement variable with distribution function F� is an estimate

of the central interfractile interval

C��� �� � �F��� �
�

	
�� F��� ��� �

	
�� �	���

�usually with � � 
�
�� where F��� ��� is the �th fractile for measurement

variable� The parametric method generally assumes that the underlying distri�

bution of the measurement variable is normal� If it is not normal� the classical

technique to deal with this case is applying a known transformation to nor�

mality� setting the normal limits and then transforming to obtain the required

interval�

We consider the parametric coverage interval where the underlying distri�

bution is known that we need not to make transformation for approximate

normality� Suppose that the parameter value for healthy people is ��� Then

the true coverage interval is

�F����
�
�

	
�� F����

��� �

	
��� �	�	�

However� parameter value �� for distribution of healthy people is usually un�

known so that an estimate is required� All approaches to establishing coverage

intervals require large groups of individuals �e�g�� a minimum of �	
 individuals



�

in the IFCC recommendation�� When an appropriate estimate �� for � is com�

puted from the measurement values is available� the coverage interval based on

the central interfractile interval is

�C��� �� � �F����
�
�

	
�� F����

��� �

	
��� �	���

Our interest is� as long as we have an established coverage interval �C������
how is it performed for diagnosis of disease� The use of coverage interval in

diagnosis is� in fact� testing the follwoing hypotheses�

H� � The individual is healthy vs� H� � The individual is unhealthy� �	���

The test is then set as the following�

Accepting H� when the measurement value falls in �C��� �� and

not rejecting H� when the measurement value falls outside �C��� ���
�	���

An individual will be suspected to be abnormal when H� is rejected� There

are two errors may happen in the diagnosis based on coverage interval�

Type I error� The individual is healthy but heshe is claimed to be unhealthy

Type II error� The individual is unhealthy but heshe is claimed to be healthy

Our interest in diagnosis of disease through the estimated coverage interval

includes the followings�

�a� A �

�� � ��� coverage interval is expected to have probability � � � to

claim a healthy people to be healthy� How is it performed in sample coverage

interval�

�b� On the other hand� a coverage interval is expected to have large probability

to claim a diseased people to be diseased� How is it performed in sample

coverage interval for this case� The test procedure is based on coverage interval�

�� A Study for Normal Distribution

Let X�� ���� Xn be a random sample drawn from the normal distribution

N���� �
�
��� However� �� and ��� are assumed to be unkown� The true �

���

��� coverage interval is

��� � z���
�
��� �� � z���

�
��� �����



�

which is also unknown� Hence� it is estimated by the �

�� � ��� normal

coverage interval as

� �X � z���
�
S� �X � z���

�
S�� ���	�

Now� suppose that X� is the characteristic variable of interest for diagonosis

based on coverage interval estimate of ���	�� If X� is in healthy condition� the

probability of type I error is derived in the follwoings�

P �Type I error� � P������X� �� � �X � z���
�
S� �X � z���

�
S��

� �� P������
�X � z���

�
S � X� � �X � z���

�
S�

� �� P�������z���
�
� X� � �X

S
� z���

�
�

� �� P�������
z���

�q
� � �

n

� X� � �Xq
� � �

nS
� z���

�q
� � �

n

�

� �� P �� z���
�q

� � �
n

� t�n� �� � z���
�q

� � �
n

�

where we use the fact that� under H��
X�� �Xp
�� �

n
S
� t�n � ��� Next� suppose

that X� is in unhealthy condition� let � and �� be the true mean and variance

of variable X�� For deriving the probability of type II error� we �rst derive

the desired test statistic� It is seen that X� � �X has the normal distribution

N������ ��� ��
�

n
� and �n���S�

��
�

has chi�square distribution 	��n��� and these

two quantities are independent� We then have the following

T �
X� � �Xr�
�
��

��
� �

n S

� tn���
�� ��q
�� �

��
�

n

�

where tk�a� represents the noncentral t distribution with degrees of freedom k

and noncentrality parameter a� The derivation of type II error is as follows�

P �Type II error� � P �X� � � �X � z���
�
S� �X � z���

�
S��

� P �
�z���

�r�
�
��

��
� �

n

� X� � �Xr�
�
��

��
� �

n S

� z���
�r�

�
��

��
� �

n

�

� P �
�z���

�r�
�
��

��
� �

n

� tn���
�� ��q
�� �

��
�

n

� � z���
�r�

�
��

��
� �

n

��



�

Let �� � �
��
� �� �

����r
���

��
�

n

� We will evaluate this probability under some values

of �� and ��� In this design� we have


 � P �Type II error� � P �
�z���

�q
��� �

�
n

� tn������ �
z���

�q
��� �

�
n

�� �����

and the power is ��
� When �� � � and �� � 
 is true� the power is expected

to be the probability of type I error� On the other hand� when this assumption

is not true� we expect that the power is large when the deviation is big�

Any sequence of sample points that leads to a disorder signal is called a

run� The number of individuals that is taken during a run is called the �run

length�� Clearly� the run length is of very importance in evaluating how well

a coverage interval performs� Because run length can vary run to run� from

the statistical point of view� it is more interesting to evaluate the average run

length �ARL� that is de�ned as

ARL �
�

�� 

� �����

If the coverage interval is monitoring a sequence of healthy people� a perfect

interval would never generate a signal of disorder � thus� the ARL would be

in�nitely large� If the coverage interval is monitoring a sequence of un�healthy

people� a perfect interval would quickly generate a signal of disorder � thus� a

coverage interval with an ARL of � would be desired� However� statistically

this is not possible�

We would like to see a high ARL when the coverage interval is treating a

group of healthy people and a lowARLwhen it is treating a group of un�healthy

people� However� from the statistical point� we expect a high ARL when the

parameters of the underlying distribution are on target and low ARL when the

parameters shift to an unsatisfactory level�

De�nition ���� The average run length �ARL� represents the length of time

the consecuitive diagnoses must run� on the average� before a coverage interval

will indicate an disorder�

We display the powers of ����� for several alternatives in Table ��



	

Table �� Powers for Normal distribution N��� ��� �two�sided�

���� ���
� ��� 
�

��� �� �	� 
� ��� 	� �	� �� �	� 	�

n � 	
 
�
�
�� 
�	
�
	 
���	�� 
����
� 
���� � 
�����	
n � �
 
�
 � � 
���
�� 
������ 
������ 
������ 
������
n � �
 
�
��
 
���	�
 
�����
 
��	��� 
������ 
����	�
n � �

 
�
���� 
��� �
 
���

� 
��	� � 
����� 
�����	
n � �

 
�
�
�� 
�����	 
��	� � 
������ 
���			 
���� �

Table �� ARL for Normal distribution N��� ��� �two�sided�

���� ���
� ��� 
�

��� �� �	� 
� ��� 	� �	� �� �	� 	�

n � 	
 ���
��� ������ 	��	�� ������ ���� 	 ������
n � �
 ����
�� ��	�	� 	�� �� ������ ����� �����	
n � �
 ���		� ������ ��

	� ���� � ���  � ������
n � �

 ����	�� �� �	� ��
	�� �����
 ������ ������
n � �

 ��� ��� �����
 ��
��� ������ ������ ������

We have several comments drawn from the above two tables�

�a� When H� is true� the ARL expected to be 	
� This means that� in average�

	
 healthy people will have one being classi�ed as an unhealthy individual�

However� the results are all not identical to 	
 that can be as small as only

�� for sample size n � 	
� The ARL increases in sample size n and it is seen

approached to 	
 when n goes to in�nity�

�b� When the parameters are moved away from the null one� the power in�

creases and the ARL decreases� This satis�es the expectation for the use of

coverage interval in monitoring an individual�s health�

There is no other approach that has studied the ARL� So� we can�t make

comparison for this approach with others�

We may consider a one sided coverage interval as ���� �� � z������ and

its estimate is

���� �X � z���S��

The probability of type II error of this coverage interval estimate may be shown

as


 � P �Type II error� � P ��� � tn������ � z���q
��� �

�
n

�






and the power is ��
� We display the power and ARL results in Tables � and

��

Table �� Powers for Normal distribution N��� ��� �one�sided�

n � 	
 n � �
 n � �
 n � �

 n � �


�� � �� �� � �� 
�

 �� 
�

��
 
�

��� 
�

�� 
�

���
�� � �� �� � � 
�	���	 
�	��	� 
�	�
		 
 ��� 
�	 
��
�� � �� �� � �	 
�


	� 
�


	
 
�


�� 
�


�� 
�


��
�� � �� �� � 	 
� � �� 
� �
� 
� � 
� 
� �	�� 
� ���

�� � 	� �� � �� 
�
�  	 
�
���� 
�
���� 
�
��  
�
��	�
�� � 	� �� � � 
��� 
� 
������ 
���	 � 
����� 
���
 �
�� � 	� �� � �	 
�

	 � 
�

	�� 
�

	�
 
�

	�� 
�

	��
�� � 	� �� � 	 
��� � 
����	� 
���
�� 
���
�� 
���
� 

Table �� ARL for Normal distribution N��� ��� �one�sided�

n � 	
 n � �
 n � �
 n � �

 n � �


�� � �� �� � �� � 	��� ����
� 	
 �
� 		��	
 	�
��

�� � �� �� � � ������ �� 
 � ���

 ������ ������
�� � �� �� � �	 ����� ������ � � ��  ����� �	 ���
�� � �� �� � 	 ���	�� ���� � ������ ����  ��� ��
�� � 	� �� � �� 	���
� 	����� 	����� 	����� 	��� �
�� � 	� �� � � ���� 
 ������ ���� 	 ����� ����	�
�� � 	� �� � �	 ������ �� ��� ������� �
����� �������
�� � 	� �� � 	 ��		�	 ������ ������ ������ ����� 

�� Coverage Intervals for Gamma and Exponential Distributions

Consider the Gamma distribution !�k� 
� with pdf of the form

f��x� �
�

!�k�
k
xk��e�x�� � x � 
�

The �th quantile of this distribution is F��� ��� � �
�	

�
�k���� The one sided

�� � coverage interval is C����� � �
� ��	
�
�k��� ���� With mle �
 �

Pn
i�� xi
nk �

a sample coverage interval is

�C��� �� � �
�

Pn
i	� xi
	nk

	��k��� ����

Suppose that the true coverage interval is C��� �� � �
� ��� 	
�
�k��� ���� The



�

power function is a function of parameter 
 as

�
� � P��X �

Pn
i	�Xi

	nk
	��k��� ���

� P��
	X�	k


	
Pn

i	�Xi�	nk
�
�


�
	k


	��k��� ���

� P �F �	k� 	nk� �

�
	k


	��k��� ���

We list the power and ARL results for this Gamma distribution in Tables �

and  �
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Table 
� ARL for Gamma distribution !�k� 
� �one�sided�
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For two sided coverage interval �
� �	

�
�k�

�
� �� 	

�
�k��� �

� ��� its estimate is

�C��� �� �

Pn
i	�Xi

	nk
�	��k�

�

	
�� 	��k���

�

	
���

We then see that the power of this coverage interval estimate is

�
� � �� P �

�
	k


	��k�
�

	
� � F �	k� 	nk� � 
�

	k

	��k���

�

	
���

Some of the power and ARL results for this two sided consideration are listed

in Tables � and ��
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� �two�sided�


 � 
�� 
 � � 
 � � 
 � 	

k � � 
�
�
 � 
�
���	 
������ 
�����

k � 	 
�
� �
 
�
���� 
� ���� 
�� ��	
k � � 
��	��� 
�
���� 
��	��� 
������
k � � 
����� 
�
���� 
������ 
������
k � � 
�		�	 
�
��	� 
���� � 
������
k �  
�	���� 
�
��	
 
�� �		 
����� 
k � � 
����
 
�
���� 
����� 
������
k � � 
������ 
�
���� 
������ 
������
k � � 
������ 
�
��
� 
������ 
������
k � �
 
������ 
�
��
 
����
� 
������
k � �	 
���
�� 
�
��
	 
������ ��





k � �� 
� ���
 
�
���� 
����� ��





k � 	
 
��� 
� 
�
���� 
������ ��






Table �� ARL for Gamma distribution !�k� 
� �two�sided�


 � 
�� 
 � � 
 � � 
 � 	

k � � ����	� ������ ��	� � ����� 
k � 	 ������ ���	�� 	�	
�� ���	��
k � � �� �	� �����
 ��	� � ��

 	
k � � �� �	� ������ ������ ��

��
k � � ��� �� ����	� ��
 	
 ��


	
k �  ���� � ������ ��
��� ��




k � � 	����� ����  ��
�� ��




k � � 	����	 ������ ��
�
	 ��




k � � 	�	��	 ������ ��

�� ��




k � �
 	�
� � ������ ��

�
 ��




k � �	 ���	�� �����
 ��


� ��




k � �� ����	� ����		 ��


� ��




k � 	
 ���� 
 ������ ��



 ��







��

Let X�� ���� Xn be a random sample drawn from the exponential distribution

with probability density function

f�x� �� �
�

�
e�x��� x � 
�

The distribution function is F �x� � �� e�x��� Hence� the population quantile

function is F����� � ��ln�� � �� indicating that a �

�� � ��� population

coverage interval is

���ln��� �

	
����ln��

	
���

An appropriate estimate of � is �X and then a sample �

�� � ��� coverage

interval is

�� �Xln��� �

	
��� �Xln�

�

	
���

Suppose that the parameter for healthy people is ��� The type I error

probability is deriving as follows�

P �Type I error� � P���X� �� �� �Xln��� �

	
��� �Xln�

�

	
���

� �� P���
�Pn

i	�Xiln��� �
� �

n
� X� �

�Pn
i	�Xiln�

�
� �

n
�

� �� P���
�ln��� �

� �

n
� X�Pn

i	�Xi
� �ln��� �

n
�

� �� P����ln���
�

	
� � F �	� 	n� � �ln��

	
��

where we use the fact that X�P
n
i��Xi

� �X�����
�
P

n
i��Xi����n

� F �	� 	n�� The probbility

of type II error when the true parameter is � is


 � P �Type II error� � P �� �

��
ln��� �

	
� � F �	� 	n� � � �

��
ln�

�

	
��

where �� � �
��
� We consider �� � �� � 
��� coverage interval as example and

list the results in Tables � and �
�
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Let�s now consider the one sided coverage interval �
���ln���� that is esti�
mated by �
�� �Xln����� The probability of type II error is


 � P �Type II error� � P �
 � F �	� 	n� � � �

��
ln�����

Again� �� � � 
���� we list the power and ARL in Tables �� and �	�

Table ��� Powers for Exponential distribution Exp��� �one�sided� �Assume
�
��

� �� �

n � � n � 	
 n � �
 n � �

�� � 
�	 
�


�� 
�



� 
�




 
�





�� � 
�� 
�
���� 
�

�	� 
�

�	� 
�

���
�� � 
�� 
�
 ��� 
�
�	�
 
�
	��� 
�
	�
	
�� � � 
�
�� 	 
�
 ��	 
�
���� 
�
���

�� � ��� 
��� �� 
����
	 
���� � 
����
�
�� � 	 
�	 ��� 
�	���� 
�	���� 
�		���
�� � 	�� 
������ 
���	�
 
��
��	 
��
 


�� � � 
��
	�� 
�����
 
������ 
���	
�



��

Table ��� ARL for Exponential distribution Exp��� �one�sided� �Assume
�
��

� �� �

n � � n � 	
 n � �
 n � �

�� � 
�	 �
���� ���	� ��� �� �





�� � 
�� ����� �����
 	��� � 	� ��

�� � 
�� � �� � �
���� ���
�� ���

�
�� � � �
���� � �	
� ������ ����� 
�� � ��� ��� ��  ���
�  ���� ��
���
�� � 	 ���
 � ��	��� �����
 ������
�� � 	�� 	��	� ��	
	
 ��	��� ��	 ��
�� � � 	����� 	� ��� 	� �
 	� ���

Topic �� p Value of an Outllier Sum in Di�erential Gene

Expression Analysis

Abstract

Outlier sum has been proposed in Tibshirani and Hastie �	

�� and Wu �	

��

for detection of di�erential genes in cancer studies where one or several disease

groups show unusually high gene expression in a subset of their samples� A new

outlier sum is proposed that allows us to develop its asymptotic distribution

theory for formulating p value� Since it is a function of some distributional

parameters� this p value may be computed parametrically or nonparametrically�

We further formulate parametrically this p value when normal distribution for

gene variables is assumed� To investigate this p value� we perform a simulation

and conduct a real data analysis which indicates that this outlier sum not only

allows us to compute p values for genes but is also "exible for treatment of

various structures of distribution for gene variables�

Key words� Gene expression analysis� outlier sum� p value�

	� Introduction

Microarray technology by probing thousands of genes simultaneously has

been successfully used in medical research to classify di�erent diseases �see

this point in� for examples� Agrawal et al� �	

	�� Alizadeh et al� �	

 
� Ohki

et al� �	

��� Sorlie et al� �	

���� For example� two molecular subtypes of

breast cancer �two distinct gene expression patterns�� luminal A and basal�like



��

subtypes� have been reported to have di�erent clinical outcome �see Sorlie et al�

�	

���� Another example is di�use large B�cell lymphoma �DLBCL�� Patients

with one particular molecular pattern� germinal centre B�like DLBCL� had a

signi�cant better overall survival than those with another molecular pattern�

activated B�like DLBCL �see Alizadeh et al� �	


��� Furthermore� microarray

analysis has been advanced to identify oulier genes which are over�expressed

only in a small number of disease samples �see Beer et al� �	

	�� Tibshi�

rani and Hastie �	

��� Tomlins et al� �	

���� such as recurrent chromosomal

rearrangements �one type of chromosomal mutation�� which is common in lym�

phoma and leukemia� but rare in other cancers� Standard statistical methods

for two�group comparisons �e�g�� t�tests� have a limitation to identify these

genes to distinguish tumor versus normal samples�

Several statistical approaches have been proposed to address this issue of

�nding those genes where only a subset of the samples has high expression�

Among the proposals� Tomlins et al� �	

�� introduced a method called cancer

outlier pro�le analysis �COPA�� Latter� Tibshirani and Hastie �	

�� intro�

duced a sum of the values in the cancer group� called the outlier sums� and

showed that the technique of outlier sums is noticeably better in simulation of

p values than the technique of COPA� There is an alternative outlier sums � like

statistic proposed by Wu �	

��� Basically� these methods of outlier sums pool

outlier score which is a standardized score centered at median and scales by

median absolute deviation in various ways� A larger outlier score indicates an

outlier gene� The outlier sum statistics are very promising in detecting genes

where only a subset of their samples have high expression� Unfortunately�

without development of distribution theory for the outlier sum statistic� its

power �see the simulations in Tibshirani and Hastie �	

��� in gene expression

analysis relies on that the number of genes with samples having high expression

is known� However� this is usually not true in practice and then there is no

natural cut o� point to decide the number of in"uential genes�

We propose the non�standardized outlier sum statistics and develop a tech�

nique for computing p values for genes� One interesting result is that this

technique will generally produce a cut o� point to classify the genes into class



��

of outlier genes and non�outlier genes� So� this would not require that there

is only one outlier gene� The studies of gene expression detection such as the

t test� Tibshirani and Hastie �	

�� and Wu �	

�� all assume that the un�

derlying distributions for all genes are normal distributions� Hence� under this

distribution� we further derive a simpler formula for p values and perform sim�

ulations evaluate its ability in detection of outlier genes� A formula developed

in this paper makes the study of p values in parameteric of other distributions

and nonparametric techniques is straight forward� however� we would not go

further for this�


� General Formulation for Outlier Means

Suppose that there are m genes to be cocerned and for each gene there are

two groups of subjects� one normal or healthy group and one cancer �disease�

group� We assume that there are available n� and n� expression variables

respectively for two groups forming as follows�

Normal group Cancer group
Gene � X��� ���� X�n� Y��� ���� Y�n�
Gene 	 X��� ���� X�n� Y��� ���� Y�n�

���
���

���
Gene m Xm�� ���� Xmn� Ym�� ���� Ymn�

� ���

The outlier sums for gene expression in literature actually implicitly de�ned

three parameters�

H� � Centering parameter for measuring distance of observations in Y group

H� � Threshold for identifying observations from Y group as outliers

H
 � Scale parameter for standardizing an outlier sum

Let H�j � H�j� H
j represent� respectively the above three parameters for gene

j and we assume that there are appropriate estimators �H�j � �H�j� �H
j� based on

variables in gene j� available for estimating these parameters�

The outlier sum statistic for gene j de�ned by Tibshirani and Hastie �	

��

and Wu �	

�� may be represented in a general form as

Wj �
n�X
i	�

Yji � �H�j

�H
j

I�Yji � �H�j�� � �	�



��

where �H�j � �H�j and �H
j are estimates of H�j � H�j and H
j respectively�

Let Fxj and Fyj � respectively� be the distribution functions that fXji� i �

�� ���� n�g and fYji� i � �� ���� n�g are drawn� Let�s denote

�F��xj ��� � �th percentile of the set fXji� i � �� ���� n�g
�L��j ��� � �th percentile of the set fXji� i � �� ���� n�� Yji� i � �� ���� n�g
medxj � �F��xj �
����medyj � �F��yj �
����medj � �L��j �
���

IQRxj � �F��xj �
����� �F��xj �
�	��� IQRj � �L��j �
����� �L��j �
�	���

madxj � ����	 �medianfjYji �medxj j� i � �� ���� n�g
where the constant ����	 is chosen such that madxj is approximately equal

to the normal standard error�

For comparison of the two approaches on outlier sums by Tibshirani and

Hastie �	

�� and Wu �	

��� we use a table to express their formulations of

outlier sums� This expression allows us to generate alternative outlier sums

when thresholds �H�j � �H�j and �H
j are chosen in di�erent ways that could be

in consideration of robustness or e#ciency�

Table ��� Comparison of parameter estimates for outlier sums method and

outlier robust t method
Parameter
estimate

Tibshirani
and Hastie

Wu

����� ������ ������
�H�j medj medxj

�H�j
�L��j �
���� � IQRj

�F��xj �
���� � IQRxj

�H
j madxj
medianfjXji �medxj jn�i	��

jYji �medyj jn�i	�g
� �� � � ������ ������

When gene expression values xji� i � �� ���� n�� yji� i � �� ���� n� are available�

we can evaluate statistic values wj for the outlier sum statistics Wj of � �	��

The technique applied in Tibshirani and Hastie �	

�� of gene expression anal�

ysis computes the p values as

pjw �
�

m

X
j� �	j

I�wj� � wj�� j � �� ����m� � ���



�	

The genes with smaller p values are suspected to be signi�cant genes�

It is desired to evaluate p values with probability sense� Suppose that we

have a statistic t�Z� where Z is a random sample from a distribution involving

parameter � and we consider the null hypothesis H� � � � ��� The classical

signi�cance test de�nes the p value as

pt � P��ft�Z� at least as extreme as the observed t�z�g� � ���

where z is the realization of the random sample Z� Extending this concept� the

proposal of p value for gene expression based on outlier sums is appropriate in

the form as

p�j � PFxjfWj � wjg� j � �� ����m� � ���

where statistic Wj involves distributions Fxj and Fyj since it is function of

fXjig and fYjig but we consider that Fxj � Fyj in � ����

We consider a non�centered and non�scaled outlier sum statistic in the fol�

lowing and use it to introduce a test statistic that does involve centering and

scaling estimates�

De�nition 
��� The outlier sum statistic for jth gene is

$%j �
n�X
i	�

YjiI�Yji � �Hj�� � � �

The aim in this paper is to develop p values for outlier sum statistics $%j � j �

�� ����m�

�� Formulation of p Value with Normal Samples

From now on� for simplicity� we drove the index j� The threshold suggested

by Wu �	

�� is

�Ha � �F��x �
���� � IQRx � 	 �F��x �
����� �F��x �
�	���

For latter comparison� we suggested a "exible type of threshold as

�Hb � �F��x �
��� � ���kIQRx�



�


We now further denote the outlier mean % by %a when its threshold is �H � �Ha

and it by %b when �H � �Hb�

We have notes on the design of threshold �Hb�

�a� Consider that the underlying distributions Fx is normal� We then see that

�Ha and �Hb when k � � are both estimates of �x � ��xz����� Hence� �Hb when

k � � is asymptotically equlivalent to �Ha�

�b� Small k will make the outlier sum able to detect any positive outliers in

second group� The larger the outliers the more the e#ciency will be� However�

it could happen that there are many genes to be identi�ed as outlier genes

since their p values all indicate signi�cant di�erent�

�c� Larger k can only detect larger shift in distribution and it will probably

not be able to detect smaller shift in distribution�

�d� We latter will see that when k � � the p values pa and pb are identical�

We now assume that fXig and fYig are two random sample� respectively�

from normal distributions N��x� �
�
x� and N��y� �

�
y�� With denoted � as the

probability density function of the standard normal distribution N�
� ��� we

further let ���� be the probability density function of the normal distribution

N��� ����

With the normality assumptions� F��x ��� � �x�z��x indicates that F
��
x �
����

���k�F��x �
�����F��x �
�	��� � �x��kz�����x� Hence� the outlier sum may be

reformulated as

$% �
n�X
i	�

YiI�Yi � ��x � �kz������x�

that requires only estimators ��x and ��x� Furthermore� the p value is evaluated

under that H� is assumed to be true� Hence� we may let �x � �y� �x � �y and�

with careful checking� we may see that some elements for evaluating p value in



��

Section � are as follows�

$ �

n�X
i	�

yiI�yi � ��x � �kz������x��


 �

Z �

kz����

��z�dz� a known constant�

�	 � �x �
�x



Z �

kz����

z��z�dz�

b� �
�



�kz�����x���kz�����

p
h����
��

b� � b
 � ���k
b�

����
�
����z������

v �
��x

�

�

Z �

kz����

z���z�dz � �

Z �


kz����

z��z�dz����

where b�� b�� b
 and v are to formulate ��	 � ��	�b�� b�� b
� v� where

��	 � ��	�b�� b�� b
� v�

� 
�	�� 
�����
��b� � 
�	�b� � 
���b
�
� � �
��b� � 
�	�b� � 
�	�b
�

�

� ��
��b� � 
�	�b� � 
�	�b
�
� � ��
��b� � 
���b� � 
�	�b
�

�� � v

From the formulations stated earlier� we need only to specify estimators of

h� �x and �x�

Theorem ��� Suppose that fXig and fYig are� respectively� random samples

from distributions N��x� �
�
x� and N��y� �

�
y�� Then� under H� � �x � �y� �

�
x �

�y�

W � W �Xi� Yi� �
p
n��

$%� 
n��	p

n��	

� �����

converges asymptotically to the standard normal distribution�

We then apply an estimator of W of ����� as the test statistic

De�nition ���� Suppose that we have appropriate estimators of 
� �	 and

�	� Then we de�ne the test statistic as

$W � $W �Xi� Yi� �
p
n��

$%� �
n���	q
�
n���	

�� ���	�



��

De�nition ���� Suppose that the outlier mean %j has the asymptotic property

of � �	� and there are �
j � ��j	 and ��j	� estimates� respectively� of 
j � �j	 and

�j	 based on observations xji�s� We de�ne the p value for gene j as

pj �

Z �
p
n��

��j�
��jn���j�p
��jn���j�

�

��z�dz� j � �� ����m� �����

We have two notes for the speci�ed p values�

�a� The estimates �
j � ��j	 and ��j	 are designed to be computed from the data

xji�s since p values try to see how signi�cant the observation $j �s it is when

yji are drawn from the same distribution of xji�s�

�b� Suppose that pj �s for all j are available� The genes with indexes j�s such

that their p�s are relatively smaller are then suspected to be in"uential and

those with relatively larger pj �s are not in"uential� This resolve the di#culty

of ordinal p values proposed in the literature for outlier sums statistics for not

been able to determine a �nite set of in"uential genes when it is not known

the true number of in"uential genes�

Let �h � n�
n�
� ��x � �x � �

n�

Pn�
i	� xi� ��

�
x � s�x � �

n���
Pn�

i	��xi � �x��� Some

elements for computing the observation of the following test statistic

$W �Xi� Yi� �
p
n��

$%� 
n���	p

n���	

�

are the followings�

$ �

n�X
i	�

yiI�yi � �x� �kz����sx�


 �

Z �


kz����

��z�dz� a known constant

��	 � �x�
sx



Z �

kz����

z��z�dz �����

�b� �
�



�kz����sx���kz�����

p
�h����
�

�b� � �b
 � ���k
�b�

����
�
����z�����

�v �
s�x

�

�

Z �

kz����

z���z�dz � �

Z �

kz����

z��z�dz����



��

Then the asymptotic variance ��	 is estimated as

���	 � ��	�
�b���b���b
� �v� �����

and then the p value of � ��� is

p �

Z �

p
n��

����n� ���p
�n����

�

��z�dz� ��� �

The p value of ��� � uses only �x and sx to estimate �x and �x for formulating

��	 and ��	� The computation of p value under normality assumption is very

simple� If it is the situation that Gx and Gy are known but not normal� this

procedure of establishing p value may be analogously derived�

�� Simulation and Data Analysis

It is desired to evaluate the ability of outlier sum in detecting signi�cant

genes through the p values of genes� We restrict this evaluation for that the un�

derlying distributions are normal that are generally assumed in the approaches

of Tibshirani and Hastie �	

�� and Wu �	

��� Under the normal assumption�

the outlier sum statistic may be formulated as

$b �

n�X
i	�

YiI�Yi � �X � �kz����Sx� �����

where �X and Sx are� respectively� sample mean and sample standard deviation

based on sample of normal group people� This outlier sum is equivalent to

the proposals of Wu �	

�� when k � �� It is then interesting to study the

choice of constant k for detecting signi�cant genes through simulation and data

analysis�

We conduct two simulations� First� the classical t test has been criticized

that when there are occassionally hundreds of in"uential genes if �
 thounsands

genes are investigated� Hence� we generate n� � 	
 and n� � 	
 observations

from N�
� �� and conduct � million replications of this data generation to

compute p values of ��� �� Setting signi�cance level � � 
�

�� 
�
�� 
�
� and

constant k � �� 	� �� we compute the numbers of p values smaller than the



��

corresponding speci�ed signi�cance level �� The results are displayed in Table

���

Table �	� Numbers in � millions replications with p values smaller than �

� k � � k � 	 k � �

�
� ���
� � 
 �

�
� 	�	�� � 	

�

� � �	 	� �

We have two conclusions drawn from the results in Table ��

�a� Consider that k � �� If � � 
�
�� there are more than �
 thousands genes to

be claimed in"uential� So� if there are totally �
 thounsands genes� then there

are about �

 or more genes to be identi�ed as in"uential� Similarly� � � 
�
�

and � � 
�

� indicate to have� respectively� 	

 and �
 or more genes to

be identi�ed as in"uential� This shows that outlier sum of k � � which is

equivalent to Wu �	

�� is still struggled in having too many in"uential genes�

�b� Consider that k � 	� The results show that when the gene number is

about �
 thousands� there will be very small numbers of in"uential genes to

be identi�ed� On the other hand� k � � will be almost none to be identi�ed as

in"uential gene� Hence� based on this simulation� k � 	 or � is an appropriate

constant to contruct the outlier sum�

We �rst consider a simulation to evaluate the e#ciency of the approach of p

value for di�erential sum in detcting outlier genes� Let �s� h� be a �xed index

for gene data generation� We generate n� � 	
 and n� � 	
 observations from

N�
� ��� However� we add h units for s of the samples in the second group of

n� observations� We then compute the p value of ��� ��

For the next simulation� we consider that there are in"uential genes and

see the e#ciency of the approach of p value for detection of in"uential genes�

Again� we generate n� � 	
 and n� � 	
 observations from N�
� ��� However�

we add h units for s of the samples in the second group of n� observations�

This process is repeated �
 thousands times and we compute the averaging p

value� For several values of s and h� we perform this simulation and display

the simulation results of averaged p values in Tables � and ���

Table �
� Average p values of outlier sum



��

�s� h� k � � k � 	 k � �
�
� 
� 
���	 
����	 
��
�	� 	� 
�	��� 
�� �	 
�����
�	� �� 
�
��� 
�	
�� 
�����
�	�  � 
�


�� 
�
� 	 
�	�
�
�	� �� ����E � 
� 
�


� 
�
���
��� 	� 
��	�� 
����� 
�����
��� �� 
�


�� 
��
�	 
��� 

���  � 	���E � 
� 
�

�� 
��	��
��� �� 	���E � �� ��� E � 
� 
�

�

��� �
�  ���E � �� ���	E � �	 	���E � 
�
� � 	� 
�
 �� 
����� 
��� 

� � �� ����E � 
� 
�
 �	 
�����
� �  � ����E � �� 
�


	� 
�
���
� � �� ����E � 	� ����E � �� 
�

	�
� � �
� 	�
�E � � ��	�E � 	� ����E � 
 

Table ��� Average p values of outlier sum

�s� h� k � � k � � k �  
�
� 
� 
�� 
�� 
��
�	� 	� 
����� 
�� 
��
�	� �� 
����� 
����� 
�����
�	�  � 
��	�
 
����
 
���� 
�	� �� 
�	��
 
��
�� 
�����
��� 	� 
����� 
�� 
��
��� �� 
����� 
����	 
�����
���  � 
���
� 
���	� 
�����
��� �� 
��� � 
����	 
�� ��
��� �
� 
�
��� 
�� �� 
�����
� � 	� 
����� 
�� 
��
� � �� 
���� 
����
 
�����
� �  � 
�� �� 
���  
����

� � �� 
����	 
����	 
�� ��
� � �
� 
�
�
 
���		 
��	��

We have several conclusions drawn from Tables 	 and ��

�a� Consider the case that �s� h� � �
� 
�� It is nice that the outlier sums in all

cases of k all have average p values more than 
�� that indicates not statistical

signi�cant for practically non�in"uential genes�

�b� Consider that k � � and �s� h� �� �
� 
�� Besides few cases� the average p

values are small enough that would e#ciently classify these genes as in"uential



��

genes� Is k � � appropriate for constructing outlier sum� We should remind

that k � � may occassionally generate too many in"uential genes as we have

seen in Table ��� So� it is good in detecting in"uential genes but would produce

non negligible type I error�

�c� Consider that k � 	� The simulation results for �s� h� � �
� 
� in Table � 

shows that it would produce only negligible type I error� For �s� h� �� �
� 
��

when h is far enough away from 
� the outlier sum performs very well� From

consideration of balanced two errors� k � 	 seems to be an appropriate choice

of outlier sum�

�d� From the table results that k � 	� it seems to be not e#cient to detect

in"uential genes in all situations of �s� h� �� �
� 
��

We now consider an application of p value of outlier sum on a real gene

data� The breast cancer microarray data reported by Huang et al� �	

��

contained the expression levels of �	 	� genes from �� �or �	� breast tumor

samples� Each sample had a binary outcome describing the status of lymph

node involvement in breast cancer �breast cancer recurrence�� Among them�

�� samples had no positive nodes� �Or �� samples had no cancer recurrence

and �� samples had breast cancer recurrence�� The gene expressions� obtained

from the A�ymetrix human U��a chip� We pre�processed the data using RMA

�Irizarry et al� �	

����

We �rst compute the p values of ��� � for various values of k and we display

the numbers no
����� of genes that are classi�ed to be signi�cant for that theirs

p values are less than 
�

� in the following table�

Table ��� Numbers of genes with p values smaller than 
�

�

no
����� no
�����
k � � ���� k � � ��
k � ��� 	�
� k � � �
k � 	 �		 k �  �
k � � ���

We have several comments drawn from the results in Table ���

�a� We have seen that �Ha is the proposal of Wu �	

�� and �Hb with k � � is

asymptotically equivalent to �Ha when the underlying distribution is assumed



��

to be normal� The number of sigini�cant genes when k � � for �Hb is �����

This huge number shows that this gene data is de�nitely not appropriate to

be analyzed by the outlier sum proposals been introduced� The other cases

with k � � the numbers of genes claimed to be signi�cant are still too big for

further investigation�

�b� When k is as large as � the number of sigini�cant genes is down to �� and

it further goes down to � when k � �� This shows that gene data may need

outlier sum of more extreme threshold to simplify the pothetial group of genes

for further study�

In the following table� we select the cases k � � and  and list their corre�

sponding gene numbers that are with signi�cant p values and the outlier sum

values for reference�

Table �� Gene numbers with their outlier sums associated with p value

Gene number OS Gene number OS
k � � k �  
�
	� 	�����	� �
	� 	�����	�
�
	� ����
��� �
	� ����
���
�
	�
 � � 	� � �
	�
 � � 	� �
���� �� ����� ���� �� �����
���	  �
��	�� ���	  �
��	��
�
��� ���� ��
�

�� �
��	  �
��� �
������

Detection of signi�cant genes through the p values of outlier sum solves

the di#culty of classical outlier sum technique that is not not able to detect

signi�cant genes when the number of them is not known� But how to decide

constant k for the outlier sum of ������ We propose to list the numbers of

signi�cant genes for various values of k and select k for that has a moderate

small group of signi�cant genes�
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