PoEA E 4 L E



B PRk 2 WO

Mission Planning in Computer Games

Moy i ER Student: Kuei-Tang Fang
EERR PR Advisor: B.M.T. Lin

e Requirements

for the Degree of
Master of Business Administration
in
Information Management
June 2008
Hsinchu, Taiwan, the Republic of China

PEARA L R



BOERT T T e M E - BE e w g B w FIRFIE Y R F 0 2 R
Bjes g fi o ip- 7 FRE R HRE 5 A A i gk T .

G- R AATAIR S AR B ey B R e B
FH TR R REZ T 0T 4 n Sl A o gL s SRR bRk
fﬂ o PP AR B PR EE ®E A Fﬁq G S13°3 qpp‘._;}g s ¥pob gk Lo, poeh
w PP ANfRAF S GuTE o R T H Y T R "*Kg}?f\’&j——“z i SEE rn;fF,
Epphes o




Title of Thesis: Mission Planning in Computer Games
Name of Institutes: Institute of Information Management

Student Name: Kuei-Tang Fang Advisor Name: Professor B.M.T. Lin

Abstract

As the population of the Internet users increases explosively, the market value of
the virtual world becomes remarkable. In this thesis, we propose a mission planning
problem arising from computer games to optimize the time required to reach a target
experience level. The problem. is formulated as¥a resource-constrained scheduling
problem in which each job (task) has a processing time, requires an amount of
resources for its processing and returns another amount of-resources. We give a
formal mathematical ~ formulation  through <a binary: iInteger program. A
pseudo-polynomial time dynamic programming ‘algorithm is: developed to produce
optimal schedules. A result of non-approximability, about constant performance ratios
is established and a'2-approximate greedy algorithm is given for asspecial case. We
also proposed-solution™algorithms for two_special cases: (1) jobs have the same
processing time,.and (2) jobs belong to K-different types.

Keywords: Computer games, relocation-problem, resource-constrained scheduling,
approximability
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Chapter 1

Introduction

Online games started in the 1980swith simple multi-player text-based games (MUD). It was
usually played on a BBS*with connections via modems, Thesesgaimes were based on fantasy
settings, using rules similar-to {those-in therole-playing game Dungeons & Dragons. Nowa-
days MUD becomes'an abbreviation of Multi-User dungeon, Multi-User dungeon dimension
or Multi-User Dialegue.: It represents a text-based virtual reality that exists on the Internet
and is available for.participation of multiple users.

A real virtual world that sounds like a~confliction is a-goal that all online games endeavor
to achieve. Becausé-online ganles are a virtual society composed of many game players,
every role on the monitor is controlled by a real person, and we can see kinds of players with
different characteristics reflecting their personal preferences and behaviors.

In the whole Asia/Pacific area, except Japan, South Korea, China, Taiwan is the biggest
online game market (see Figure 1) (IDC1, 2006). Based on a report from IDC Asia/Pacific
Research, the online game market in Taiwan is US$289.8 million in 2007, a 15.2% increase to
2006 (see Figure 2) (IDC1, 2008). According to a new report from analyst firm DFC Intel-
ligence, the increase in broadband households, higher PC penetration and more connected

console video game systems. The worldwide online game market is forecasted to grow from



$4.5 billion in 2006 to over $13 billion in 2012, a 192% increase (see Figure 3) (DFC, 2007).

The largest online game companies such as Blizzard Entertainment, NCsoft, Sony Online

Entertainment and Shanda Entertainment, now generate hundreds of millions of dollars in

annual revenue from high profile massively multiplayer online games (MMOGs).
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While computer games attract players from around the world and the industry is growing,
- - : “
we are interested indecision problems that cah be observed from thisfarea. In this thesis,

we investigate a plé,nnirnlg problem LthaEtE could arise from online RPG g;mes. In such games,
players fight agains-%fthe monsiceJrs or' mobs ’e}'le‘}:f “ehcounter sd as.to achieve the task of
missions. In the procerss, ‘players. gain experiences if they suCgeésfully defeat the mobs.
When a player accumulate his/her experience up to a certain l'evuel, he/she can acquire special
weapons or upgrade to a higher level. Different types of mobs may come into scenes. The
decision problem of the payer is to determine, subject to a personal experience level, a fighting
plan to accumulate experience to so as meet a specific experience level in the shortest time.
This thesis studies this decision problem from the aspect of resource-constrained scheduling.

The scheduling model we adopt is the relocation problem, which was first formulated

by Kaplan (1986) from a public housing development project in Boston. We first introduce



the generic relocation problem. There are n houses to redevelop. The town governor offers
initial vy housing units for temporarily house the tenants of the buildings under development.
Each building J; has two parameters: «;, the original capacity and [3;, new capacity after
redevelopment. Building J; is allowed to execute only if there are at least «; housing units
available. After building J; is completed, it will return ; units for common use. The goal is to
find a feasible construction sequence subject to a fixed amount of initial resources. Mapping
the relocation problem to the mission planning problem in the role-playing games, each player
has initial experience vy and intend to accumulate sufficient experience through defeating
monsters and completing missions as earlier;as:possible. Like the relocation problem, there
are three parameters associated with a mission or monster: «;, 3;, and p;. Job J; means
the mission of fighting against a monster or complete a missions Different mobs will require
different experiences tofight. That is; if the player’s experience is less than a mob’s power «;;,
then the player will'be defeated-and-perish. Onithe other hand, if the player has sufficient
experience, then his/her ‘experience level will drop by a; for the fighte After successfully
defeating a mob, the player will pickup experiences (;, which depends_on the type of mob
defeated. Given an initial experience’level, the mission. planning task of the player is to
construct a sequence of mobs to fight with so as.to accumulate experiences to a specific level
in the shortest time.

The thesis is organized in five-chapters. Chapter.2 provides formal statements of the
problem and preliminary properties of the relocation problem. In Chapter 3, we will propose
a binary integer program and design a pseudo-polynomial time dynamic program. Chapter
4 investigates the approximability of the mission planning problem. Chapter 5 is devoted
to solution algorithms for two special cases: jobs have the same processing time and the
scenario where exactly K types of jobs. In Chapter 6, we will give concluding remarks and

suggest further research directions.



Chapter 2

Problem Statements and Preliminary

Properties

In this chapter, we give a formal definition of the mission. planning problem from the aspect
of resource-constrained scheduling. An integer programming.model will be given to describe
the problem. Preliminary properties about the relocation problem follow.

In the mission"“planning problem, initial resource level vy of a common pool is given for
processing a set ofsjobs J = {.Ji,/o,4" .} on a single-machine. "Each job .J; acquires
and immediately consumes o, units<of resource and.has a processing time p,. A target
resource level v is specified: At any time the machine can precesszat most one job, and no
preemption is allowed. When job J; is completed, it immediately returns 3; units to the
common resource pool. It is assumed a; < §; for all J; € J. We denote ; = 3; — a; and
let 0 = (01,09,...,0,),0 <n’ <n be a particular schedule. Schedule o is feasible if at any

moment the resource level can satisfy the resource requirement of each job in the schedule



and the target resource level is met. The feasibility issues can be described as:
k—1
Uk = vo + Zéal >ap, 1 <k<n' and (2.1)
=1

o
> 6, >, (2.2)
=1

where v} is the resource level at the exact moment of the completion of the job in position

k. The mission planning problem seeks to determine a feasible schedule such that the total

processing time of the schedule is minimum, i.e. find a feasible schedule ¢* = (07, 05,...,07)

such that 27;1 Por 1s minimum among all feasible schedules.

In the basic relocation problem,wcohstraint (2:2).is not required, i.e. given an initial
resource level vy the decisionis on the existence of a sequence of all jobs satisfying con-
straint (2.1). The optimization counterpart of the relogation problem becomes determining
the minimum initial resource level that-will guarantee the existence of a feasible sequence.
In the following, we review some important properties of the basi¢ relocation problem. Ka-
plan and Amir (1988) have shown that the relocation problem is equivalent to the classi-
cal two-machine flowshop scheduling (Johunson’s) problem of makespam minimization. The
equivalence is settled as follows. 'For-edch job .J; of the relocationgproblem, we create a
corresponding job of the flowshep scheduling by letting a; andi3; -be the processing times
required by machine-one and machine-two operations, respectively. For a given sequence of
indices, the minimum amount of resources required to0 guarantee the feasibility of the job
sequence in the relocation problem is' equivalent to the sum of idle times on machine two in
Johnson’s problem. Therefore, the following lemma gives the polynomial solvability of the

relocation problem.

Lemma 1 (Kaplan and Amir 1988) To find the minimum resource provision for guarantee-
ing the existence of a feasible sequence in the relocation problem can be solved in O(nlogn)

time using Johnson’s algorithm.



As given in Cheng and Lin (2008), Johnson’s algorithm can be described in the following

forms:
1. Job J; precedes job J; if min{«;, 3;} < min{f;, o;}.

2. Partition job set J by letting J* = {Jiloy < B, J; € T} and T~ = {Jiley > Bi, J; €
J}. Schedule the jobs of J* in non-decreasing order of «;, and the jobs of J~ in

non-increasing order of ;. The sequence of J ' precedes the sequence of J~.

3. Select the smallest element from {a;} U {G;} of all unscheduled jobs J;. If the element

is ; of some job J;, then sched ‘the earliest open position, else schedule job

Let U[i:j] == (O'i,

define the resource

S E1RSAY

the successful proce
introduced the notio S, Wl eresting applications

(Cheng and Lin 2008 job . .18 defined by letting

Lemma 2 (Kurisu 1976, Lin 1994, Cheng and Lin 2008) For a particular sequence o, the

following equality about resource requirement holds:
R(O) = R((Ulﬂ -« 5031, 0[i5], 0541 - - - 70n))-

For all 4,7,1 < i < j < n, composite jobs 0;;;) can be defined in a recursion. To define

composite jobs oy;;, we need (composite) jobs composite jobs oy;j—1) and ;. The whole

8



procedure is given as follows:

For i =1ton do
For j=i¢+1tondo

Define composite job oy.;) using oyy.j_1 and o;.

Therefore, when input instance is given all composite jobs can be derived in O(n?) time.
In the following section, we will apply the concept of composite jobs in the design of solution

algorithms. This concept can reduce ti plexity by an order.

EmEEEEN
| |



Chapter 3

Integer Program and Dynamic

Program

In this chapter, we start' to investigate, the mission planning problem. We consider the case
where a; = 0 for all jobs J;. In.comparison with the Knapsack problem, §; and p; will
correspond to the value and weight of item z; i the Knapsack problem. The special case
of our problem can be interpreted as the muimization Knapsack problem: Minimizing the
capacity required to'achieving a specifi¢ target value. Note that. the'Knapsack problem is
known for maximizing the total value subject to the knapsack capagity, however the mini-
mization counterpart issto minimize the total weight required to achicve a threshold on total
value. Therefore, the mission planning problem is also.NP-hard. The major difference of
the mission planning problem from_ the Minimization Knapsack problem is the feasibility
requirement in the sequencing of selected jobs. This extra requirement may pose a higher
complexity of the problem. By the preliminary properties cited in last chapter, we can give

the optimality property to resolve part of the difficulties.

Lemma 3 In an optimal solution to the mission planning problem, the jobs are sequenced

10



in non-decreasing order of resource requirement ;.

Proof: Let 0 = (01,09,...,0,) be an optimal schedule. If there are any two consecutive
jobs 0; and o0, satisfying a,;, > a,,,,, then we swap their positions. Feasibility of all jobs

in {o} \ {Js,,Jo,,,} Will not be affected. Because vjj_1j > a5, > ag,,,, job Jo,,, can be

j+1
processed with sufficient resources. Moreover, job J,;;; adds extra d,,41 units of resources
to vj;_q) for job J,,, and thus the processing of job J,. is also successful. Therefore, the

correctness follows. O

r
"
L

[}
m

(MP)  Minimize

subject to

(3.1)
i=1
vo + Z djx; > (3.2)
j=1

11



In the above formulation, constraints (3.1) specify the feasibility issue of constraint (2.1),

and constraints (3.2) reflect the target requirement of constraint (2.2).

We proceed to the development of a dynamic program for producing optimal solutions.
From the preliminary observations mentioned above, the mission planning problem reduces
to selecting a subset of jobs out from the ordered list of jobs to meet the target require-
ment. Let function f(j,v) denote the shortest processing time required by a feasible subset
of jobs from {Ji, Js, ..., J;} to meet the resource level v. Similar to the dynamic programs

developed in the literature for the

ck problem, subject to optimal solutions of the

Recursion:

fGsv) = min {£(j

fG—Lv="5)+p;, ifv—103>a;

f/(.]_]-av_(sj): X
0, otherwise.
Goal:
Find min {f(n, v)|o < v <w+ Z5j)}'
j=1

12



In the dynamic programming algorithm, there are O(nv) states. A constant time step is
sufficient to compute the optimal value of each state, Therefore, the overall time complexity
O(nv) is pseudo-polynomial in terms of the input length and the parameter v. The existence
of a pseudo-polynomial algorithm in the mean time indicates that the mission planning
problem cannot be strongly NP-hard.

While the dynamic programming algorithm can optimally solve the mission planning
problem, its run time can be prohibitively long if the values of parameter v is large. Devel-
opment of approximation algorithms is an alternative for solving the problem. In the next

chapter, we shall discuss the room fo opment of approximation algorithms.

13



Chapter 4
Approximability

In this chapter, we study thesapproximability of the missiongplanning problem. In the study
of theoretical approximation algorithms, the Knapsack problem provides a good source of
classical results. Let Z* denote the optimalsolution value of problem P and A be an approx-
imation algorithm with solution Valte Zy4 for an'NP-hard optimization problem. Algorithm
A is an r-approximate algorithm if applied on any instance Z of problem P,

7

A
maX{ZA, Z*} <

is guaranteed for cofistant rational 7,>.0. A polynoinidal time approximation scheme (PTAS)
accepts any instance Z'and rational r can produce an approximation solution such that the
ratio r is guaranteed with a'cemputing time polynomialin terms of length of instance Z, but
not of (r —1)~1. If a PTAS has a"computing time polynomial in terms of length of instance
7 and (r — 1)7!, then it is called a fully polynomial time approzimation scheme (FPTAS).
In the literature, a well-known modified greedy algorithm is shown to be a 2-approximate
algorithm for the Knapsack problem (Kellerer et al. 2004). Due to the structure of pseudo-
polynomial dynamic programs (Woeginger 2000), FPTAS exists for the Knapsack problem

(Kellerer et al. 2004). PTAS also exists even if the Knapsack problem is generalized to

14



allow acceptance of multiple copies of each individual item (Kellerer et al. 2004). While the
Knapsack problems permits approximation algorithms with desired performance ratio, it is
not that promising for us to design such approximation methods for the mission planning
problem. The difficulty arises from the requirement of sequencing feasibility. In the follow-

ing, we give a negative result of approximability.

Theorem 1 Unless P=NP, there is no r-approzimate algorithm for the mission planning

algorithm for constant rational v > 1.

Initial resource level vy
Target resource level v = 3tB5

Total processing time is no more than (¢t — 1)B.

Given the constructed instance, if the mission planning problem has a feasible schedule,
then by the value of target resource level job Jo 11 must be selected and scheduled last (by

Lemma 3). For a solution to have a total processing time no more than (¢ — 1) B, the number

15



of ordinary jobs selected for processing must be less than or equal to t. However, if less than
t ordinary jobs are selected, then the resource level after the completion of all ordinary jobs
is less than (£ + 1)B and cannot support the processing of large job Jo 1. Therefore, the
number of ordinary selected jobs must be exactly ¢. Let 7' denote the set of selected ordinary
jobs. To support the processing of large job Jay1, ZJ]EJ, B+ s; > (t+1)B must hold. On
the other hand, not to exceed the total processing length, we have ZJ]EJ, B—s; <(t—1)B.

Combining the two inequalities, we have ) = B, where S; contains the elements

;€51 37
that define the jobs of J'. Therefore, we have found a partition as specified in Equal-Size-
Partition.

Assume now that there is. a, partition S; and Sy of set.S in Equal-Size-Partition. An
optimal schedule of the miission planning problem is constructed-by selecting job Jo, 1 and
the jobs defined by the elements of Sy (or S5), and the.processing: length is (¢t — 1)B. If
there is an r-approximate algorithmfor the mission ‘planning algorithm, then it will pro-
duce a solution value less than r(f — 1)B. From the constructed instance, we know that if

the approximation algorithm cannot report the optimal solution value, then it will not find

a feasible schedule!"That is, the performance ratio is unbounded, and the theorem follows. [J

The above theoremsdindicates that it is very unlikely to design r=approximate algorithms,
PTAS or FPTAS for the ‘mission-planning problem. _.n the. following, we investigate the
approximability of a special case’"We consider the case when the resource requirement «;
is uniform for all jobs. In this case, we can simply assume vy = 0 and a; = 0 for all jobs.
Then, the problem can be formulated as the Minimization Knapsack problem.

The minimization knapsack problem (MinKP) is a transformation of the traditional knap-
sack problem (KP) into a minimization problem. From a finite number of items a subset

shall be selected with total profit at least p such that the total weight of the selected items

16



is minimized.
Because the initial resource level vy = 0, there is no feasible problem during execut-
ing each job. With a uniform resource requirement (a; = «) among all jobs, the mission

planning problem can thus be treated as the MinKP problem as in the following formulation:

(MinKP)  Minimize ijxj

j=1
subject to
(4.1)
(4.2)
In the literatureya iple-run ot ate algorit as designed for MinKP. In this
thesis, we design ano ¢ all ] . ide a 2-approximate

ALGORITHM MINGREED?
begin
Initializaion:
S1=10. (Set of selected jobs)
So ={1,2,...,n}. (Set of untouched jobs)
v = 0. (Current resource level)
Psum = 0. (Total processing time)

Pmin = 0. (Smallest p; for which v + 6; > 0)

17



return RECURSIVE(v, Dsym)-

end

Function RECURSIVE(V, Psym)
begin
fori=1ton
begin
If (v + 0, < 0)

v =104 0

raint.)

end

end

end

While (S # 0)
begin

RECURSIVE (0, Dsum);

18



If (Pin > >4 px) and (Xiess—qs 0 >0 — 1 0)
Peum = {3 _" Di + Drnin, RECURSIVE(V, Poum) };
else
return (30" pi + Pin);

end

Theorem 2 ALGORITHM MINGREEDY is 2-approximate when all jobs have the same re-

source requirement.

If p; < 32071 pi, the > with p; > 001 i,

we discuss two co em. The analysis is

condition 2 will get smaller heuristic solution, then we can say that p; must be chosen to be

included into the optimal solution. Thus, we get p; < p*, and this completes the proof. [J

19



Chapter 5

Special Cases

Step 1: Set v = vo, A
Step 2: While ((k
begin

Select job J; €

Schedule job J; in positi

Set v =v +9;.

Set 7 =T\ {J;}.

Set k=Fk+1.
end

Step 3: Report the schedule.

20



Theorem 3 ALGORITHM EQUAL_PROCESSING_TIME provides an optimal schedule for the

case with equal processing time in O(nlogn) time.

Proof: The correctness can be easily established by the standard job-interchange argument.
As for the computing time, we maintain a a sorted of the jobs based on non-decreasing «;
and a max-heap based on d;. Whenever a job requires less than the updated resource level,
it is inserted into the max-heap, from which the root is selected for processing. Each job
can be inserted into and deleted from, theimax-heap exactly once. Adjustment operation of

each insertion and deletion takes O(logn) time, thus the overall run time is O(nlogn). O

In the second case of interest,-we -assume the numberiof job types to be fixed. Assume
the jobs are categorized into K different types,‘and mobs of a type have the same «a; and
;. We will designsa polynomial time algorithm for determining a feasible sequence whose
makespan is minimum.

Let ny denote the number of mohs'in type k, 1 <k <-K. Denote the experience require-
ment and experiencéreturned of mobs in type-&,1°< k' < K, by ag) and 3, respectively.
We assume the types of mobs are sorted by the values of required experience, i.e. a(x,) < oy
if 1 <k, < ky < K. Moreover, mobs of the same type.are sequenced in non-decreasing order
of processing times. We re-index allijobs in the above order. If Zf;ll n, <j< Zle n, and

S i n, + 1= j, then job J; is the I-th job of type k.

Remark 1 In some optimal schedule of an instance with K types of jobs, if n), type-k mobs,

0 < k;, < nyg, are selected, then they are the first n). jobs of type k.

21



The property stems from the simple consideration: Within the same type, mobs with

shorter processing times will be preferred than those with longer processing times.

Remark 2 Given an instance with K types of jobs, there exists an optimal schedule o =
o' @@k, where oF,1 < k < K, is a subsequence of jobs of type k, and ® is the

sequence concatenation operation.

This property highlights the structure of an optimal solution where blocks of mobs from
the same type are constructed and the blocks are arranged in increasing order of type in-
dex. With Remark 2, we readily know that mobs of the same type will be in consecutive
positions and mob types are arranged in ascending order.of their experience requirements
a@y- A schedule can thus be represented in a canonical form o = (n),nj, ..., n%) subject
to 0 < nj < ny for alkk=1,2 ..., K. Note that for any, type k, it.is not that n) mobs are

simultaneously processed but that they are processed in’serial.

Remark 3 Given.an instance of an instance with K types of jobs, if schedule ' = (n/y, ..., nk)
is not feasible, then amy schedule 6= (v, Y with n] < n) for all k = 1,2...,K is

also infeasible.

With the above optimality properties, we can enumerate and examine all feasible sched-
ules and then select the best;solution. . The algorithm' will start from a seed schedule
0% = (n1,ng,...,nk) that selects all jobs. "From the seed schedule, the algorithm gener-

ates all feasible schedules with n — 1 jobs selected. The process continues until all feasible

schedules are examined.

ALGORITHM K_TYPES

Step 1: Set %, = {¢°}, where 0% = (ny,na, ..., ng).

22



Step 2: Set X; =0 for 1 <7 < n.
Step 3: Set i = 1.

Step 4: while i <n and X, ;1 # 0 do

begin
for each element (schedule) o' = (n},n, ..., n) € Ly_ipq do
begin
for k=1to K
if nj, > 1 and schedule ¢’ = (n),n},...,n; —1,...,n) is feasible

then insert ¢” into

if for some k lule ¢ is ¢ ‘ en delete o from >, ;1.

Set i =1

end

Lemma 4 For any given i > it] : jobs, ' quences are be generated

Proof. The proof is given by b ) i ' ; main loop of Algorithm K_types.
We show that any feasible schedule ; ‘ be included set o, ;1 during the
course of the execution of iteration i, although some of which may be discarded later itera-
tion. When i = 1, the only feasible schedule ¢® = (ny,ny, ..., ng) is indeed in 3, ;11 = 3,.
Assume the claim is true for some ¢ < n. Suppose that when i = k, ¥, ;11 = 3, 11

collected all feasible schedules o from Algorithm K_types. Now let i = k+ 1. Since we know

that here are some feasible sequence generated when ¢ = k. Thus, ¥, # 0, and i = k + 1

23



will execute step 4 in Algorithm K_types. Therefore, all feasible sequences in ¥,,_;_1 will be
generated by Algorithm K_types at step 4. Thus, in any variant sequence o* will be collected

by Algorithm K_types into the pool >, . The proof of Lemma 2 is thus complete.

Now let us define a schedule characteristic. Let o be some feasible. If deletion of any job

from {o} will result in infeasibility, schedule o is minimum.

Lemma 5 For any given instance with K types of jobs, the set|J;_,%; generated by AlgorithmK _types

contains all minimal schedules.

Proof. Assume there is'& minimal schedule o not collected mto the set |J;_,%;. Since o
is minimal, it is also“a feasible sequence, too. krom Lemma 4, we know that ¢ must be
generated by Algorithm K_types: However, if schedule & is minimal;"it will not deleted by
Algorithm K_types-in Step 4. Then, ¢ must remain in the set | J; ; 3 This completes the

proof. O

We conclude thetabove analysis into the following result.

Theorem 4 Given any‘instance with K types of jobs, Algorithim™K_types generates all min-

imal feasible schedule o™ (0 <ir < n) and finds the optimal one.

Since there are K types of job type, and each type has at most n;(i = 1,..., K) jobs to
select to execute. We can say that there are at most nins - - - ng different jobs combinations.
From Theorem 1, we know that for a given instance of problem G, Algorithm K_types will
generate every feasible sequence 0" "(1 < r < n) and find its optimal schedule. Thus, we

come to the overall bound O(nins - --nk) on the number of elements in the pool. The time

24



required to examine the feasibility of each schedule o in (J_, ¥; takes O(n) time. However,
we can improve the time to O(1). Given the initial sequence ¢, applying the concept of
composite jobs addressed in Chapter 2 we can derive information on all composite jobs aﬁ: i
and o%m] for 1 < j <nin O(n) time. The feasibility of each individual sequence generated

from ¢ by deleting one job can be checked in constant time. Therefore, we come up with

the following theorem.

Theorem 5 For the problem with K job types, Algorithm K _types produces the optimal

: ! oq! !/
schedule in O(nnky - - - nk

As the computing tim a constant, therefore the

mission planning probl We further restrict the

jobs of the same type put will include

In such a case, even <ponential in terms of

input length, althoug ) =n1+ns+---+ng.
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Chapter 6

Concluding Remarks

In this thesis, we formulated the mission planning problem that arises from computer games.
The problem is described  and formulated using the concept of résource-constrained schedul-
ing, the relocation problem: We designed a pseudo-polynomial time dynamic programming
algorithm to produce optimal solttions.  The development of the pseudo-polynomial time
algorithm also indiecates that the mission planning problem cannot be strongly NP-hard.
We gave a negative.result of approximability in.the sense that there exists no r-approximate
algorithm for constant rational » unless P-="NP. For the-case with uniform resource require-
ment, we presenteda 2-approximate greedy algorithm. A polynomial time algorithm was
designed for the case with uniform processing time. For the ¢ase. where the jobs are catego-
rized into K different resource types, we design an efficient algorithm that has a polynomial
time complexity when K is fixed.

As the mission planning problem is new in the literature, there is considerable room for
further extensions. For example, the mobs may come into scene dynamically rather than
known in advance. There we can consider the scenario that each mob has its release date as

assumed in the area of scheduling theory.
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