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ABSTRACT

The internet represents a growing and huge market. The development of
e-commerce is an efficient business model which enables new relationship between
consumers and suppliers. In particulary;the B2C market in Taiwan is expected to reach
NT $138.5 billion with 38% inctease in 2008: The'E-retailing is obviously becoming
a noticeable market. However, as-the market grows and matures, “return” becomes
one of the challenges for E-tailers. In/the past, most-of the literature on return issues
focused on the wholesaler-retailer relationship:.Recently, due to the advent of
Internet-based retailing within the past decade, attention is shifting to the issue of

returns in the retailer-consumer relationship.

In this study, we use empirical data and conduct a Decision Tree model to
analyze the critical variables revealing the customer return propensity. There are 3
dimensions of variables in our data set- customer demographic variables,

merchandise variables and service variables.

We find that three variables- category, price and delivery days could be used
to distinguishing customer return propensity more effectively. In accordance with
these variables, we propose some strategies for website managers to control returns

in E-retailing.

Keywords: E-retailing, Return Propensity, Decision Tree
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CHAPTER1 INTRODUCTION

1.1 Research Background and Motivation

The internet represents a growing and huge market. The development of
e-commerce is an efficient business model enables new relationship between
consumers and suppliers. Consumers can surf on the internet, browse the information,
and compare prices of diversified merchandise. For suppliers, internet represented a

new business channel for suppliers and consumers.

An October 2007 report established by MIC' in Taiwan, the online shopping
market is anticipated to be NT $185.5 billion in 2007. Furthermore, the expected
growth rate in 2008 will be 36% and the total amount will be NT $250 billion in 2008.
In Particular, the B2C market is expected to reach NT $108 billion with 31% increase.
In 2008, the growth rate of B2C market will be 38% and the total amount of business
volume will be NT $138.5 billion. Theonline shopping is obviously becoming a

noticeable market.

As this percentage continues to increase, so does the need to understand why
and how users choose to adopt-it instead of offline channel, which helps researchers
and e-commerce providers to get a better understanding of the future adoption of
E-commerce. (Sungjoo Lee, 2007) Some problems in E-retailing include an unproven
financial model; high merchandise return rates; establishing customer trust;
distribution costs; bounded rationality and the different cognitive process between fun

and routine purchases (Stern, 1999).

While the E-retailing market developing continually and maturely. The number
of retailer increases and the competition among retailers turn to be severe as well. The
furious competition is not only in price of various merchandises but also in service of
specific website. Some E-tailers use loose return policy as a symbol of service
upgrade as well as a marketing approach to broaden customer base. Much of the
literature on return issues focused on the wholesaler-retailer relationship (Kandel,
1996, Padmanabhan & Png, 1997), recent attention is shifting to the issue of returns in
the retailer-consumer relationship. This change results from the advent of

Internet-based retailing within the past decade. (Mollenkopf et al., 2007)

! MIC, Market Intelligence Center was established in 1987, which is a division of Taiwan's Institute
for Information Industry



To better understand the crucial factors of returns and effectively reduce the
return rate in E-retailing, this study aims to use empirical data and data mining
analysis to understand how the consumer characteristics, merchandise dimension and

service affect returns in E-retailing market.

1.2 Research Objectives

There are several objectives of this study defined bellow:

1.  Review the significant case of E-retailing in Taiwan and the return process of

internet shopping.

Explaination:

To fully understand the process of return operation in e-retailing, we
review a major website in Taiwan which provides a virtual channel for

retailers.

2. Identify the critical factorsithat related ‘to returns in transaction process.

Empirical data and data mining technology:applied.

Explaination:

After reviewing the significant case and literature, we will select some
predicted variables as observed variables. To continue, we will use Decision
Tree (One of the classification technique of Data Mining) to distinguish
whether an order was returned or not, meanwhile, to indicate the critical

variables relating to return propensity in E-retailing market.

3. Apply return knowledge to propose suggestion on developing strategies to the

website managers and retailers in E-retailing market.

Explaination:

The result of decision tree will demonstrate some important rules of
return propensity. This study will finally try to provide available strategies

based on the outcome of data mining.

This study will provide a dominant influence in understanding consumers’
propensity of return and. In the final, it will give E-retailing managers a

comprehensive insight while developing return strategies for targeted customers.



1.3 Research Scope

This study will review the impact of return upon E-commerce. Particularly we
will focus on B2C business model, which concentrates on the business to

end-consumer view of e-commerce, often termed E-retailing.

In the case study of empirical analysis, the business part is separated to two
participants. One is the website operator and the other one is the retailers solicited by
the website operator. The website operator is responsible for soliciting from diverse
merchandise suppliers and unifying the information flow and payment flow. The
website operator is namely the intermediary between retailers and consumers. On the
other hand, the retailers are responsible for deciding the marketing strategies and
inventory flow. Consumers search information, order items and pay the bill via the
website platform. And then, retailers pick up the items to be delivered according to the

orders.

Only physical merchandise will be discussed in this study while financial and

digital merchandise will be excluded:

Exchange service will be included in‘this study. However, it is transformed to

return the undesirable items and-purchaseaiewione.

1.4 Research Procedures

In Chapterl, this study defines research objectives while explaining an outlook
of this issue. The remaining of this study is organized as follows: Chapter2 describes
some background and reviews on previous related literatures. Chapter3 introduces the
research methodology and the impending research procedure. In Chapter 4, we will
introduce the overview of our case and data resource. Statistical description of each
variable will also be involved in this chapter. Chapter 5 presents the output of decision
tree and provides some discussion of our results. This study concludes with a

summary of its contributions and directions for future research in Chapter 6.
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CHAPTER2 LITERATUREE REVIEW

2.1 E-retailing

2.1.1 The definition of E-retailing

The Internet currently plays an important role as a business medium. People use
the Internet as a business medium, so-called electronic commerce (e-commerce)
(Eastin, 2002). More precisely explanation could refer to the definition adopt by
Grandon and Pearson (2004): the process of buying and selling products or services

using electronic data transmission via the Internet and the www.

Based on two classification schemes- Seller and Buyer, e-commerce can be
placed into four categories. There are: B2B, B2C, C2B, and C2C business model. This
study will focus on business-to-consumer model which concentrates on the business

to end-consumer view of e-commerce, often termed e-retailing.

Table 2.1% Internet:Business Model

Buyer 5
Business | Consumer
Seller
Busines$ B2B B2C
Consumer C2B C2C

Source: Kricjnamurthy, 2003.

Defined by Kricjnamurthy (2003), business models in the B2C sector can be

broadly classified as 5 groups as below:
1. Direct sellers

Direct sellers make money by selling products or services to consumers.
Their primary source of income is the margin on each transaction. There are two
types of direct sellers- E-tailers and manufacturers. E-tailers, such as
Amazon.com, collect orders from consumers and either directly ship the

products or pass the order on to wholesalers or manufacturers for delivery.

Manufacturers that sell directly are using the power of the Internet to
reach customers directly. A prime example of this is Dell.com gaining market

power by establishing direct customer relationships.

5



2. Intermediaries

Online intermediaries are the largest number of B2C companies today.
These companies facilitate transactions between buyers and sellers and receive a

percentage of the value of each transaction.

B2C intermediaries are of two types- brokers and infomediaries. Brokers
facilitate transactions between buyers and sellers. Infomediaries act as a filter
between companies and consumers. Individuals provide the infomediary with
personal information and, in turn, receive targeted ads and offers. Companies
can buy aggregated market research reports and target individuals based on data
held private by the infomediary. Brokers make money by charging a fee on each
transaction; while informediaries make money by selling market reports and

helping advertisers target their ads.

One example of broker is virtual mall- a company that helps consumers to
buy from a variety of stores. The company makes money on each transaction
(e.g., Yahoo! Stores, Rakuten). Broker is also the role of the case introduced

later in this study.
3. Advertising-Based Business

These businesses have ad inventory on their site and sell it to interested

parties.
4. Community-Based Model

Community-based models allow users worldwide to interact with one
another on the basis of interest areas. These businesses make money by

accumulating loyal users and then targeting them with advertising.
5. Fee-Based Model

This type of business charges viewers a subscription fee to view its

content.

2.1.2 Characteristic of E-retailing

Shopping online is more complex than traditional shopping, where consumers
select, purchase and then leave a store with their items. The online shopping process
involves finding an appropriate site and then navigating that site to select and make
purchases. The next part of the process involves waiting for fulfillment, checking the
order when it arrives, and returning it if there is a problem (Boston Consulting Group,
1998).



Reynolds (1997) identified four major challenges for e-retailing.: the
transferability of retail brands; the appropriateness and availability of distribution
networks; the market share practicalities of extending market reach; and supplier
relationships. He concluded ‘““a truly profitable, transactional presence on the Internet
appears somewhat more problematic than many of its proponents would have retailers
believe™ in 2000.

Wood (2001) pointed when consumers shop by catalog or internet, their
physical remoteness from product creates two key differences from in-store shopping.
First, direct examination of the product alternatives is precluded, and therefore the
quality of information about sensory product attributes may be inferior. Second, for
non-digital products, customers cannot simply take their purchases home; they must
wait for delivery to gather the kind of experiential information that is present during

in-store purchases. Both characteristics raise the level of risk to the consumer.

Lee and Tan (2003) integrated extant literature on retailing and consumer
choice to develop an economic model of consumer choice in which a consumer
self-selects between online and in-store shopping. Two important factors impacting
consumer choice between online versus insstore shopping are identified: (1) the retail

context utility and (2) the consumers’ perceived product and service risks.

The model developed by-Lee and“Tan (2003) postulated that consumers derive
utility from the shopping experience and are more likely to shop online for
products/services that are low in purchase risks. Consumers are also more likely to
shop online for products with well-known brands than lesser-known ones. However,
they are less likely to shop online from lesser-known retailers who carry well-known

brands than from reputable retailers, even if the latter carry lesser-known brands.

The result confirmed that most consumers still value the physical aspects of a
shopping experience. It also shows that consumers’ perceived product risk may not
necessarily be higher for the online shopping context. However, consumers do

perceive service risk to be higher in the online shopping context.

The close correlation between risk aversion and Internet shopping tendency
shown suggested that traditional retailers and entrepreneurial startups who are
contemplating venturing into online retailing should focus on the less risk-averse
consumers as their initial target segment. The result also implies that traditional
retailers could use the appropriate risk relievers to lower the perceived risk of the

more risk-averse consumers.

In the end of this study, the authors suggested well-established traditional



retailers could use their known reputation and/or well-known brands as risk relievers
to reduce the risk aversion of online consumers. New startups in electronic retailing
are disadvantaged by their lack of an established reputation. Entrepreneurial start-ups
in electronic retailing can reduce consumers’ perceived risk of purchase by carrying

only well-known brands.

Burt and Sparks (2003) considered the retail process as five directions:
comprising the sourcing of products; stockholding, inventory and store merchandising;
the marketing effort including branding; customer selection, picking and payment;

and distribution of items by or to the consumer. (See Table 2.2)

They pointed that buyers and suppliers that have previously had trouble
reaching each other can connect in E-retailing. Suppliers can gain access to more
buyers. Buyers can participate easily and view items from multiple suppliers. The
electronic interface should lower transaction costs for both buyer and seller, and this

transparency will likely drive down prices as well.

E-retailing provides a 24 hrs shopping opportunity and in theory widens the
“store” catchment area from the local to national.or global level. Thus the traditional

retail boundaries of “store reach’are changed both temporally and geographically.

Further observation, inZmost sectors the logistics process and associated
activities have moved towards fewer largeconsolidated drops whether to a centralized
depot or store. The in-built inefficiencies in terms of cost and service levels of a large
number of direct deliveries (to store) are recognized. However, e-retailing would
appear to reverse or add to this process, requiring a large number of small drops (to
the home). In reality these journeys currently take place but the scheduling and cost of
this activity is borne by the customer. In an e-retailing system, the management of this

process (and possibly the cost) will now be passed on to the retailer.



Aspects

Activity/process

Ownership

Table 2.2 Re-thinking the E-retailing Process

Costs

Efficiency

Sourcing of

products

Electronic linkages,

online relationships

Unchanged, though retailer
dominance of
supply chains possibly

enhanced

Potentially reduced for
all parties

Efficiency gains, arguably to

all parties

Stockholding,
inventory and
store

merchandising

Online activity, Information
and not product more
important, more QR and JIT
type activity

Probably unchanged, though
in some categories potential to

transfer stock to suppliet

Potential to reduce costs of
stockholding through less
stock, but to increase costs of

transport

Some online replenishment
benefits and possible stock

reduction

The marketing

effort including

branding

Corporate branding may
become more important,
multi-channel retailing will
grow, clearer view of

customer loyalty

Brand ownership become
more critical including retailer
brands, butalso key
manufacturer brands (of

which there will be fewer)

More spend on the brand, but

unclear about the returns

Reduced efficiency for
retailers, but less clear for
manufacturers, potential for

gains from loyal customers

Customer
selection,
picking and

payment

Menus and scripts will help
customers, possibilities of
Automated replenishment for

some

Consumers taking ownership
but retailers left to do the
process, e.g. picking and

delivery

Retailers may see costs rise

Reduced retailer

efficiency

Distribution of
goods, by, or to

the customer

Outsourced and/or

consolidated

Source: Burt and Sparks (2003).

Currently done by consumers

but moving to retailer

Costs will be incurred, for
some retailers the consumer

may be persuaded to pay

Reduced efficiency for

retailers




2.2 Return Issues in E-retailing

Yalabik et al. (2005) focused on the system-design level of return management
system. They identified three components of an integrated product returns system that

can improve a company’s bottom line.

The first component is the refund policy. In any purchase, even if the customer
is well informed about the product, there is a possibility that after taking the product
home the customer might realize that the product is not exactly what was expected.
The customer obviously has some needs and is seeking fulfillment of those needs by
buying the product. However, if the product turns out not to be what the customer
thought it to be prior to the purchase, then those needs are not fully satisfied and the
value of the product is reduced in the eyes of this customer. The customer, aware of
this risk from the beginning, will be reluctant to go ahead with the purchase unless
there is some protection mechanism. A refund policy provides such protection by
allowing a customer to spend some,time with the product before making a final
decision. As a result, a refund policy decreases’a customer’s risk associated with
making a purchase, and thereby increases'the ‘total demand for the product. The
second component is the logistics process.”"When a return occurs, both the retailer and
the customer experience costs. For' thei"customer, there is the transaction cost
associated with returning a product (e.g., the expense and hassle of shipping) and for
the retailer there is the handling cost associated with processing the return (e.g., the
cost of repackaging). Thus, an efficient logistics process could result in either or both
of two effects: Like a refund policy, it could increase total demand by reducing the
customer’s cost associated with making a purchase; or it could increase the average

profit margin by reducing direct costs.

The third component is the marketing initiative to sharpen market segmentation.
Recall that, in any purchase, there is some probability that the product will not match
what a given customer thought it to be prior to the purchase. However, the greater the
a priori information content of the product’s characteristics, the better segmented the
market will become, and thus, the higher the probability that a given purchase will
result in a match between the product’s properties and the customer’s needs. Thus, an
effective marketing initiative could result in an increased average number of matches

per sale.
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Figure 2.1. Integrated Product Returns System.

Source: Yalabik et al. 2005

Mollenkopf et al. (2007) provided evidence of the impact of the returns

management system upon customerloyalty intentions by structural equation model.

They suggested that when a customer initiates-a return, this in effect presents a
service recovery opportunity for the Internet retailer, They focused attention on the

return service aspect of an Internet retailer’stelationship with its customers.

Specifically, Mollenkopf et al. proposed that three variables directly and
positively influence loyalty intentions: perceived value of the returns offering, return
satisfaction, and previous service experience. Perceived value of the returns offering
measures the customer’s perception of the entire returns management system,
including both policy and process issues. The return satisfaction construct focuses

more narrowly on the customer’s experience with a specific return transaction.

Three important results were discussed. First, return processes that require high
levels of customer effort can have a severely negative impact on a customer’s
satisfaction with the return transaction. Second, the results demonstrated not only does
previous service experience have a strong direct effect upon loyalty intentions, but it
also indirectly affects customers’ loyalty intentions through their satisfaction with, and
the value they perceive from, the returns offerings. Third, managers should evaluate
their firm’s service recovery quality in terms of recovery responsiveness,
compensation, and contact. The ability to respond promptly and appropriately to a
customer’s return situation, the manner in which customers are compensated for

problems, and the accessibility of knowledgeable customer service representatives

11



(live or through online chats) during the return process all have a strong influence on a
customer’s perceived value of the returns offering, which in turn affects the

customer’s loyalty intentions.
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} Service \ . Loyalty '\\.
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Figure 2.2. * Structural Equation Model

Source: Mollenkopf et al. (2007)

2.3 Data Mining

2.3.1 Data Mining in E-commerce

Data mining techniques are applied to solving recommendation problems in
e-commerce in most cases. Recommendation systems track past actions of a group of

customers to make a recommendation to individual members of the group.

Web usage mining is the process of applying data mining techniques to the
discovery of behavior patterns based on Web data. With the advance of e-commerce,
the more individualized data collection generated by systems provides the opportunity
for more refined segmentation and targeting of activities. The importance of Web
usage mining is growing larger than before. The overall process of Web usage mining
is generally divided into two main tasks: data preparation and pattern discovery. The
data preparation tasks build a server session file where each session is a sequence of

requests of different types made by a single user during a single visit to a site. (Kim et

12



al., 2002)

Kim et al. (2002) focused on the recommendation problem of helping selective
customers find which products they would like to purchase by suggesting a list of
top-N recommended products for each of them at a specific time. The suggested
procedure is based on Web usage mining, product taxonomy, association rule mining,
and decision tree induction. This personalized recommendation procedure can get

further recommendation effectiveness when applied to Internet shopping malls.

Lee et al. (2007) identified some characteristics of services which encourage
customers to buy online and to develop a prediction model for success based on
customer recognitions of service offerings in e-commerce. A review of Decision Tree
model reveals that purchasing frequency and price are key factors for online services
by being selected as decision criteria at the first layer. These factors are in fact
important attributes of the general products in e-commerce. Besides the above two
factors, labor intensity, criticality and contact time representing the service
characteristics are also factors that are selected as decision criteria at the second layer.
The findings provide a guide for those who want to adopt e-commerce as its business
model or expand its online services. .Besides, e-customer behavior model was

suggested from the findings and-can be used forpredicting customer behavior.

2.3.2 Data Mining in Return. Issue

Yu and Wang (2007) used:a hybrid mining approach for analyzing return
patterns from both the customer and product perspectives, classifying customers and
products into levels, and then for adopting proper returns policies and marketing
strategies to these customer classes for sustaining better profits. A multi-dimensional
framework and an associated model for the hybrid mining approach are provided with

a demonstrated example for validation.

They generated a set of 249 simulated data that consists of 1,000 transactions in
association with 100 customers and 50 products. The customer dimension contains
customer ID, gender, age, education degree, and income level. The product dimension
includes product ID, price, product type, size and ease of operation. In the clustering
analysis, they also conduct the RFM data of a customer and of a product. Both RFM
information of customer and product are analyzed by the hybrid mining approach. The
result of classification analysis implied that customer dimension and product
dimension could be key factors to identify the return ratio. Furthermore, the

association rules provide some suggestions on the leniency of return policy.
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2.4 Summary

Two points of brief summary are discuss as below while a final summary

follows.
1. Return Issues in E-retailing

Wood (2001) investigated the effect of return policy leniency on remote
purchase. He concluded two characteristics raise the risk level to consumers-
precluded product examination and waiting time for delivery. Mollenkopf et al.
(2007) proved impact of the returns management system upon customer loyalty
intentions. Their research demonstrated that “perceived value of the returns
offering” and “return satisfaction” directly and positively influence customer

loyalty intentions.

These literatures implicate that on-line shopping customers receive higher
risk than in-store shopping. In this time, return management will be relatively
more significant to reduce the perceived risk of customers. Some literatures
have verified that return management has positive effect on lowering cost and

increasing sales of on-line'retailing business.
2. Predicted Variables Selection

Lee et al. (2007) identified characteristics which encourage customers to
buy online. They found “purchasing frequency” and “price” as key factors by
being selected as decision criteria at the 1% level. Labor intensity, criticality and
contact time represented the service characteristics are also factors that are
selected as decision criteria at the 2™ level. Yu and Wang (2007) recognized
factors which identify customers return rate. The result from simulated data
implied that customer and product dimension could be key factors to identify
the return ratio.

Yalabik et al. (2005) focused on return management system design and
identified three components- refund policy, marketing initiative, and logistics
process of a returns system that can improve a company’s bottom line. Lee and
Tan (2003) identified various factors impacting customer choice on virtual store
vis-a-vis physical one. They concluded that customers are less likely to shop
on-line from lesser-known retailers who carry well-known brands than from

reputable retailers, even if the latter carry lesser-known brands.

These literatures implicate that customer dimension (Frequency, Age, and
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Gender etc.) and product dimension variables (Price, Product type etc.) might be
critical indicators for distinguishing return propensity. Moreover, evaluation
function (include reputation index) might be also important to customer’ choice.
Meanwhile, logistics process should be involved in to evaluate the service level
of each retailer. This shows three basic dimensions of input variables in this
study are chosen- customer dimension, merchandise dimension and service
dimension.

In E-retailing, most of the applications of decision tree are used as consumer
choice model within marketing field. Few are applied in reverse part in E-retailing.
Data mining technology mostly focuses on web usage mining or recommendation list
in E-retailing filed. However, while the E-retailing market becomes more and more
flourishing and competitive, return issue should be regard as important clue for

sustained success.
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CHAPTER3 METHODOLOGY

3.1 Classification Model

A classification technique (or classifier) is a systematic approach to building
classification models from an input data set. Classification technique employs a
learning algorithm to identify a model that best fits the relationship between the
attribute set and class label of the input data. The model generated by a learning
algorithm should both fit the input data well and correctly predict the class labels of
records it has never seen before. Therefore, a key objective of the learning algorithm
is to build models with good generalization capability; i.e., models that accurately

predict the class labels of previously unknown records. (Tan et al., 2005)

Usually, the given data set is divided into training and test set, with training set
used to build the model and test set used to validate it. Given a collection of records
(training set); while each record contains ia set of attributes, one of the attributes is the
“class” (also termed target variable in this.study). A classifier is to find a model for
class attribute as a function of the values of other attributes. Previously unseen records

(test set) should be assigned a class as accurately as possible. (See Fig. 3.1)

Learning
Algorithm

Induction

\ Learn
Model \

Apply
Model

Training
Set

Model

“ Deduction

Figure 3.1 General Approach for Building a Classification Model

Source: Tan et al., 2005



Amongst other classification methods, decision trees have several advantages:

1. Simple to understand and interpret. Users are able to understand decision
tree models after a brief explanation.

2. Able to handle both numerical and categorical data. Other techniques are
usually specialized in analyzing datasets that have only one type of
variable. (e.g.: Relation rules can be only used with nominal variables
while neural networks can be used only with numerical variables.)

3. Achievable to use in high dimension data set.

4. Possible to validate a model using statistical tests. That makes it possible
to account for the reliability of the model.

Decision trees are able to handle blank values.
Robust, perform well with large data in a short time. Large amounts of
data can be analyzed using personal computers in a time short enough to

enable users to take decisions based on its analysis.

3.2 Decision Tree Induction

Decision tree induction | techniques. are the most widely wused
classification/prediction methods ‘and relatively small trees are easy to understand.
Decision tree induction techniques build“decision ftrees to label or categorize cases
into a set of known classes. Déeeision”tree induction techniques are well suited for
high-dimensional applications and have strong explanation capabilities (Kim et al.,
2002).

In an induced decision tree, each non-leaf node denotes a test on an attribute,
each branch corresponds to an outcome of the test, and each leaf node denotes a class

prediction (see Figure 3.2)
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|

Marriage Age

YES

Buy

Figure 3.2 An Example of Decision Tree

There are well-known decision tree induction algorithms such as CHAID (Kass,
1980), CART (Breiman, 1984), C4.5 (Quinlan, 1993), etc.

In this study, we choose to use C4:5 as decision tree induction algorithm. C4.5
is an algorithm improved from ID3 which was brteught up by J. R. Quinlan in 1979.
Not only is it a relatively new dlgorithm:but ‘a trendy post-pruning technique among

other algorithms. There is a concept explanation of C4.5 in this section.

C4.5 use “Entropy” based on D3 to-evaluate the degree of impurity,

Entropy(t) = -3 p(i |t)log, p(i |1 (1)

i=0
while p(i | t) is the relative frequency of class i at node t.

To determine how well a test condition performs, we need to compare the
degree of impurity of the parent node (before splitting) with the degree of impurity of
the child nodes (after splitting). The information gain, A, is a criterion that can be
used to determine the goodness of a split:

S N(v))
A, ., = E(parent) —ZTJE(V ) (3.2)
j=1
E(-) is the Entropy of a given node.
N is the total number of records at the parent node.
k is the number of attribute values.
N(Vv;) is the number of records associated with the child node, V;

Since E(parent) is the same for all test conditions, maximizing the gain is

equivalent to minimizing the weighted average impurity measures of the child nodes.
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When Entropy is used as the impurity measure in Equation 3.2, the difference in

entropy is known as the Information Gain, A .

The concept of Information Gain is used both in ID3 and C4.5. To maximize
Information Gain, the algorithm tends to prefer splits that results in large number of
partitions, each being small but pure. However, the large number of partitions may
lead the number of record in each leaf node too small and the result unreliable. To
overcome this problem, a splitting criterion known as Gain Ratio is used in C4.5 to
adjust Information Gain by the Entropy of the partitioning. Namely, higher Entropy
partitioning (large number of small partitions) is penalized.

A
Gain Ratio = ——™ (3.3)
Split Info

Split Info=—>"P(v;)log, P(v,)
i=1

m is the total number of split.

Gain Ratio suggests that if an attribute produces a large number of splits, its

split information will also be large, which in turn reduced its gain ratio.

3.3 Research Framework

Our analysis procedure of Decision Tree s presented in Figure3.3. There are six
steps to complete the whole analysis procedure. First, we will start from case
introduction to understand the return issue in real business and identify the target of
this research. Further, data collection and data preprocessing are applied to assure the
data quality. To continue, we will check the collinearity and correlation between each
predicted variable and target variable. Then, we input the selected variables and target
variable and build decision tree model. Finally, By way of arborescence visualization,
we will conclude the findings of return rules and provide suggestion for strategy

developing.
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Figure 3.3  Analysis Procedure of Decision Tree
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CHAPTER4 EMPIRICAL DATA

4.1 Case Introduction

The online shopping website plays a role as an intermediary (defined in 2.1.1),
which facilitates transactions between buyers and sellers and receives a fee for each
transaction. It integrates the information of diversified retailers and the payment flow
thus gains 2% margin from every successful transaction. The retailers consistently
own the specific brand for their virtual stores and independently decide the inventory

delivery approach and marketing strategies.

There are more than 4,400 retailers in the website platform to sell more than
964,000 items (May, 2008) in this special case of E-retailing intermediary. In addition,
there are approximately 150 new retailers joining the online shopping website per

month.

Since the profit of the online shopping website is mainly the fee charging from
each successful transaction, the lower the return raté will bring higher marginal gains
for the website company. Hence the online shopping website and the retailers

cooperate to gain as much profits as possible.

From the vision of the website manager, combing the whole information of
customers, retailers and merchandise, this study plan to find out what’s the main
factors differ the decisions of return. The results will be share with website managers

and retailers.

4.1.1 Order Procedure

The overall procedure of order in the online shopping website is explained as

below and illustrated in Figure4.1:

Payment flow and information flow between customers and retailers are

facilitated by the website. Inventory flow is expedited by post or logistics providers.
Step1: Each retailer updates merchandise information on web pages.
Step2: Consumers browse the online shopping website and make an order.

Step3: Consumers choose to pay the bill with three alternative provided by the
website- ATM Transfer/Credit Card/Installment.

Step4: Confirming the payment completed, the website management will
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inform retailers to perform the inventory flow.
Step5: Merchandise prepared and packaged by retailers.
Step6: Retailers will deliver the items by Post or logistics service providers.

Step7: There are two ways to deliver the merchandise to customers: one is

traditional Home Delivery, and the other is oncoming Retail Delivery.

Step8: Since the transaction is completed and a trial period is expired, the
online shopping website will charge 2% of total transaction amount as

its revenue. Retailers will receive the rest of 98% amount afterward.

Receiving 2% of
Transaction Amount

[

E @ Order % E ?(1

Consumer

Website 4G Pay (ATMICRDIDIV)
® ® ®
Update Inform i 989 of /
Merchandise Retailers of Transaction Z[;Sq :{Q
Information/ Order .:.ia Amount ;
1'1l HESHEHEE
< > Post
Retailer | Retailer 2  Retailer 3 @
® n[ =lEIEEIEEIS
Picking &Packing Logistics Provider

Information Payment Inventory
( Flow ) Flow : Flow

Figure 4.1 Order Procedure of Online Shopping
4.1.2 Return Procedure

The overall procedure of return in the online shopping website is explained as

below and illustrated in Figure3.2:

Payment flow and information flow between customers and retailers are still
facilitated by the website. However, there is not a refund payment flow from retailers
to the intermediary. This phenomenon is resulted from that intermediary would always

pay the 98% of transaction amount to retailers after one week until confirming the
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success of transaction. Inventory flow is expedited by post or logistics providers as
well as order procedure.

Step1l: Customers claim to return merchandise online.
Step2: Website management will inform retailers to contact with customers.

Step3: Retailers connect with customers to send the returned merchandise by

Post or take it by outsourced logistics service provider.

Step4: Returned merchandise should be sent by Post or gathered by logistics
service provider.

Step5: Returned merchandise will be got back by retailers.

Step6: Retailers will check the completeness of returned merchandise,
recognize the reason of return and decide whether the merchandise is
available for selling again.

Step7: Retailers confirm the acceptance of return and inform website

management to refundithe money.

Step8: Website management refunds the money to customers.

[

—

&7 E (M Return % f

LIS

Website ® Refund ' Consumer
WHHHHHHH

In form
Retailers of
Return C 011ﬁrm
< ] Post

Relanler 1 Retaller?_ R:,taller 3 M
; ® Service Claim |—]| BRA8888

® Check Merchandise T oaistics Provid
Condition/Repackage BESHER NS

e Information Payment : Inventory
Flow ; Flow Flow

Figure 4.2 Return Procedure of Online Shopping
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4.2 Data Collection

The data was collected during Jan., 2007 to Jan., 2008 by website management.
The individual data in the selection were chosen on a basis that customers who had at
least one return record between 2007. The observation data are collected by the
customer ID as an index to involve his/her overall transaction records in 2007. The

overall data record is 56,904 comprising 51,945 orders and 4,955 returns.

Original transactional data

collected by website
m(umgement
Order Customer Retiis W
No. . record of return in 200’
001 A 1
002 C 0 Order Customer
003 T 0 No. D. Return
004 D 0 001 A 1
005 A 0 005 A 0
006 C 1 002 C 0
007 D 0 006 c 1
008 C 1 008 C 1
009 B 0 012 F 1
010 E 0 w
011 E 0
012 F 1

(

Figure 4.3 Data Collection Procedure

The original data is composed of four dimensions, covering customer
demographic profile, merchandise characteristics, website/retailer services and
transaction records. The customer demographic data includes gender, age, location,
purchasing experience in online trading. The merchandise characteristics include price
and category. The website/retailer services include payment, carriage, delivery
approach, and evaluation function establish by the online shopping website. Finally,
the target variable is measured by whether would be a return claim happened from

transaction records. The original data is described as Table4.1.
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Data
Dimension

Table 4.1

Original Data

Description of Original Data

Data Description

No.

No.

A serial number of each data

Customer

Customer ID

Customer email address

Age

Customer age

Gender

[1]Male
[2]Female

Location

Zip code of delivery address.

Accumulated Number

of Purchasing

Total accumulated number of purchasing
between Jan. 2007 and Dec. 2007.

Accumulated Amount

of Purchasing

Total accumulated amount of purchasing
between Jan. 2007 and Dec. 2007.

Accumulated Number

of Return

Total accumulated number of return between
Jan. 2007 and Dec. 2007.

Accumulated Amount

of Return

Total accumulated amount of return between
Jan..2007 and Dec. 2007.

Merchandise

Price

The amount of each record.

Categoty

Retailers are classified to 33 kinds of category

which defined by website management

Payment

[L]ATM: Pay by ATM Transfer
[2]CRD: Pay by credit card
3]DIV: Pay by installments

Delivery Approach

1]TPS: Home Delivery
2]CVS: Retail Delivery

Carriage

1]Pay by retailers

2]Pay by consumers

[
[
[
[
[
I

3]Conditional payment
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Table 4.1(Con.) Description of Original Data

Data

) i Original Data Data Description
Dimension

Evaluation function- Average delivery days of

) each retailer. Calculate the time of merchandise
Average Delivery ) ) ] ,
D from retailers to delivery providers. Delivery

ays
Y days between delivery providers and customers

are assumed to be constant.

Evaluation function- Customers could evaluate
the retailer for each order. There are three
Accumulated levels to evaluate the satisfaction of customer:
Service Evaluation Score Good, Normal, and Bad, which are transformed
to 1, 0, and -1. Thus it could be calculated to a

sum of total score.

Accumulated Number | Evaluation function- total number of buyers of

of Buyers each retailer.

Accumulated Number | Evaluation function- total number of browsers

of Browsers of each retailer.

Total Number of Evaluation-function- total number of

Merchandise merehandise sold by each retailer.

Order Date The date of order (yyyy/mm/dd)

Transaction Delivery Date The date of delivery (yyyy/mm/dd)

Return Claim Date | The date of claiming for return (yyyy/mm/dd)

4.3 Data Preprocessing

There are some data preprocessing skills such as data generalization,

discretizaion, aggregation and transformation etc.

Transformation skill is used here to create new feature for better interpretable
under our objective. For categorical data, data generalization is used to combine
detailed data to more generalized form. In addition, statistics test and descriptive
statistics analysis are used to review the continuous data to ensure a reasonable data
quality. In this step, we eliminate the outliers and noise in original data, and exclude

the collinear variables as well.

The data preprocessing conclude the predicted variables into 3 dimensions and

a target variable.
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1. Customer Dimension

Zip code is generalized to county to present the variable - Location. There
are two categorical variables- “Gender” and “Location”. Since we do not have
domain knowledge about which age of people have higher return propensity, we
keep continuous characteristic of age data. Consequently, there is one numeric

variable- “Age” changed by eliminating outliers.
2. Merchandise Dimension

One categorical variable- “Category” changed by eliminating noise and

one numeric variable- “Price” are provided to describe merchandise dimension.
3. Service Dimension

Statistics test shows that ‘“Accumulated Evaluation Score” and
“Accumulated Number of Buyer” are collinear (Tolerance = 0.09, VIF = 10.9).
Hence, we choose Accumulated Number of Buyer to present the established

customer base of each retailer’s.

Moreover, we calculate a new, variable- “Actual Delivery Days” by
Delivery Date minus Order Date, and:then discretize it from continuous data to
ordinal data. In the same time, we switch “the similar variables-“Average

Delivery Days” to the same scalé of datatype.

There are five categorical variables- “Payment”, “Delivery Approach”,
“Carriage”, “Actual Delivery Days” and “Average Delivery Days.” Further,
there are three numeric variables- “Accumulated Number of Buyers”,

“Accumulated Number of Browsers”, and “Total Number of Merchandise.”

4.3 Variable Explanation

After data preprocessing, we finally decide the 13 predicted variables and one

target variable as shown in Table 4.2.
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Data
Dimension

Table 4.2 Description of Input Variables

Variables

Data Type

Data Description

Customer

Age

Continuous

10 to 78

Gender

Binary

[0] Female
[1] Male

Location

Nominal

24 counties

Merchandise

Price

Continuous

NT §$1 to NT $180,000

Category

Nominal

32 kinds of merchandise

Service

Payment

Nominal

[0] ATM: Pay by ATM Transfer

[1] CRD: Pay by credit card
[2] DIV: Pay by installments

Delivery Approach

Nominal

[0] TPS: Home Delivery
[1] CVS: Retail Delivery

Carriage

Nominal

[0] Pay by retailers
[1] Pay by Consumers
[2] Conditional Payment

Actual Delivery Days

Ordinal

[0] Deliver on the order day
[1] Deliver in 1 day

[2] Deliver in 2 days

[3] Deliver in 3 days

[4] Deliver in 4 days

[5] Deliver more than 5 days

Average Delivery Days

Ordinal

[0] Deliver on the order day
[1] Deliver in 1 day

[2] Deliver in 2 days

[3] Deliver in 3 days

[4] Deliver in 4 days

[5] Deliver more than 5 days

Accumulated Number

of Buyers

Continuous

1 to 13,611

Accumulated Number

of Browsers

Continuous

0to 12,656,670

Total Number of

Merchandise

Continuous

0to 15,344

Return

Binary
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4.4 Data Analysis

The overall number of data in this analysis data set is 56,904 including 51,949

non-return orders and 4,955 returns. We define the target variable as 0 (non-return)
and 1(return). The average return rate in this data set is 8.71% (4,955/56,904).

Table 4.3 Target Variable

Non-return

Return

Return Rate

Total

51949
(100.0%)

4.5.1 Categorical Data

4955
(100.0%)

8.71%

56904
(100.0%)

Analysis of Cross Tabulation is conducted here to reveal general information of

categorical data.

1. Gender

Female and male aceountedsfor; 30,535 (53.7%) and 26,369 (46.3%) of

orders respectively. Orders from' female customers are in the majority with

slightly higher return rate:in this data set.

Table 4.4 Gender / Return:Cross Tabulation

Gender

Non-return

Return

Return Rate

Total

Female

27,865
(53.6%)

2,670
(53.9%)

8.74%

30,535
(53.7%)

Male

24,084
(46.4%)

2,285
(46.1%)

8.67%

26,369
(46.3%)

Total

2. Location

51,949
(100.0%)

4,955
(100.0%)

8.71%

56,904
(100.0%)

Taipei County (23.6%), Keelung City (15.6%), Tauyuan County (9.1%)
and Taipei City (9.1%) are the main origins of orders (approximately 57%) in

the whole data.

In addition, there is a higher return propensity of customers from Chiayi
City (10.89%), Hsinchu County (9.96%), Tainan County (9.69%). By contrast,
return propensity of customers in Off-shore Islands (Penghu County, Kinmen
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County) is relatively lower.
Table 4.5 Location / Return Cross Tabulation

County Non-return| Return |Return Rate| Total

. 8,049 816 8,865
Keelung City 9.20%
(15.5%) | (16.5%) (15.6%)

e 4,706 461 5,167
Taipei City 8.92%
(9.1%) (9.3%) (9.1%)

. 12,247 1,160 13,407
Taipei County 8.65%
(23.6%) | (23.4%) (23.6%)

: . 1,459 149 1,608
Hsinchu City 9.27%
(2.8%) (3.0%) (2.8%)

_ 1,103 122 1,225
Hsinchu County 9.96%
(2.1%) (2.5%) (2.2%)

4,740 437 5,177
Taoyuan County 8.44%
(9.1%) (8.8%) (9.1%)

. 763 62 825
Maoili County 7.52%
(1:5%) 1. (1:3%) (1.4%)

: ) 3,066 302 3,368
Taichung City: 8.97%

(5:9%) | (6.1%) (5.9%)

. 2,118 198 2,316
Taichung County 8.55%
(4.1%) (4.0%) (4.1%)

1,336 141 1,477
ChangHua County 9.55%
(2.6%) (2.8%) (2.6%)

564 48 612
Nantou County 7.84%
(1.1%) (1.0%) (1.1%)

, 492 51 543
Yunlin County 9.39%
(0.9%) (1.0%) (1.0%)

o 352 43 395
Chiayi City 10.89%
(0.7%) (0.9%) (0.7%)

o 633 41 674
Chiayi County 6.08%
(1.2%) (0.8%) (1.2%)

_ _ 1,428 138 1,566
Tainan City 8.81%
(2.7%) (2.8%) (2.8%)

. 1,323 142 1,465
Tainan County 9.69%
(2.5%) (2.9%) (2.6%)
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Table 4.5(Con.) Location / Return Cross Tabulation

County Non-return| Return |Return Rate| Total

, , 2,882 271 3,153
Kaohsiung City 8.59%
(5.5%) (5.5%) (5.5%)

. 1,279 83 1,362
Kaohsiung County 6.09%
(2.5%) (1.7%) (2.4%)

_ 899 64 963
Pingtung County 6.65%
(1.7%) (1.3%) (1.7%)
. 759 80 839

Yilan County 9.54%
(1.5%) (1.6%) (1.5%)

323 31 354

Taitung County 8.76%
(0.6%) (0.6%) (0.6%)

, 606 56 662
Hualien County 8.46%
(1.2%) (1.1%) (1.2%)

732 53 785
Penghu County 6.75%
(14%). .1 (1.1%) (1.4%)

) 90 6 96
Kinmen County 6.25%
(0.2%) (0.1%) (0.2%)

51,949 4,955 56,904
Total 8.71%
(100:0%)-1(100.0%) (100.0%)

3. Merchandise Category

There are 32 kinds of merchandise in our data set. The most popular
merchandises in the data set are: “Maternal and Child”, “Beauty” and “Food and

Speciality” with the order ratios of 10.8%, 10.1%, and 8.1% respectively.

“Female Clothing”, “Female Shoes”, “Watches and Clocks”, “Female
Bags” and ‘“Peripheral” have the highest return rate. It is obviously that

merchandise related to female dressing needs a further observation.
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Table 4.6 Merchandise Category / Return Cross Tabulation

Merchandise Category  |Non-return| Return | Return Rate | Total

. 3,042 672 3,714
Female Clothing 18.09%
(5.9%) | (13.6%) (6.5%)

426 70 496
Female Shoes 14.11%
(0.8%) (1.4%) (0.9%)

293 48 341
Watches and Clocks 14.08%
(0.6%) (1.0%) (0.6%)

1,408 229 1,637
Female Bag 13.99%
(2.7%) (4.6%) (2.9%)

. 3,576 558 4,134
Peripheral 13.50%
(6.9%) | (11.3%) (7.3%)

751 113 864
MP3 Player 13.08%
(1.4%) (2.3%) (1.5%)

] 5,472 679 6,151
Maternal and Children’s 11.04%
10.5%) | (13.7%) (10.8%)

, 2,062 245 2,307
Appliances 10.62%
(410%) (4:9%) (4.1%)

1,060 125 1,185
Cameras 10.55%
(2.0%) (2.5%) (2.1%)

o 2,370 276 2,646
Communication 10.43%
(4.6%) (5.6%) (4.6%)

285 32 317
Laptops 10.09%
(0.5%) (0.6%) (0.6%)

. 1,176 131 1,307
Books and Magazines 10.02%
(2.3%) (2.6%) (2.3%)

1,537 169 1,706
Sports and Outdoors 9.91%
(3.0%) (3.4%) (3.0%)

' . 166 17 183
Furniture and Bedding 9.29%
(0.3%) (0.3%) (0.3%)

] 772 78 850
Music and DVDs 9.18%
(1.5%) (1.6%) (1.5%)

o 4,027 405 4,432
Furnishing 9.14%
(7.8%) | (8.2%) (7.8%)

729 70 799
PC 8.76%
(1.4%) | (1.4%) (1.4%)
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Table 4.6(Con.) Merchandise Category / Return Cross Tabulation

Merchandise Category

Non-return

Return

Return Rate

Total

Video Games and Toys

468
(0.9%)

38
(0.8%)

7.51%

506
(0.9%)

Adult Toys

1,442
(2.8%)

115
(2.3%)

7.39%

1,557
(2.7%)

Cosmetic

1,130
(2.2%)

81
(1.6%)

6.69%

1,211
(2.1%)

Stationery

478
(0.9%)

33
(0.7%)

6.46%

511
(0.9%)

Bouquet and Gift

691
(1.3%)

46
(0.9%)

6.24%

737
(1.3%)

Automotive

945
(1.8%)

53
(1.1%)

5.31%

998
(1.8%)

Pet Supplies

1,203
(2.3%)

66
(1.3%)

5.20%

1,269
(2.2%)

Collections and Fine Works

429
(0.8%)

23
(0:5%)

5.09%

452
(0.8%)

Ornament and Luxury

3,010
(5:8%)

154
(3:1%)

4.87%

3,164
(5.6%)

Flash Memory

122
(0.2%)

6
(0.1%)

4.69%

128
(0.2%)

Male Fashion

234
0

11
(0.2%)

4.49%

245
(0.4%)

Beauty

5,546
(10.7%)

225
(4.5%)

3.90%

5,771
(10.1%)

Computer Expendables

920
(1.8%)

34
(0.7%)

3.56%

954
(1.7%)

Health and Personal Care

1,660
(3.2%)

49
(1.0%)

2.87%

1,709
(3.0%)

Food and Speciality

4,519
(8.7%)

104
(2.1%)

2.25%

4,623
(8.1%)

Total

51,949

(100.0%)
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4. Payment

Most of the transactions are paid by credit card (87.0%) with lowest

return rate. There is a relatively higher return rate (12.27%) with transactions

paid by installments while comparing to the others. Table 4.7 shows the

difference of return rate for three kinds of payments.

Table 4.7 Payment / Return Cross Tabulation

Payment

Non-return

Return

Return Rate

Total

DIV

3,760
(7.2%)

526
(10.6%)

12.27%

4,286
(7.5%)

ATM

2,793
(5.4%)

334
(6.7%)

10.68%

3,127
(5.5%)

CRD

45,396
(87.4%)

4,095
(82.6%)

8.27%

49,491
(87.0%)

5. Delivery Approach

51,949
(100.0%)

4,955
(100.0%)

8.71%

56,904
(100.0%)

Since the retail delivery is a new approach for customers to choose, there

is an obviously unbalanced ratio between the two alternatives. However, a

significant higher return rate"belonged to retail delivery is worth for a further

analysis.

Table 4.8 Delivery Approach / Return Cross Tabulation

6.

Delivery Approach

Non-return

Return

Return Rate

Total

CVS-Retail Delivery

209
(0.4%)

32
(0.6%)

13.28%

241
(0.4%)

TPS-Home Delivery

51,740
(99.6%)

4,923
(99.4%)

8.69%

56,663
(99.6%)

Total

Carriage

51,949
(100.0%)

4,955
(100.0%)

8.71%

56,904
(100.0%)

Approximately 67.8% of the data are paid by customers, and the

remaining are relatively distributed across free-carriage (14.6%) and conditional

payment (17.7%).
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There is the highest return rate while the carriage is paid by conditions
(e.g., the retailer will afford the carriage if the amount of data is higher than NT
$1,000).

Table 4.9 Carriage / Return Cross Tabulation

Carriage Non-return| Return | Return Rate | Total

o 8,908 1,159 10,067
Conditional 11.51%
(17.1%) | (23.4%) (17.7%)

35,376 3,178 38,554
Pay by Customers 8.24%

(68.1%) | (64.1%) (67.8%)

. 7,665 618 8,283
Pay by Retailers 7.46%
(14.8%) | (12.5%) (14.6%)

51,949 4,955 56,904
Total 8.71%
(100.0%) | (100.0%) (100.0%)

7. Actual Delivery Days

The frequency of Actual'Delivery Days spreads from “0” day to “268”
days. Moreover, the frequency; mere than, “5 days” is much fewer than the first
five levels (0, 1, 2, 3, and 4). Further, to separate the delivery fewer than and
more than 5 workdays, we decide. to discretize the variable to six levels-0, 1, 2,

3, 4, and more than 5.

In the Table 4.10, there is ‘an obvious phenomenon that the return rate
becomes higher as the Actual Delivery days increases. Actual Delivery days
equals 2 days deserve almost the same return rate as average, while Actual

Delivery more than 5 days has 1.5 times higher return rate compared to average.
Table 4.10  Actual Delivery Days / Return Cross Tabulation

Actual Delivery
D Non-return| Return | Return Rate Total
ays

15084 1239 16323
0 7.59%
(29.0%) | (25.0%) (28.7%)

18139 1554 19693
7.89%
(34.9%) | (31.4%) (34.6%)

7635 729 8364
8.72%
(14.7%) | (14.7%) (14.7%)

4734 502 5236
9.59%
(9.1%) | (10.1%) (9.2%)

35



8.

Table 4.10(Con.) Actual Delivery Days / Return Cross Tabulation

Actual Delivery

Non-return| Return | Return Rate Total
Days

3583 499 4082
4 12.22%
(6.9%) | (10.1%) (7.2%)

2774 432 3206
More than 5 13.47%
(5.3%) (8.7%) (5.6%)

51949 4955 56904
Total 8.71%
(100.0%) | (100.0%) (100.0%)

Average Delivery Days

The frequency of Average Delivery Days spreads from “0” day to “14”
days. In the same way, the frequency more than “5 days” is much fewer than the
first five levels (0, 1, 2, 3, and 4). To compare with “Actual Delivery Days”,
therefore, we discretize the variable to six levels-0, 1, 2, 3, 4, and more than 5 as
last variable.

Orders delivered in Lor 2 days occupy the major percentage of Average
Delivery Days (more than 70%), while only-a few orders supplied by some

specific retailers are delivered more than 5 days:(1.86%).

Table 4.11 Average Delivery-Days’/-Return Cross Tabulation

Ave. Delivery
Non-return| Return | Return Rate Total
Days

3,728 389 4,117
0 9.45%
(7.18%) | (7.85%) (7.23%)

19,519 | 1,391 20,910
6.65%
(37.57%) | (28.07%) (36.75%)

18,912 1,779 20,691
8.60%
(36.40%) | (35.90%) (36.36%)

5,791 660 6,451
10.23%
(11.15%) | (13.32%) (11.34%)

3,055 623 3,678
16.94%
(5.88%) | (12.57%) (6.46%)

944 113 1,057
More than 5 10.69%
(1.82%) | (2.28%) (1.86%)

51,949 4,955 56,904
Total 8.71%
(100%) (100%) (100%)
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4.5.2 Continuous Data

Analysis of Descriptive Statistics is conducted here to reveal general

information of continuous data.

1. Age

The average age of customers is 35 years old. The upper bound of age is

78 and the lower bound is 10.

Distribution of Age data shown in figure 4.4 reveals that people at 27 to

40 years old are the main customers who accounted for approximately 60% of

orders.
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3,000
z
5]
52,0001
2]
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Age
Figure 4.4 Distribution of Age Data
2. Price

The average price of each data is NT $1,724. The maximum is NT
$180,000 and the minimum is NT $1.

The lowest price among the items is NT $1, which is resulted from trail or

promotion. Customers only need to pay for NT $1 plus the carriage.

3. Accumulated Number of Buyers

This variable represents the established reputation of each retailer. The
accumulated number of buyers of each retailer is 1,590. The maximum is 13,611

and the minimum is 1.
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4. Accumulated Number of Browsers

The average accumulated number of browsers of each retailer is 132,256.

The maximum is 12,656,670 and the minimum is 11.
5. Total Number of Merchandise

The average number of merchandise of each retailer is 713. The

maximum is 15,344 and the minimum is 0.
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CHAPTERS RESULTS AND ANALYSIS

5.1 Setup and Sampling

In this study, we use SAS Enterprise Miner vision 4.1 to conduct classification.
As we mentioned in Section 3.2, C4.5 is selected to be the algorithm while conducting

decision tree induction. C4.5 relies on Entropy reduction as a splitting criterion.

“Maximum number of branches from a node” and “maximum depth of tree” are
set at “3” and “4” to control Decision Trees not to be simplistic or too complicated.
“Minimum number of observations in a leaf” and “Observations required for a split
search” are also controlled to avoid over-fitting and trivial rules. Full information is

given in Table 5.1.
Table 5.1 Information of Decision Tree Setting

Software SAS Enterprise Miner

Splitting criterion Entropy (C4.5)

Maximum number of branches from a node 3

Maximum depth of tree 4

Training

Proportion Validation
Test

The data analysis mentioned before indicated that this problem is a binary
choice model with a skewed distribution. The number of “Return” is noticeably less
than “Non-return”. Thus, we use the whole “Return” data and sample from the

“Non-return” data to lead the ratio of each other equal 1:1.

For example, there are 30,573 orders from female customers, while 2,668 were
return and 27,905 were not return. To solve the unbalance problem, thus, we sample

the same number of samples from non-return orders (2,668/27,905).
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Male
26.403/56.904
(46.3%4

Return:
2.668/30,573

(8.7%)

Figure 5.1

5.2 Model Development

Data Sampling

Non-return
Sampling
2,668/27,905

,
Female

30,573/56.904
(53.7%)

In this section, we try five kinds of trees according to customer feature- Gender

and Total Number of Transaction in 2007; and merchandise feature- category. The

reason to choose these five groups to develop decision tree will be explained before

each section. General information about;DTs is comprehended in Table 5.2.

Rules within “Return” label more than 50%' mean that the transaction has

higher possibility to be cancels by returfi-the goods. In this situation, special attention

is required to analyze it.

Table 5.2 General Information of Decision Trees

DT Types Total Number of Female
Gender .. .
Transaction in 2007 |Merchandis
Variables Female | Male <12 >12
Minimum number of
L 50 50 60 40 20
observations in a leaf
Observations required for
. 100 100 120 80 40
a split search:
umber of Samples 5336 4582 6098 3828 1942
Accuracy of Training 65.63% | 63.25% | 62.16% | 69.80% 67.25%
ccuracy of Validation 63.07% | 60.04% | 56.20% | 65.80% 67.53%
ccuracy of Test 63.96% | 59.56% | 60.67% | 62.37% 65.87%
umber of Leaf Node 19 11 13 17 9
Return Leaf Node 10 8 10 3
on-Return Leaf Node 9 7 6
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1. Gender

Since “Gender” is an important feature for retailer to target their major
customers, we separate Female and Male data to two groups to distinguish the

difference between them.
(1) Female

The average number of transaction of female customer in 2007 is 14.9
while the average number of return is 1.5. The average amount of transaction of
female customers in 2007 is NT $22,699 while the average amount of return is
NT $2,313.

The rules which display more than 50% of return propensity for female

customers are described as Table 5.3.

Table 5.3 Selected Rules of Decision Tree-Female Customers

THEN...

Rules (IF:.)

Class Label

Number

Percentage

of Training

2 < Ave. Delivery Days <3
Category is one of: MP.PC FC FS CMR
MD VT

Sample

109

Return

67.0%

Non-Return

33.0%

3 < Ave. Delivery Days
Category is one of: MP PC FC FS CMR
MD VT

Sample

120

Return

82.5%

Non-Return

17.5%

649.5 < Price < 1,998
Category is one of: FB WC SO F CE MC P

Sample

439

Return

60.6%

Non-Return

39.4%

1,998 < Price
Category is one of: FB WC SO F CE MC P

Sample

186

Return

76.9%

Non-Return

23.1%

338 <Price < 1,614.5

Ave. Delivery Days < 2
Category is one of: MP PC FC FS CMR
MD VT
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202

Return

60.4%

Non-Return

39.6%




Rules (IF...)

Table 5.3(Con.) Selected Rules of Decision Tree-Female Customers

THEN...

Class Label

Number

Percentage

of Training

1,614.5 < Price

Ave. Delivery Days < 2

Category is one of: MP PC FC FS CMR
MD VT

Sample

53

Return

75.5%

Non-Return

24.5%

Locationis one of: 789 12 13 16 20 21 22
Price < 649.5
Category is one of: FB WC SO F CE MC P

Sample

65

Return

Non-Return

Num. of Merchandise < 257.5
Locationisone of: 1245 6,10,17

Price < 649.5

Category is one of:*FB WC SO F CE MC P

Sample r

Return

Non-Return

701 < Num. of Merchandise

Location is one of:1 2 4561017

Price < 649.5

Category is one of: FB WC SO F'CE MC P

Sample

Return

Non-Return

1,098 < Price < 1,559

Locationisone of: 1235678 10141723
Category is one of: S CF AM BG HP B CM
FS AP BM AT CMC OL FM PS

Sample

Return

Non-Return

(2) Male

The average number of transaction of male customer in 2007 is 13.6
while the average number of return is 1.4. The average amount of transaction of
male customers in 2007 is NT $20,519 while the average amount of return is NT
$2,822.9.

The rules which display more than 50% of return propensity for male

customers are described as Table 5.4.
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Table 5.4 Selected Rules of Decision Tree- Male Customers

Rules (IF...)

Class Label

Percentage

of Training

230 < Price < 1,776.5

Category is one of: LT FB SO AM F BG
B CMR AP MC AT CMC OL PS

Sample

712

Return

52.8%

Non-Return

47.2%

1,776.5 < Price

Category is one of: LT FB SO AM F BG
B CMR AP MC AT CMC OL PS

Sample

315

Return

64.8%

Non-Return

35.2%

CMBM VTP

1,615.5 < Num. of Merchandise
Category is one of: MP PC FC FS WC S

Sample

148

Return

79.7%

Non-Return

20.3%

442 < Accum. Buyer < 1,118
Num. of Merchandise <551.5

Sample

166

Return

72.3%

Category is one of;,MP PC:ECES WC. S
CMBM VTP

Accum. Buyer < 575

551.5 < Num. of Merchandise-<-1,615.5
Category is one of: MP.PC FC ESWC S
CMBM VTP

Age <38.5

1118 < Accum. Buyer

Num. of Merchandise < 551.5

Category is one of: MP PC FC FS WC S
CMBM VTP

Non-Return 27.7%

Sample 50

Return

Non-Return

Sample

Return

Non-Return

2. Total Number of Transaction in 2007

Due to the restriction of our data set, we use total number of transaction in
2007 to distinguish the transaction frequency of each customer. Once per month

is the threshold for determining whether he/she is a high frequency buyer or not.
(1) Equal to or less than 12 times

We define the customer whose frequency of transaction in 2007 is equal
to or less than 12 as our potential customers. To effectively reduce the return

rate of this group customer, we need to understand what the critical factors
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revealing their return propensity are.

The average number of transaction of low-transaction frequency customer
in 2007 is 6.2 while the average number of return is 1.2. The average amount of
transaction of this group in 2007 is NT $10,625 while the average amount of
return is NT $2,388. The rules which display more than 50% of return

propensity for low-transaction frequency customers are described as Table 5.5.

Table 5.5 Selected Rules of Decision Tree- Low Frequency Customers

THEN...

Rules (IF...)

Class Label

Number

Percentage

of Training

2,890 < Price
Category is one of: MP FB WC SO F BG
B CMR AP BM MC AT CMC P OL

Sample

315

Return

57.5%

Non-Return

42.5%

Ave. Delivery Days =3
Category is one of: FC|FS S;AM MD FBD

Sample

92

Return

72.8%

Non-Return

27.2%

4 < Ave. Delivery Days
Category is one of: FCFS S AM MD. FBD

Sample

94

Return

81.9%

Non-Return

18.1%

Num. of Merchandise < 135.5

242.5 < Price < 2,890

Category is one of: MP FB WC SO F BG
B CMR AP BM MC AT CMC P OL

Sample

288

Return

50.3%

Non-Return

49.7%

135.5 < Num. of Merchandise < 1,039.5
242.5 < Price < 2,890

Category is one of: MP FB WC SO F BG
B CMR AP BM MC AT CMC P OL

Sample

840

Return

60.5%

Non-Return

39.5%

988.5 < Price
Ave. Delivery Days <2
Category is one of: FC FS S AM MD FBD

Sample

106

Return

65.1%

Non-Return

34.9%

Ave. Delivery Days =2

1,039.5 < Num. of Merchandise

242.5 < Price < 2,890

Category is one of: MP FB WC SO F BG
B CMR AP BM MC AT CMC P OL
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158

Return

51.3%

Non-Return

48.7%




Table 5.5(Con.) Selected Rules of Decision Tree- Low Frequency Customers

Rules (IF...)

Class Label

Percentage

of Training

3 <Ave. Delivery Days

1,039.5 < Num. of Merchandise

242.5 < Price <2890

Category is one of: MP FB WC SO F BG
B CMR AP BM MC AT CMC P OL

(2) More than 12 times

Sample r

89

Return

69.7%

Non-Return

30.3%

We define the customer whose frequency of transaction in 2007 is more

than 12 as our constant customers. We try to figure out some characteristics of

this group from the tree rules.

The average number of tfansaction 6f low-transaction frequency customer

in 2007 is 33.1 while the averageynumber, of return is 2.2. The average amount

of transaction of this group 2007 is NT $47,452 while the average amount of
return is NT $3,003. The rules“which display more than 50% of return

propensity for high-transaction frequency customers are described as Table 5.6.

Table 5.6 Selected Rules of Decision Tree- High Frequency Customers

Rules (IF...)

Class Label

Percentage

of Training

298 < Price <2,970
Category is one of: LT FC FS BM CMC P

Sample

358

Return

75.7%

Non-Return

24.3%

2,970 < Price
Category is one of: LT FC FS BM CMC P

Sample

41

Return

58.5%

Non-Return

41.5%

Location is one of: 6 8 10 11 16 17 19 20 23
1,121 < Price

Category is one of: CF AM MF BG HP B
MD FS CE AT OL FM PS
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50

Return

60.0%

Non-Return

40.0%




Rules (IF...)

Table 5.6(Con.) Selected Rules of Decision Tree- High Frequency Customers

Class Label

Percentage

of Training

Accum. Browser < 17,731.5

137 < Price < 739.5

Category is one of: MP PC FB WC S
SO F CMR CM AP MC FBD VT

Sample

62

Return

59.7%

Non-Return

40.3%

48308 < Accum. Browser

137 < Price < 739.5

Category is one of: MP PC FB WC S
SO F CMR CM AP MC FBD VT

Sample

171

Return

50.9%

Non-Return

49.1%

Location is one of: 59 10 22

739.5 < Price

Category is one of: MP PC EB,WC S
SO F CMR CM AP MC FBD VT

Sample

44

Return

Non-Return

Location is one off7 8 12 14 1523
739.5 < Price

Category is one of: MP.PCFB-WE S
SO F CMR CM APMC.FBD VT

Sample

Return

Non-Return

Location is one of: 12 58912°15 17 21
22

Price <298

Category is one of: LT FC FS BM CMC
P

Sample r

Return

Non-Return

Category is one of: PC SO AP FBD VT
Locationisoneof: 12346111617 19
2021

739.5 < Price

Sample

Return

Non-Return

Category is one of: MP FB F MC
Locationisoneof: 12346111617 19
2021

739.5 < Price

Sample

Return

Non-Return

3. Female Merchandise

Female merchandise including “Female Clothing”, “Female Shoes” and
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“Female Bag” which are the items we would like to focus. The reason is that
these merchandises occupy approximately 10 % in total number of transaction
(see 4.4 Data Analysis). However, experience gained from C2C business in the
similar market tells that merchandise related female dressing have the potential
to grow. Therefore, focus on this specific type of items is also meaningful for

retailers selling female merchandise and website managers.

The rules which display more than 50% of return propensity for

merchandise related female dressing are described as Table 5.7.

Table 5.7 Selected Rules of Decision Tree-Female Merchandise

THEN...

Rules (IF...) Number

Class Label | Ppercentage

of Training

Sample 30
Return 56.7%
Non-Return 43.3%
Sample 560
Return 62.3%
Non-Return 37.7%

. Sample 26
1,140 < Price < 14,469
Return 65.4%

AND  Accum. Buyer <96
I Non-Return 34.6% I

5.3 Results Discussion

4 < Ave. Delivery Days
Price <385

96 < Accum. Buyer < 1,994.5
385 < Price < 14,469

5.3.1 Specific Rules

We conclude some specific rules of return propensity for the 5 groups from the

results in Section 5.2.
1. Gender
(1) Female

> For “Category” is one of: MP3 Player, Personal Computer, Female
Clothing, Female Shoes, Cameras, Music and DVDs, or Video Games and
Toys.
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“Average Delivery Days” is important to diminish return propensity
(When “Average Delivery Days” is more than (include) 3 days, return

propensity increases.)

Under the short delivery days (in 2 days), “Price” will be a key factor
for customer to concern return. While “Price” is less than NT $338, people

tend to not return.

For Category is one of: Female Bags, Watches and Clocks, Sports and
Outdoors, Furnishing, Computer Expendables, Maternal and Children’s, or
Peripheral.

If “Price” becomes higher, then return propensity will raise in the
meantime. Particularly, when “Price” is more than NT $1,998, return

propensity will be obviously higher than others.

(2) Male

>

For “Category” is one of: Laptops, Female Bags, Sports and Outdoors,
Automotive, Furnishing, .Bouquet and:Gift, Beauty, Cameras, Appliances,
Maternal and Children’s; Adult Toys, “Communication, Ornament and
Luxury, or Pet Suppliés:

If “Price” becomes  higher;“then ‘return propensity rises in the
meantime. Particularly, “when “Price’” 1S more than NT $1,776.5, return

propensity will be obviously higher than others.

For Category is one of: MP3 Player, Personal Computer, Female Clothing,
Female Shoes, Watches and Clocks, Stationery, Cosmetic, Books and
Magazines, Video Games and Toys, or Peripheral.

While “Num. of Merchandise” is more than 1615.5, the return
propensity becomes much higher than retailers with less number of

merchandise.

While “Num. of Merchandise” is less than 1615.5, “Accumulated
Buyer” of each retailer will become an index for distinguishing return
propensity. Namely, the higher the “Accumulated Buyer” is, the lower the

return propensity is.
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2. Total Number of Transaction in 2007

(1) Equal to or less than 12 times

>

For “Category” is one of: MP3 Player, Female Bags, Watches and Clocks,
Sports and Outdoors, Furnishing, Bouquet and Gift, Beauty, Cameras,
Appliances, Books and Magazines, Maternal and Children’s, Adult Toys,
Communication, Peripheral, or Ornament and Luxury.

To be brief and concise, the higher the “Price” is, the steeper the

return propensity is.

For more details, orders between NT $242.5 and NT $2,890 coupled
with retailers providing numerous number of merchandise (more than
1,039.5), thus “Average Delivery Days” could be a factor to distinguish
whether an order will be returned. In this condition, “Average Delivery
Days” is better to be controlled in 2 days, or the return propensity will

become much higher.

In addition, there is‘also a higherreturn propensity for orders between
NT $242.5 and NT .$2,890: coupled with retailers providing moderate
number of merchandise (between 135.5 and-1,039.5).

For Category is one of: [Femaler"Clothing, Female Shoes, Stationery,
Automotive, Music and DVDs, or Furniture and Bedding.

If “Average Delivery Days” is more than (include) 3 days, then return
propensity increase. If the “Average Delivery Days” is less than 2 days, then
“Price” will be a key factor for customer to concern return. While “Price” is
more than NT $988.5, the return propensity will be higher than low price

orders.

(2) More than 12 times

>

For “Category” is one of: Laptops, Female Clothing, Female Shoes, Books
and Magazines, Communication, or Peripheral.

While “Price” is between NT $298 and NT $2,970, the return
propensity is the highest; however, return propensity decrease when “Price”
is more than NT $2,970.

For “Category” is one of. Collections and Fine Works, Automotive, Male
Fashion, Bouquet and Gift, Health and Personal Care, Beauty, Music and
DVDs, Female Shoes, Computer Expendables, Adult Toys, Ornament and
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Luxury, Flash Memory, or Pet Supplies.

High-transaction frequency customers tend not to return these

categories no matter how much of the merchandise cost.

>  For “Category” is one of: MP3 Player, Personal Computer, Female Bags,
Watches and Clocks, Stationery, Sports and Outdoors, Furnishing, Cameras,
Cosmetic, Appliances, Maternal and Children’s, Furniture and Bedding, or
Video Games and Toys.

Similarly, “Price” is the key factor to distinguish if customer will
return the items or not. If “Price” is higher, then the return propensity will

be on the rise simultaneously.
3. Female Merchandise

Unlike the four DTs described before, “Category” is taken away from the
input predicted variables. In this situation, “Price” becomes the most

important variable to build classification rules.
>  “Price” is less than NT $383:

If Average Delivery Days is mote than (include) 4 days, then the
return propensity will’be highér than the others (Average Delivery Days is
less than 3).

>  “Price” is between NT $383 and NT $14,469:

If “Accumulated Number of Buyers” of retailers is more than 1994.5,
then the return propensity will decrease. By contrast, while “Accumulated
Number of Buyers” of retailers less than 1994.5 the return propensity will
be higher. Particularly, a customer orders a merchandise with price between
NT $1,140 and NT $14,469 from retailers within few accumulated number
of buyers (less than 96), his/her return propensity will be high as well.

>  “Price” is more than NT $14,469:

Return propensity is low for extremely high price merchandise. The

result may from customer.
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5.3.2 General Rules

Merchandise dimension variables are the most applicable variables for
classification. Retailer evaluation function (service dimension) variables also show
some directions for distinguishing return propensity. However, variables of customer
dimension (Location) are short of consistence. Cross Tabulation showed average
return rate is related to “Payment”, “Delivery Approach” and “Carriage” though,
nevertheless, they are not selected to distinguish return behavior of each order in

classifiers.

Table 5.7 summarizes the trees we conducted and reveals some important

variables for different customers groups.
1. Customer Dimension

(1) Only “Age” and “Location” are chosen to be predicted variables. Even so,
“Age” only shows up in Male-DT while “Location” lack of consistence for

directing return propensity.
2. Merchandise Dimension

(2) “Category” and “Price” play the major roles in identifying return propensity
for different groups of customers'by being selected as decision criteria at the

1 and 2™ layer.

(3) “Category”, which dominate the first layer to separate the return propensity
to high (more than 60%), medium (between 50% and 55%) and low

(approximately 30%) in four customer-based DTs.

(4) If “Price” is less than NT $400, then customers tend to not return. If “Price”
becomes higher, then the return propensity will increase simultaneously.
However, when “Price” is extremely high, return propensity may become

lower contrarily.
3.  Service Dimension

(1) Variables of service dimension- “Payment”, “Delivery Approach” and
“Carriage” are not selected in distinguishing return behavior of each order in

the five models.

(2) Variables of service dimension- Service evaluation function (include
“Average Delivery Days”, “Accumulated Number of Buyers”,
“Accumulated Browsers”, “Number of Merchandise”) also represent some

directions for return propensity.
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(3) If “Average Delivery Days” is more than (include) 3 days, then customers

tend to return.

Table 5.8 Summary Information of Decision Trees

Total Num. of Female
DT Types Gender o )
: Transaction in 2007 | Merchandise
Variables
Female| Male <12 > 12
umber of Samples 5336 | 4582 6098 3828 1942
umber of Leaf Node 19 11 13 17 9
Return Leaf Node 10 6 8 10 3
on-Return Leaf Node 9 5 5 7 6
A
Customer £° O
) ) Gender
Dimension
Location O O
Merchandise |Category © © © ©
Dimension |Price © © © © ©
Payment
Delivery Approach
Carriage
Service |Actual Delivery Days
Dimension |Ave. Delivery Days @) © ©
Accum. Buyer O ©
Accum. Browser O
Num. of Merchandise O © O

© Variable in 1% or 2™ layer.
() Variable in 3" or 4" layer.

5.4 Developing Strategy

We conclude four main points for developing strategy to improve the return
management in E-retailing.
1. Category

Since we have already known what kinds of merchandise were returned
more frequently, coupled with the average sales volume, we can suggest which

retailers should be emphasized to improve the high- frequent returns.
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No matter from the viewpoint of gender or transaction frequency,
customer return propensity is especially high for “Female Clothing” and
“Female Shoes”. Both of the merchandise categories are the main developing

items in E-retailing thus they should be paid attention on even more.
Price

As we mentioned in Section 5.3, if “Price” is less than NT $400, then
customers tend to not return. While “Price” becomes higher, the return
propensity will increase simultaneously. This result could be inferred that return
cost (such as the time and fee for return delivery) for customers bought
low-price merchandise is relatively high. On the contrary, return cost is
relatively low for customers bought high-price merchandise. Thus, low-price

merchandise won’t be returned as often as higher ones.

Return
Propensity

A100%

Tend to
return +

1000 2000 3000 14500 Price

Figure 5.2 Return Propensity with Price
Hence, we provide strategies as below:

(1) Some merchandise is used to attract new customers with less profit in
E-retailing. Retailers who want to attract new customers by this kind of
merchandise could try to keep the price under NT $400. Build up customer
confidence for each retailer by means of promoting low-price merchandise.

(2) As the price of merchandise going up, return cost becomes relatively low for
customers coupled with higher return propensity. For this situation, retailers
should focus on the “display authenticity”, such as providing the details of
color, size, function etc.. Or, retailers could try to reduce return by means of

controlling delivery efficiency which will be described in next point.
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Delivery Days

Since we have found that especially for female and low-transaction
frequency customers, “Average Delivery Days” could affect the decision of
return. In particular, the return propensity will be increase rapidly while the

delivery day is more than 3 days.

Return

Propensity
A100%T

Tend to
return +
+50 %+

Tend to

not return
v 0% — Average
1 2 3 4 5 Delivery Days

Figure 5.3 Return Propensity with'tAverage Delivery Days
To solve this problem; we develop strategies as below:

(1) For high return propensity categories, we should control the delivery days in
2 days. Namely, picking and packing must be finished and send the
merchandise to the logistics! provider in 2 days. The speed of delivery is
especially important for female customers and low -transaction frequency
customers. Here, we assume the time of delivery from logistic provider to
customer is one day. Namely, customers could receive the merchandise no
more than 3 days. In this way, we could control return by efficient logistics

flow. Figure 5.4 illustrates this concept.

Logistics

Order Provider

Picking &
Packing Customer
A %
: a ..
O O o, o, @ >
Mon. Tue. Wed. Thu. Fri.

Figure 5.4 Delivery Scheduling on Work Days

(2) To accomplish the delivery on time, “safety stock” should be maintained to

support the demand quantity. If the safety stock doesn’t work, there should be
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a backup plan- “order lead time” must be controlled to assure supplier could
replenish the short of items. Retailers must check the inventories frequently

to assure the punctuality of inbound and outbound logistics.

(3) Orders on Friday and Saturday need to be handled exceptionally since there
are day-off between ordering and receiving. If the retailers do not work on
Weekend, then customer may receive the merchandise at least 5 days later
from the order date (as shown in Figure 5.5). Retailers could reduce the
waiting time of customers by handling these orders on Saturdays (as shown

in Figure 5.6).

Furthermore, retailers could actively notify the delivery information to reduce

the uncertainty of customers.

Logistics
Order Provider
P1ck1n.g> & Plcklgg & Customer
Packing Packing %
T - W - W LN ‘
U s ”
Fri. Sat. Sun. Mon. Tue. Wed. Thu.
Logistics
Order Provider
Picking &
Packing Customer
nﬁ;= .ﬁ_\e A A A - % -
@ - - @ 00— —o >
Fri. Sat. Sun. Mon. Tue. Wed. Thu.

Figure 5.5 Delivery Scheduling on Weekend

Logistics
Order Provider
Picking &
Packing Customer
A -
‘ ).
. 4 @ - @ . . 4 >
Fri. Sat. Sun. Mon. Tue. Wed. Thu.
Logistics
Order Provider
Pickigg & Picking & Customer
Packing Packing
® ® ] O ﬁf@ >
N -
Fri. Sat. Sun. Mon. Tue. Wed. Thu.

Figure 5.6 Adjusted Delivery Scheduling on Weekend
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4.

Remedy Service

To better understand the customer return behavior, we illustrate the

frequency of transaction and average frequency of return in 2007.

25 r 7 60.0%
5 L 1 50.0%
40.0%
1.5
30.0%
1
20.0%
0.5 10.0%
0 0.0%
234567 8 91011121314151617181920
Num. of
B Ave. Return Frequency —e— Ave. Return Rate ‘ Transaction
in-2007

Figure 5.7 Transaction Frequency and Average Return Frequency

There are three reasonsgfor us to contend-that managers should put more

attention on the low-transaction frequency customers.

First, Customers whosetransaction frequency is equal to or less than 12 are
approximately 70% of total customers'in the data set. These customers might be
new customers or defected customers. As we’ve known, the cost of attracting a
new customer is 4 times than maintaining an old one. These potential customers
are specifically important for expanding customer base and increasing profits. If
the low-transaction frequency could not become higher one, the company simply
retains a smaller group of (somewhat more satisfied) customers, but often with

reduced sales and profits as a result.

Second, since new customers have not established their loyalty to this
website yet, they might be easier to lose while they confronted a return (which is

commonly an unsatisfying experience).

Finally, figure 5.7 shows that when the number of transaction increase, the
number of return doesn’t increase with rapid growth. Therefore, the objective is

obvious to encourage low-transaction frequency customers to higher one.

To sum up, it’s clear that managers should provide remedy service to avoid

customer defection, especially for the low-transaction frequency customers.
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CHAPTER6 CONCLUSION AND SUGGESTION

6.1 Conclusion

This study is one of few empirical investigations that deal the customer

behavior with respect to whether or not to return in E-retailing market. This study

provides several meaningful insights of customer return propensity of E-retailing. The

results show that:

l.

Decision Tree Induction is suitable for high dimension data. In this study, all of
the models conducted reveal more than 60% accuracy of classification. Hence,
the models are available for distinguishing return propensity of customer

behavior.

In our data set, “Category”, “Price” and “Average Delivery Days” play the
major roles in identifying return propensity by being selected as decision

criteria at the 1*'and 2™ layer,

Since we concluded that Female: Clothing and Shoes were returned more
frequently, we could suggest website managers emphasize on retailers selling

these merchandise to improve the high="fféquent returns.

If “Price” is less than NT $400, then customers tend to not return. If “Price”
becomes higher, then the return propensity will increase simultaneously. This
inferred that as the merchandise value going up and the return cost becomes
relatively low for customers, hence return propensity will grows. For this
situation, retailers selling high-value merchandise should provide more details

to customers to make up for the precluded product examination.

“Average Delivery Days” is especially important for female and low-transaction
frequency customers. The return propensity will be increase rapidly while the
delivery days are more than (include) 3 days. “Safety stock” and “Order lead
time” should be controlled to support the demand quantity. Further, retailers
handle the picking and packing on weekend to save the total delivery time

before customers receiving items.
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6.2 Limitations and Suggestions

This study has attempted to demonstrate a few simple prioritized questions to
understand return propensity. However, further studies in researching customer return
behaviors are needed to provide more details. There are the limitations and
suggestions for future work.

1. Variable completeness.

There are three dimensions of variables in our study to classifying the
binary target variables. However, there are still some variables excluded might
be useful for understanding this topic, such as income levels, education levels,
merchandise size, and ease of operation. Customer may consider return policy:
Who is responsible for paying return carriage? How long products may be
returned after purchase? Refund is provided or not? Whether returns will be
questioned or not? Whether sales items are acceptable? These services could
also affect return critically. More factors could be involved for a better
completeness.

2. The trade-off between sales and returns:

Some strategies may cause-higher sales volume coupled with higher
returns; however, few studies had paid attention on the trade-off between sales
and returns. Retailers may expect; loose return policy could stimulate the sales
volume by guaranteeing return acceptability; nevertheless, it may also lead to
the abuse of return power. Retailers are afraid that customers buy a product with
the intention of returning it. On the contrary, retailers would be unwilling to see
that a strict return policy reduce the sales. Research on this dilemma could

provide more information for management in E-retailing.
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Figure A-1 Decision Tree- Female Customers
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Figure A-3 Decision Tree- Low Frequency Customers
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Figure A-4 Decision Tree- High Frequency Customers
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Figure A-5 Decision Tree- Female Merchandise
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