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ABSTRACT

The IEEE 802.16€ standard has been defined to provide mobile broadband wireless
access in metropolitan areas; Mobility implies the importance of power management at the
Mobile Subscriber. Station (MSS)-side. InnIEEE 802.16¢, three types.of power saving classes
(PSCs) are defined. A traffic flow can be bound-to a PSC. However, from an MSS's point of
view, it does not:define how multiple flows should be putinto one PS€ and how multiple
PSCs of an MSS should cooperate with each other for better energy efficiency. At the same
time, it needs to answer how to: determine.the.parameters,of each'PSC, such as start frame,
listening window size, and sleep window size, and-how to guarantee QoS of traffic flows
when multiple PSCs coexist. In this paper, we propose a novel = fold-and-demultiplex”
method for an IEEE 802.16e network with PSCs of type I and type II. Given a set of traffic
flows in an MSS, our method first tries to give each one a PSC satisfying its QoS requirement.
Then we fold them together into one long series so as to calculate the total bandwidth
requirement. Finally, we demultiplex the series into multiple PSCs, each supporting one or
multiple flows. This ends up with high energy efficiency for MSSs while meeting flows' QoS

requirements.

Index Terms —IEEE 802.16e, link protocol, MAC protocol, power management, WiMAX,

wireless network.
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Chapter 1. Introduction

IEEE 802.16/WiMAX [I] has been considered as a promising approach for supporting
broadband wireless access. The IEEE 802.16e standard [2] defines the mobility support for
Mobile Subscriber Stations (MSSs). Similar to most wireless systems, conserving energy
is a critical issue for MSSs. In IEEE 802.16e, three types of Power Saving Classes (PSCs)
are defined to meet different traffic characteristics. Each PSC consists of a sequence of
interleaved listening and sleep-windows, and can supportione or multiple traffic flows in an
MSS with similar characteristics. Type-yis-designed for non-real-time traffic flows; it has
an exponentially increasing size of sleep windows if 1o packet comes. Type II is designed
for real-time traffic flows; it has a fixed size of sleep windows. Lype III is designed for
multicast conneetions or management eperations. An MSS can turn off its radio interface
when all its PSCs are during their sleep-windewss-but-has to wake up when any of its PSCs
is during a listening window. Hewever, from an MSS’s point. of view, the specification
does not define how multiple flews should be put into one PSC and how multiple PSCs of
an MSS should cooperate with each other for better energy efficiency. At the same time,
it needs to answer how to determine the parameters of each PSC, such as start frame,
listening window size, and sleep window size, and how to guarantee QoS of traffic flows
when multiple PSCs coexist.

Several works have addressed energy management in an 802.16e network. Some
have focused on performance analysis [3], 4] [5]. Focusing on PSCs of type I, [6] proposes a
Longest Virtual Burst First (LVBF) scheduling algorithm to improve the energy efficiency

of MSSs, while [7] presents an adaptive scheme to dynamically adjust the initial and the



maximum sleep window sizes. For a group of PSCs of Type II, [8] shows how to find the
Mazimum Unavailability Interval (MUI) by only adjusting their start frames. However, it
does not consider how to satisfy the bandwidth requirement of each connection after the
rescheduling. Considering real-time connections, [9] proposes a Periodic On-Off Scheme to
form one PSC of Type II for all connections, such that the lengths of sleep and listening
windows are constrained by delay and resource requirements. Since the scheme uses
only one PSC, it may suffer from either longer wake-up time or mismatch of bandwidth
requirements. As to be shown in ous approach; using multiple PSCs will be more energy-
efficient.

In this work, we are interested into PSCs of type I and II. Management of PSCs needs
to answer the following questions: -1)sHow; to form PSCs given multiple connections?
2) How to arramge éach PSC’s sleep and listening windows? 3)™How to meet the QoS
requirement of‘each 'connection while at-the same time maximize the sleep time of each
MSS? In this paper, we propose a novel “fold-and-demultiplex”=method to answer these
questions. Given a get of real-time traffic flows in an MSSsand their QoS requirements, our
method first tries to giveieach flow.a PSC satisfying its"QoS requirement. Then we fold
them together into one long series so as'to calculate the overall bandwidth requirement.
Finally, we demultiplex the series into multiple PSCs each supporting one or multiple
flows and include non-real-time flows. This ends up with longer sleeping time for the
MSS while meeting all flows” QoS requirements. To the best of our knowledge, this “fold-
and-then-demultiplex” method is also the first one of this kind for the power management
purpose. This paper is organized as follow: Section [2] reviews the definitions of PSCs.
Section [3] presents our system model and method. Sections [] and [G] give some analytical

and simulation results, respectively. Conclusions are drawn in Section 6.



Chapter 2. Backgrounds

IEEE 802.16e defines three types of PSCs for an MSS. Type I is to support Best Effort
and NRT-VR (Non-Real-Time Variable Rate) connections. Type II is to support UGS
(Unsolicited Grant Service), RT-VR (Real-Time Variable Rate), and ERT-VR (Extended-
Real-Time Variable Rate) connections. When an MSS activates its sleep operation, each
PSC will switch between listening and sleep modes. Each connection is bound to a PSC.
During a sleep window, the eorresponding connections, cannot send or receive packets.
So, when all PSCsuof an MSS are in-their-sleep.windows, the MSS can turn off its air
interface to save energy. This period is called an unavailability interval of the MSS.

A PSC of type I is denoted by P!. Its sleep windows are intetleaved by fixed-length
listening windows of size P'.Ty. Its initial:sleep window 'size is P4T jni, and is doubled
each time, untiliteaching the maximumssizes-P Femas, after which it remains the same.
During a listening window, the MSS will check if there are;incoming packets for PI.
If not, P! will enter another slcep window; otherwise, it will deactivate P! and return
to normal state. A PSC of type'll is denoted by P/. Both its sleep windows and
listening windows are of fixed lengths P/ Ty and P!!. T}, respectively. However, if there
is any transmission/reception during a listening window, it will not return to normal state
unless being instructed. A PSC of type III has only one sleep, after which it will return to
normal state immediately. Fig.2dlillustrates these definitions. The unit of sleep/listening
windows is Orthogonal Frequency Division Multiplexing (OFDM) frame length, normally
5 ms. A frame can be divided into a downlink subframe and an uplink subframe.

In order to support different data delivery services, the BS needs to allocate band-
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Figure 2.1: Three typesof PSCs.

widths to flows aceording to-their traffic parameters.. For downlink flows, this is an easy
job because the BS has alll flows’ information. However, for uplink flows, this is not the
case. Below, wereview three scheduling services for uplink transmissions. UGS is designed
for real-time serwvices with periodical. fixed-size packets, such as VoIP connections. The
BS will periodically assign fixed=size grants-to-an UGS connection. For real-time services
with variable-size packets, such as MPEG videos, rtPS (real-time Polling Service) can be
used. The BS can assign periodical uplink resource to an rtPS flow to send its bandwidth
requests. In return, the BS can grant variable uplink bandwidths to it. For real-time ser-
vices with periodical fixed-size packets interleaved by intermittent silence, such as VoIP
connections with silence suppression, ertPS (extended real-time Polling Service) can be
used. Initially, the BS will assign periodical fixed-size grants to the connection. Once
the connection has nothing to send because of silence, it will inform the BS by using
the granted bandwidth. Then, in the following frames, the granted bandwidth will be

decreased to the size of a bandwidth request. When the connection becomes active again,
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Figure 2.2: Bandwidth allocation of service classes UGS, rtPS, and ertPS.

it will inform the BS and the BS will restore its periodical fixed bandwidth. Fig.
illustrates some examples. Note that the actual allocation is controlled by QoS parame-

ters such as Minimum Reserved Traffic Rate (MRTR), Maximum Sustained Traffic Rate




Chapter 3. Fold-and-Demultiplex Method

Given an uplink to downlink subframe ratio, we consider an MSS with U non-real-
time connections and M+ N real-time connections, among which M are for uplink and
N are for downlink. The QoS parameters of each connection are already known to the
MSS. We assume that the maximum acceptable delay of each connection is greater than
or equal to three times of its packet inter-arrival time; this assumption will allow us to
prove the delay bound in Section £ Let F' be the length of an OFDM frame. Our goal is
to compute a set of IPSCs to maximize-the unavailability intervals of the MSS while meet
all connections’ QoS requirements. Fort each real-time connection C;, : = 1--- M+ N, the

following QoS parameters are known:
o (;.D,: The maximum delayithat a packet can tolerate.
e C;.MRTR: "The minimum reserved traffic rate (bits/séc).
e (C;.1;: The expected packet inter-arrival time:

o (.10 gre: For an uplink rtPS or ertPS connection, it is the UPI; for an uplink UGS

connection, it is the UGI. (This parameter is not used for a downlink connection.)

e (;.S,: The Service Data Unit (SDU) size of C; (this is only needed for a constant-

rate VoIP connection.)

For non-real-time connections, they don’t have maximum delay and jitter constraints.
And each time the data transmission, the MSS should be keep awake until all the buffered

packets are send /received, so there is no need to consider the bandwidth requirement in the



power management scheme. In our method, all non-real-time connections are associated
with the same one PSC of type I, and we let this PSC’s listening windows overlap with
those of type II PSCs’ to receive traffic indication. The QoS parameters of non-real-time
connections are not considered.

The outputs of our scheme are one PSC of type I and some PSCs of type II. The
PSC of type I, denoted by P!, is for non-real-time connections and has the following

parameters:

o PI.T;: Size of a listening

imin=1"

The ith PSC of type i c and has the following

o P!1.Ty: Size of a sleep W

o P Ny Start frame number.

Our scheme consists of four steps. The first one will consider only real-time connections
and create a tentative PSC of type II for each connection, such that each one has a wake-
up period that is an integer multiple of that with the shortest period. The second step
will fold all these PSCs into one so as to calculate the overall bandwidth requirement.
The third step will demultiplex the above result into multiple real PSCs. The last step

will include non-real-time connections.



3.1 Creating Tentative PSCs

In this step, the MSS will consider only real-time connections. It will compute one tenta-
tive PSC for each connection and send the result to the BS via a MOB_SLP-REQ message.
It includes three steps: a) For each real-time connection, create a tentative PSC of type
IT according to its QoS parameters. b) To increase the overlapping of listening windows,
adjust these PSCs such that their periods are integer multiples of that with the smallest
period. ¢) Adjust these connections’ QoS parameters to adapt to the sleep behavior of
PSCs.

Step a: For each Cj, ¢ = 1 -+ MapN . we.define a temporary PSC P! as follows:

pUT, — 2, if C; is of-type rtPS .
, otherwise.

PiII-TS — c
z—nﬁgxw — PITTy - otherwise.

1
IVQZM-‘ — PI.Ty, ifiC;is of type UGS or ERT-VR for VoIP services
=

.. D
15 (3.2)
*
For an rtPS conneétion, since'it réguires an‘additional frame to sénd its bandwidth request
to the BS, its listening:windew should be two frames. For other connections, we assume
that one frame is sufficient (laterion, we will relax this.) T, +Ts can be considered as the
wake-up period of a PSC. For an UGS/ERT-VR connection for VoIP services, Eq. (3.2)
ensures that its wake-up period is no more than % of its maximum delay. For other cases,
it is no more than % of its maximum delay. This guarentees that each packet will not
exceed its maximum delay (refer to section [£1]). Note that these parameters are only
tentative.

Step b: Next, the MSS will adjust these PSCs to increase their overlapping. Let

PII

min

be the PSC with the smallest wake-up period. We will enforce each PSC’s wake-up



MSS

(after adjustment)

:list d : sl d
D istening window é sleep window

D : availability interval — : unavailability interval

Figure 3.1: Example of the step b.

period to be an integer multiple of (P, 4 PIL Ts): That is, for each P/, we adjust

man’ man-*

its T as follows:

17 17
I (P A P TS) I IT I
F)i ‘TS = [(PII T + PII TS) (Pmm TL il szn TS) P T (33)

For example, if there are three PSCswith parameters P/1.T; = 1, P[1.Ts = 3, PI1. T, =1,
Pl Tg =4, PIL. Ty, =1, and P{{.Ts = 8, then the smallest wake-up period is 4. So the
adjustment result will be P}/ Tg = 3 and PI!.Ts = 7. Before the adjustment, the MSS
has to wake-up 84 frames per 180 frames. After the adjustment, there will be only 1
wake-up frame per 4 frames (see Fig. B.1]).

Step c: Because of the MSS’s sleeping behavior, a flow may need to deliver more
traffic during a listening window. So changing its QoS parameters maybe needed. Con-

sider the example in Fig. B.2] where a connection has a packet inter-arrival time of 4
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Time

Packets arrival time of connection C;, which is a VolP connection
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0 ...

Cycle of C;
Temporary PSC P; after overlaping increasing step

Figure 3.2: Example of the mismatch between the packet arrival time of a flow and its
wake-up period.

The term in pa andy i ing window. Spreading this

on a wake-up pe is C; | : i al/polling interval of C;

Ci Lot grt = (3.5)

These changes can be updated by the management message DSC-REQ. The effect

is a slight increase of bandwidth demand, but it can reduce the buffering delay of such

as voice data. In Fig. 3.2 we will allocate space to deliver [%-‘ = 2 packets per listening

window, so that the MRTR will be changed to 1((3)% x 2 x C;.S,. The new grant interval

will be 6F.

10



3.2 Folding PSCs into a State Series

Next, we will fold the above PSCs into an infinite periodical series of real numbers standing
for bandwidth requirements. Then depending on the available bandwidth per frame, the
real series is converted into a binary series, standing for the active or sleeping state of
each frame. Note that the series does not actually follow the definition of PSC. Later on,
we will demultiplex it into real PSCs.

Consider PSC P! of any type except rtPS. Due to its sleeping behavior, the amount

of data b; that it has togtrans § ) indow is its traffic rate times its

For PSC P! of
to submit its reque
of b; in Eq. (3.6]) is

For a non-rtPS connection’ G, i idih rement in each frame can be rep-
resented by an infinite real series S; ‘ ---00, where k € N and T; = P, T, + P, Ts

is its wake-up period:

bi, t=20
Si(k-T,+1t) =

0, otherwise.
For an rtPS connection Cj, the series can be defined as

Ab, t=0

0, otherwise.

11



To represent the bandwidth requirement in each frame, we fold these series into one by

summing corresponding values together:

S(t)=>_ S (t).

>0

Note that the above discussion does not distinguish uplink from downlink. In fact, the
above series S (t) should be separated into two series, one for uplink and one for downlink.

With this understanding, we will still use S(t) for simplicity.

Next, we cor

where 1 and 0 mea

?

0, otherwise

where a(t) is the actual bandwidth to be consumed by the MSS in the t-th frame and
B is the maximum bandwidth that can be allocated to the MSS in a frame decided by
the BS. Intuitively, > ;_, S (k) is the total bandwidth required up to the ¢-th frame and
St a (k) is the actual bandwidth consumed by the MSS up to the (t — 1)-th frame. So
the first term in min() is the actual bandwidth required in the ¢-th frame; however, the

actual bandwidth consumed should not exceed B. If a(t) > 0, the MSS should by active

12
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(b) Resource allocation for the MSS.
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T
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lem (3,6,9)= 18—

[] Resource for C;  [] Resource for C; [ Resource for C;

(a) Resource requirement of the MSS. (¢) The sleep-listening state waveform of
the MSS.

Figure 3.3: Example of the state series construction.

in the ¢-th frame, enforcing S(t) = 1; otherwise it can go to sleep.

a (t) = min (Zt: S (k) = ia (ks B> : (3.8)
k=0 k=0

Figure 3.3l is"an example of above procedure. Fig. shows the total bandwidth
requirement of the MSS of three connections (i.e:, 5(t)). Fig! 3-3(bJlis the actual consumed
resources by thesMSS (i.e., a(t)). Fig. is the stateiseries S(#) of the MSS.

Below, we will show that S(t) is-a-pesiodical-binary: series. 'Define n = lem {T;| i=1---M + N}

and m = min {T; [i=1.-- M £ N}
Theorem 2. S (t) is a periodical binary-series of period = lem {T;| i =1---M + N }.

Proof. In the beginning, we first shows that S (t) can be divided into multiple periodical
series of period p, where m|p and pln. S(t) is a binary series which contains lots of
continuous Os and 1s. For each group of continuous 1s, which starts from ¢, and ends in ¢y,
it contains resource requirements from a set of connections S, = {C’Z- ‘ Z?:to Si(k) > O},
such that the MSS has to be awake for (t; — ¢ty + 1) frames long to satisfy these bandwidth

requirements. Since all S;(k) of C; € S, are periodical, the same bandwidth requirements

occur during time duration [tg, ts] must occur again in duration [ty + ¢ - p, ts + @ - p|, where

13



i € Zand p = lem{T}| C; € S.}. Therefore, series S(t) must be all the during time
[to+i-p,ts+i-pl. So, we can use a periodical series with cycle p and length of 1s
as (ts —to + 1) to cover the continuous 1s during [tg,ts] and others. Note that p is a
multiple of m and a factor of n because S. C S ={C;|i=1---M + N}. Now, we have
known that, for each group of continuous 1s in S (t), say group G, we can generate a
periodical series S;(t) for it. So, S(t) is a periodical series. Also, we know that each S;(t)
is with period P;, where P; is the lem of a subset of MSS’s real-time connections’ ;.

Since a connection’s resource requisement will always occur in some Gjs, the period of

S(t)=lem{P;|Vj} =dcm{T;|i=1--- M+ N} -

3.3 Demaltiplexing the State Series into PSCs

The above staté series S(t) does not follow: the definition of PSC. Recall that a PSC
contains three components: listening window size, sleep window size, and start frame.
So, we have to divide S(t) mto multiple state saries each meeting the definition of PSC.
Actually, the proof'ef Thm. 2 implies a way to divide S{#) into multiple PSCs. However,
for each continuous 1s period, this way. will generate a PSC for it. To decrease the number

of PSCs, we propose another method in the following.

1. [Initialization] Let pj., be the period of the state series S (t) and pyin be the smallest
wake-up period of the tentative PSCs in Sec. 3.1l Define set C' = (), which for storing
binary strings, each to interprested as a PSC. We define a temporary binary array
W10 : piem — 1] which contains all elements in C. Our goal is to construct a set of

PSCs eventually reach the condition W0 : pje, — 1] = S [0 prem — 1].

2. Recall that p;., is an integer multiple of p,,;,. For each ¢ = 1 to ]%, such that

14



1 Pmin 1s a factor of pj.,, we will try to compute at most one PSC by executing the

following steps:

(a) Let’s denote by S[j : k] the substring of S(t) from the j-th bit to the k-th

bit. Since (i X pmin) is a factor of pin,, we cut S [0 prem — 1] into DPiem

v X Pmin

segments, each of length i X p,,;,,. Then we let binary string T'[0 : ¢ - prin — 1]

mn

be the bit-wise-AND of these zp% segments, i.e.,

s period is a factor of
[" bit by bit. When the
e is covered by both T”

] =1, then T'[j] = 0.

bit-wise-OR to binary array W0 : p, — 1] and T to update W0 : piem, — 1],
ie., Wil = WV T[i% (i - pmin)]- TE WO 2 prom — 1] = S[0 2 prem — 1], stop

computing PSCs and go to step 4.

3. EWI0- - prem — 1] # S [0 piem — 1], mean there are some missing continuous 1s
period in W0+ pjep, — 1], where W[0- - - pjer, — 1] contains all Os in these periods.
For each such period, generate a binary string 7" with length of pj.,, T, = number
of 1s in the continuous 1s period, and T's = p;,, — 17, and then insert 7" into set C'.

15



4. Now, all the PSCs are in set C'. Assume we active the sleep mode and the first
listening frame will be at frame N, then for each PSC (each binary string 7" in set
(), we define its Ny = N+ No— (T of T"), where Ny is the number of continuous

0 from the start of 7".

After above PSC demultiplexing procedure, the derived final PSCs are replied to the
MSS by using MOB_SLP-RES message. For each final PSC, it is with all the real-time
connections of the MSS as its member connections.

Below, let’s see an example which is shown in Fig. 3.4l Suppose the state series S (t)
of the MSS has beensknown as Fig. with pen = 18sand p,., = 3. Then, we can
start to divide S(#) into multiple [PSCs. In Fig. [3:4(D)] first, S(¢) is cut into segments
and each is with length of 3. By bit-wise~ANDusall the segments, we will get a binary
string T = {1,10;0}. So, we get a PSC with 7} = 1 and Ts = 2. In the next loop, again,
S(t) is divided*into segments with length of 6. Axbinary string'7’ = {1,0,0,0,0,0} is
obtained. But its active frames can be covered-by-the PSC inset C'. So, we don’t need
to add it to set C'. Néxt, S(£)-is divided into segments'with length 9, and a binary string
T =1{1,1,1,1,1,0,0,0,0} is conducted. After comparing the PSCs in set C' and T, we
will get a nonzero T" = {0,1,1,1,1,0,0,0,0}. This is a PSC with 7T, = 4 and Tg = 5.
(shown in the 3rd subfigure of Fig. . As yet the PSCs we find in set C' are enough
to compose the state series S(t). Finally, two PSCs are conducted as shown in Fig. B.4(c)
Pl is with T, = 1, Ts = 2, and Ngg = N — 2, P/ is with T, = 4, Ts = 5, and

Nstart =N —-4.
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(a) State series S (t) with piem = 18 and pyin = 3.

After bit-wise-AND, | After each loop,
a possible PSC is : I set S contains PSCs of :
X=. ‘
. (B PSC:
’ frame no: 0
TL =1
TS =2 Pl-TL =1 ‘ ‘ ‘ ‘ ‘
P[.Tg =2 <« 3>
x=6 | ]
4 X I
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X=" ‘
i I A
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(b) For each length z, find the longest listening period in T', and construct a PSC if
needed.

4 Output N

Frame no: N-4 1;27 N I;I/+2 I;}Ht/ N+6 5;8 N/}lp/NH2 I\;+14
WG 7 70, %%, G|
<3
11_7/7/7 777/7 /7 ......
s i 7
\_ /

(c) Final PSCs of type II.

Figure 3.4: Example of the PSC demultiplexing procedure.
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3.4 Considering Non-realtime Connections: Allow-

ing for Type I PSC

For non-real-time connections, we will define a PSC of type I, P’, to be in charge of them.
When P! truns into listening mode, according to the standard, the MSS will receive
a periodical broadcasting message called MOB_TRF-IND message to indicate whether
there are any packets for the PSC buffered in the BS. The MOB_TRF-IND message is a
broadcast message with a bitmap, where.a certain bit will be set while there are packets
for the corresponding PSC arrive the BS. Whenever there are packets arrive, P! will be
deactivated until the packets are transmitted;andthen starts'from the first sleep window
again. To save energy, we can choose to let the listening windows of P! to overlap with
the listening windows of an existing PSC of type I1.

After executing the steps in Sec. [B13.3l we have derived multiple PSCs of type II.
Then pick up the one with the smallest=wake=up=period p,j, from them. Because the
MSS has to wake uprat least pefi p,in, we can let the listening windows of P! overlap with
these awake frames. It means'that the maximuni cyclerof P! will be multiple of Py
The following shows how the Tr, T init, D5 finat, and Ny of P be set.

Suppose the next listening window of the PSC with smallest cycle is at frame t. The
listening window of P! is assigned to 1 frame. For the initial sleep window, if there is a
suggestion value from upper layer, we will adopt it; otherwise P!.Ts ;n;; will be assigned
to 1 frame for less packet delay. To save evergy, it can be longer, but the value doesn’t
affect the average sleep ratio severely under the operation of existing PSCs of type II.
The final sleep window is set to the multiple of p;..,, because it should be larger than the

initial sleep window, likewise we choose the smallest one which greater than P!.Pg ;,;, for
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less packet delay.
PL.T, = (3.9)
Default value from upper layer if exist.

1
PLTg ini = { (3.10)

1, otherwise.

PI~T ing
PI.TS,final = ’V%-‘ * Plem (311)
lem

Let ] = PI-TS,init : (2k+1 - 1) + (k - 1) )

where £ = max {:c ‘ Pl Ty it - 2° < PI.Tsffmal, T € N} .

PI~Nstart = t_._’V
Plem

. W *Plem = J- (3.12)

3.5 Extended Method

The method deseribed above is complete to decide the listeningand sleep periods of an
MSS. However, we can further optimize the power consumption by adjusting the resource
allocation for the MSS. Recall the resource reservation proceduresin section 3.2 when the
bandwidth requirement, is larger than the maximum reserved size per frame (By/Bp), BS
will always allocate reseurce in next frame for the exceeded bandwidth requirement until
the requirement can be served. (Inithis case, in an" availability interval, the reserved re-
source for the MSS in the last awaked frame is very likely to be less than By /Bp. That is,
for the MSS, this frame is not fully utilized. An extended method to improve the energy
consumption is to delay the resource allocation until the next bandwidth requirement. By
this way, availability intervals can be shortened and then, the power saving can be further
promoted. However, the final sleep-listening state waveform may become aperiodic. In
consequence, the PSC demultiplexing procedure will be inexecutable. To achieve fully

utilization of an awaked frame and sustain the periodicity of sleep-listening state wave-
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form, we propose Algorithm 3: Eztended Method for Resource Reservation which replaces

Equation (??)~(B.8) in resource reservation procedure.

Algorithm 1: Extended Method for Resource Reservation

10

11

12

13

14

15

16

17

18

19

20

input : Br(z), n, where n = lem {(P/*.T, + P/'.Ts) VP! }

output: Revised Br (z)

r=0;

for i =1 to n do

for:=nto1ldo
if 0 < Br(3)

r= Br(

if j=1 then

r=r+ Br(i);
Br (i) = min (B,r);
r=r— Br(i);

Br (i) = r;

return;

We know the bandwidth requirement is a periodic waveform with cycle n, where n

is the lem of periods of all uplink or downlink PSCs (input). Therefore, we pick up an

interval n to do resource reservation. Lines 2-5 are the same as Equations (?7)~(B.8).
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(d) Delay the resource allocation of frame 8 to frame 10. Then, the
next non-fully utilized frame is frame 4.
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(e) Delay the resource allocation of frame 2 to frame 4. The final
resource allocation is shown as the figure.

Figure 3.5: Example of the extended method.
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So, after lines 2-5, we derive an sleep-listening state waveform as section 3.2l Then, from
the end of the n frames,we try to find a un-fully utilized awaked frame in an descending
order (lines 7-8). If finding a frame ¢ which is not fully used, we will keep searching next
unused awaked frame j and then delay the resource allocation in jth frame until frame
i (lines 10-16). When frame 7 is full, we will repeat seeking next un-fully utilized frame
and filling it. In this way, some awaked frames can be saved. Also, compared the original
resource reservation procedure, this extended one is still with complexity O(n).

This adjustment will increase seme delaygbut promote the energy saving of an MSS.
It can be applied when.delay is not a strict requirement.

Figure is an-example which demonstrates:the extended method. Suppose the
bandwidth requirement of an-MSS is-shown as Fig. Then BS executes the extended
method to decide the resource allocation for the MSS and derives the sleep-listening state
waveform of the MSS as follows. Eig. is the result of| resource reservation after
executing lines 2-5. Then, the last non-fully utilized frame 7; where ¢ = 16, is found. We
reallocate the resoutee by delaying the former non-fully utilized allocation, frames 14 and
10, to this frame, shown as Fig. Next, 2.="10, and likewise, the resource allocation
on frames 8 and 4 are delayed to frame 10, shown as Fig. Finally, « = 5 and the

resource allocation on frame 2 are reallocated to here. The eventual resource allocation

is derived as Fig. [3.5(e)|
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Chapter 4. Proof and Analysis

4.1 Proof of Delay Bound

Our sleep scheduling scheme tries to make data transmitting and receiving of different
connections being concentrated in the same frames; so, it can decrease the total awake
time. However, the packet delay for a connection may be increased because the real
transmission/receiving time is:delayed due to 6ur,resource allocation scheme. In this
subsection, we will show the maximum packet delay of each connection will less than or
equal to its maximum delay constraint when applying our'scheme.

Assume there are n real-time connections and each connection C; has a temporary
PSC PH with. Ty = 1, Ty = T; — 1, and the data transmission/receiving requirement
equals to D; ingeach interval T;. Besidés, the maximum resource'in a frame that the BS
can supply to an"MSS is Bi. Then; the first- property of resource allocation is introduced

below.

Lemma 1. When each time the esource requirement occurs, say the resource requirement
. D, . . . .
of P!!, if BS allocates at least 7 resource to P!' in a per frame basis until D; is served,
7

the resource requirement of P!T can be guaranteed in T;.

It is obvious that if each connection transmits or receives data size % per frame,
the resource requirement of each P! can be guaranteed in 7;. Fig. A1 shows the case.
In Fig. the resource requirement of each P! over frames of the time is presented.
Fig. shows, if each P!! can be allocated % resource each frame, then the resource

requirement can be served before next resource requirement comes.
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[} Bandwidth requirement of TP," e oo Tays Frame
(a) An example, there are 2 connections (b) BS allocates P{f and P! resources ev-
: T _ _ . .
with temporary PSC Pi*, T, =1, Ts = 5 ery frame with % and %, respectively.
1 2

and PI1 Ty =1, Ts = 3, respectively.
Figure 4.1: Example of allocating bandwidth averagely in every frame for each connection.
Allocation scheme ingdLemmal[llean guarantee the resource requirement being satisfied

in 7;. Following, weswill show that ousresource allocation scheme can also guarantee the

property.

Lemma 2. Theallocation method in Lemmaldl can be revised to generate the same resource
allocation as our.allocation method without changing its property... Therefore, adopting our
resource allocation method, the bandwidth requirement occur's in @ listening window of P!!

also can be guaranteed within T;.

Fig. shows the resource allocation result-of our method with the example of
Fig. . Each time when the resource is not enough to serve the remaining requests,
we first serve the request of the temporary PSC with closest next listening window. This
is known as earliest deadline first scheduling. For the method in Lemma [ first, we
exchange the resource allocations for C; and C5 such that resources with closest next

listening window will be moved forward. If we assume 172—22 = % (%), resource allocation

in Fig. will be as Fig.[4.2(b)l Apparently, the property in Lemma [ still hold. Now,

we move the resource allocation for each C; forward to fill the unused resource until the
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(a) The example in Fig. would turn (b) Revise the allocation result in
out like this by using our resource allocation Fig. and then move the resource al-
method. location forward (C; with earliest deadline

gets higher priority). In the end, the same
result as (a) would be conducted.

Figure 4.2: The bandwidth allocation of our scheme can be transformed to the above one

in Fig. 41

threshold B reached (C; with .eatliest ideadline géts.higher priority). Take Fig. for
example again, moving resource allocation for C in frame 3~7 forward so that allocation
can be as close toframe 2 as possible. Apparently, the same résult as Fig. will be
conducted in the end. Still] the property in Liemma [l holds. So, by earliest deadline first

scheuduling scheme, Lemma [2 is proved.

Theorem 3. The packet delay of each conmnection will be less or equal to its mazximum

delay constraint.

Recall that, for UGS/ERF-VR connections for VoIP ‘service, we define the cycle of
the P is maximum delay divided by 2, and for other real-time connections, the cycle of
the P!’ is maximum delay divided by 3. So, the property of this theorem can be discussed

from these two aspects separately.

UGS/ERT-VR connections for VoIP service :
For these types of connections, the bandwidth requirement in a listening window
of PH is the quantity to serve the maximum possible size of arriving data within
a cycle T;. In other words, MSS always request enough bandwidth for an arrival
packet of C; on the upcoming listening window. We specify the length of the time
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between the upcoming listening window and the packet arrival as T4. Also, by
Lemma[2, the bandwidth requirement of C; on frame ¢ can be satisfied before ¢+ T;.

So,

Ci~Dma:Jc Ci-Dmam
packet delay < Ty +T; <T; +7T; < ( 5 )+ ( 5

) — €Dy

Other connections :
For these types of connections, an arrival packet is not assured being included in
the bandwidth request of upcoming listening: window of its P/f. This is because
the total resourge'requirement of C; is averagely distributed in each cycle. Fig. [4.3]
displays an ‘example [of-packet delay. The part of dashed line shows the virtual
bandwidth requirement.if the bandwidth requirement is'equally distributed in each
frame. Then, clearly, the bandwidthsrequest of a packet is dene prior to the arrival
of next packet. But, actually; the bandwidth requirement of'our scheme is gathered
up periodically in the,solid line pleae: = For-instance; the bandwidth requirement
on frame t only prepares for part of packet 2, because the requirement at frame ¢
is only for the virtual requirement of frame ¢ — 5 to t. The remaining bandwidth
request of packet 2 is on the next listening window, say frame ¢t +7; (7; = 6). That
is, the bandwidth request for a packet is done on the listening window after the
next packet arrival time. So, the time from the arrival of packet 2 to the listening
window right after packet 3 can be represented as T, + T}, (as shown in Fig. {.3),

where T, is the packet inter-arrival time and T is the time between the arrival of

packet 3 and its upcoming listening window of P/!. And likewise, this request at
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Figure 4.3: Packet delay of arrival packet 2 of C; can be guaranteed shorter than T,+7,+71,
while the bandwidth requirement and allocation are done by our scheme.

following:

Pryss = (Awake ratio) x Pa + (Sleep ratio) x Ps

> i S (1) % PA"‘(I_M) x Pg,

where n = lem{T;|i=1---M + N}.
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4.3 Average Delay Analysis

We assume there are n connections C4, ...C,,, each with first packet burst arrival time S,
data inter-arrival time C;.I;. Suppose a packet size is D, for each connection Cj, there

are IN; packets in a data burst. The average packet delay can be represented as

(Cumulative time of arrival packets) — (Cumulative time of departure packets)

Served packets
Jy Fu(t)dt — [ Fy(t)dt

= lim £

T Fy(7) ’

(4.2)

where F,(t) is the cumulative number of arrival paekets over time, and Fy(t) is the cumu-
lative number of departure packets over time.

The cumulative time of-arrival-packetsifor O < vf ..o, (£)dt is equal to the sum of
each packet’s (7= arrival time). Consider that.all the packets in the kth burst arrival of
C; have the same (7' — arrival gimve)y which is (7 — (S; + (k —1).X C;.1;)), and there are

totally [T_Tlfﬂ bursts arriving from S; to.time 7., we can conduct that

- A T—Si T—Si CzId
/OFa,Ci(ﬂdt_Nl’VCi‘[d—‘ [T_SZ_<[C¢.Id-‘_1) 2 }

So, the cumulative time of arrival packets is

/OT Fo(t)dt = Zn: {Ni [TC_Iﬂ |:T — S — (FC_I‘H - 1) C"Q'Id} } . (4.3)

=1

To get [y Fi(t)dt, we first recall that S(k) represents the state series of the MSS,
where we use k to express frame no. (not ¢ in Sec. B and Sec. B2). To conduct S(k),
we can use N; and C;.1; information of each connection C;. Here, the detail deduction is

omitted, which is described in Sec. .2l Then, we use fs(k) to represent the number of
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served packets at frame k, which is shown as

£.(k) = min {b(k) S (k= arss) g} , (4.4)

where b(k) presents the number of buffered packets in queue at frame k and k45 is the

first listening frame of MSS. b(k) can be further described as

k=knrss
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Chapter 5. Simulation Results

We developed a simulation program in C to simulate and evaluate the performance
of proposed sleep scheme. In this simulation program, a frame is set to 5ms, and the size
of resource limit per frame of an MS is fixed, we can set this value as an input parameter
beforehand.

There are lots of connections between a BS and an MS, each connection has its own
QoS parameters. The pregram takes the delay constraints, packet inter-arrival time, and
packet size of thesegonnections, thensdexives.the availability funavilability interval of MS
and PSCs according to the proposed algorithm. Fotreach connection, its packet will arrive
per inter-arrival time, but MS can only transmit /receive packets.on the PSCs’ listening
window. So mest of the packets cannot betransmitted immediately.

The sleep rate (sleep timesof the-MS—/-tetal-time) and the statistic of packet delay
will be reported. “Ghanging input connections and resource;limits can cause different
simulation results. In the simulations, we define a.donnection set as the minimum unit of
input connections. There are 8 real-time connections with different QoS parameters in this
set as shown in Table[5.] each connection has random direction (UPLINK/DOWNLINK)
and random start frame. Every time we add the number of connections between BS and
MS, these eight connections will be added together.

The following are some simulation cases, each has different meaning. Most of simu-
lations are compare to PS scheme in reference [9], that’s because the assumption, input
and environment of this work is more similar to ours.

Figl5.dl fixes the resource limit of an MS to 5000 bytes/frame, and increases the
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Table 5.1: A connection set.

Type Delay Constraint | Data arrival interval | Data Size
(ms) (ms) (bytes)

UGS 135 45 160
UGS 105 35 30
UGS 180 60 160
ERT-VR for VoIP services 60 20 60
ERT-VR for VoIP services 90 30 24
ERT-VR for VoIP services 75 25 20
RT-VR 200 30 375
RT-VR 200 50 925

L B S S B S B L A S vy A S E— 1
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"MPS "MPS!
"MPSS with Extended Method" ---x--- "MPSS with Extended Method" ------
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| | | | | |
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Resource in a frame (Bytes)

Figure 5.1: (Sleey j g .2: (Sleep Time/Total Time) of
an MSS while t SOUTCe d i 1e number of connections

number of conne observe the percentage

of sleep time of an"“Mj e simulation results, although at
\
first our scheme has slig tly cep - ti . nore and more connections added,
our scheme has better sleep rate apparently. That’s because the advantages of using
multiple PSCs was revealed, the situation that MS is awake but no packet arrives is
rarely appeared.

Differ to Fig/5.1], Fig[5.2 fixes the number of connection sets to eight sets, and changes
the resource limit of an MS. When MS has less resource limit, our scheme get better

performance. In other words, resources are allocated well when resource is not plenty.

The maximum packet delay is shown on Figl5.3l The circumstance of this simulation
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Figure 5.3: Average packet delay (con- Figure 5.4: Jitter of packets (connection
nection 1) 1)

is the same with Fig[5.1l Actually, different connection’s packet has different delay bound,

we take one of the conneetion onnection set to describe the value

will be less or equal of this type of connections
-

will be recorded O1¢ orted. This result shows
]

even if the tra onstraint. Noted that

in the reasonable range all the time. In this figure, the compared method has less jitter
because it allocates more resources for packets and MS has longer awake time, arrived

packets can be transmitted quickly.
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Chapter 6. Conclusions

We proposed a sleep scheduling scheme MPSS which conform to the sleep mode
mechanism of IEEE 802.16e standard. In this scheme, the connections’” maximum delay
constraints, packet inter-arrival time, and packet sizes are considered to determine the
parameters of PSCs. The data of a connection can be transmitted during the listening
window of corresponding PSCs. Multiple type II PSCs will be conducted for real-time
connections, and one type T PSC will be in charge ofinon-real-time connections. The
problem of mismatgh between uplinksscheduling and listening.frames of PSCs is handled.
Besides, an extended method to save mote energy but doesn’t guarantee the packet delay
constraint is also introduced.

When MSenters sleep mode, we proved the delay of each packet will not larger than
its maximum delay constraint;and-present-the-performance and average analysis. The
simulation result alse shown that our scheme can save mote energy of an MS than previous
work, and the delay of ‘each packet was not larger.than its delay constraint.

This scheme considered the operations of'sleep mode in the standard, and doesn’t
take heavy computation effort, that is to say it is a practical strategy to save energy of
an MS. In the future, we will consider multiple MSs to dynamically adjust the resource

limitation in resource reservation procedure instead of fixing the resource of an MS.
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