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Abstract

We propose a fully collusion resistant public key broadcast encryption scheme that
achieves O(1) public key size, O(logn) private key size, O(r) ciphertext size, and O(1)
decryption time where n is the number of users in the system and 7 is the number
of the revoked users. To the best of our knowledge, our scheme is the most efficient
scheme in the existing broadcast encryption schemes. Our scheme also achieves the
IND-CCAZ2 security in the random oracle model. It is based on the idea of [LT08] and
the result of [Boy07]. We provide a key derivation method that reduces the private key
size to O(logn) while [LT08] is O(log?n). We apply the method of [Boy07] to enhance

the security to IND-CCA2 without redundancy.

Keyword: Broadcast Encryption, Lagrange Interpolation, Key Derivation
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1 Introduction

Broadcast encryption is an encryption scheme useful in the multi-receiver scenario. There
are many applications of broadcast encryption, such as pay-TV programs, private commu-
nication between a group of users, etc. Assume that there are totally n users in the system
and we want to send a message to a group of m users in the system. If we use general
public key encryption systems (not broadcast encryption), we need to encrypt the message
m times (encrypted with each of the receiver’s public key) and send them to the receivers. It
needs much network bandwidth. There is another way to send a message to the m receivers.
For each subset of the n users, we assign a public key to the subset respectively. Each user
holds the private keys for the public keys of the subsets where he is in. Then we can use
the public key of the set of the m receivérs to enérypt the message and send the encrypted
message to the receivers. But for each user} there are 27! subsets where he is in. Thus each
user needs to store O(2") private keys. It is net efficient;enough for practical usage, because
network bandwidth is expensive and storing-an-exponential number of secret keys is quiet
inconvenient.

Broadcast encryption is a solution of striking a balance between bandwidth and storage.
In a public key broadcast encryption scheme, a trusted third party sets up the whole system.
It generates the system public key and the secret keys for the users. To send a message to
some users, we encrypt the message with the system public key and generate the necessary
information for the receivers to derive the secret key for decryption. Then we just broadcast
the ciphertext and the necessary information to all users. Only the valid receivers can derive
the secret key for decryption from the necessary information and their own secret keys, then
they can decrypt the message correctly with the derived secret key. But the other users can
not since that the information is not sufficient enough for them to derive the secret key and

decrypt the message.



Broadcast encryption schemes can be symmetric or asymmetric. It depends on the type
of encryption function used to encrypt the message. For a symmetric broadcast encryption
scheme, only the users in the system can broadcast messages since the senders must know
the secret keys. While for an asymmetric broadcast encryption scheme, everyone (even not
in the system) can broadcast messages to the users in the system with the system public key.
Broadcast encryption also can be stateful or stateless. For a stateful broadcast encryption
scheme, the secret key of each user will be updated periodly. Thus the structure of users
can be dynamic, users can join to or quit from the system if needed. While for a stateless
broadcast encryption scheme, the secret key of each user won’t be updated. Thus the
structure of users must be fix after the setup of the whole system. Here we deal with the

stateless public key broadcast encryption scheme in this paper.

1.1 Related Work

In 1993, Fiat and Naor [FN93] firstly gave aformal defifiition of broadcast encryption. They
defined the ciphertext in the form of {Hdr (S, K), Bx(M)), where Hdr(S, K) is the header
about the set S of receivers, the session key"K is used for encryption, and Ex (M) is the
symmetric encryption of the message M with K. Only the users in S can gain the session
key K from Hdr(S, K) and then decrypt the message M from Ex (M), while other users can
not. We say that a broadcast encryption scheme is fully collusion resistant if the users not in
S can not gain the session key K from Hdr(S, K) even they all collude together. The header
size is usually dominated by the number of partitions of the receivers, and the efficiency of
a broadcast encryption is usually measured by the size of secret key, the size of header, and
the time of decryption.

In 2001, D. Naor, M. Naor, and Lotspiech [NNLO1] proposed a Subset-Cover framework
and two broadcast encryption schemes under the framework. Let n be the number of total

users and r be the number of the revoked users. The first scheme is called Complete Subtree



(CS), and it achieves O(logn) secret key size, O(rlog ) header size, and O(loglogn) decryp-
tion time. The second scheme is called Subset Difference (SD), it achieves O(log®n) secret
key size, O(r) header size, and O(logn) decryption time. CS and SD are very important in
the history of broadcast encryption, on which many broadcast encryption schemes are based.

In 2003, Dodis and Fazio [DF03] used Identity Based Encryption (IBE) and Hierarchical
Identity Based Encryption (HIBE) as building blocks to construct two public key broadcast
encryption schemes based on the idea of CS and SD respectively. The two schemes are called
PK-CS and PK-SD respectively. PK-CS achieves O(1) public key size, O(logn) secret key
size, O(rlog ™) header size, and O(1) decryption time. PK-SD achieves O(1) public key size,
O(log® n) secret key size, O(r) header size, and O(logn) decryption time.

In 2004, Yoo, Jho, Cheon, and Kim [YJCKO04] proposed a symmetric broadcast encryption
scheme based on the idea of Naor and, Pinkas [NPO1].They used the idea of user set partition
and multiple polynomials interpolation to construct.a broadcast encryption scheme that is
more efficient than SD. The scheme achieves O(log ™) sécret key size and O(ar +m) header
size, where 1 < a < 2 is a predetermined system parameter.

In 2005, Boneh, Gentry, and Waters [BGWO05] proposed a fully collusion resistant public
key broadcast encryption scheme with short ciphertext and short private key. The scheme
achieves O(1) secret key size and O(1) header size. But the public key size is O(n) and the
decryption time is O(n — r). Boneh, Gentry, and Waters also proposed a trade-off between
the public key size and the header size. For example, a fully collusion resistant public key
broadcast encryption scheme with O(y/n) public key size, O(1) secret key size, O(y/n) header
size, and O(y/n) decryption time.

In the same year, Hwang and Lee [HLO6] used one-way hash functions as the building
block to construct a symmetric broadcast encryption with logarithm secret key size. The
scheme achieves O(logn) secret key size and O(r) header size. But their decryption time is

O(n?), where 0 < 3 < 1 is a system parameter.



In 2007, Liu and Tzeng [LT08] proposed three fully collusion resistant broadcast encryp-
tion schemes based on the idea of polynomial interpolation. The first scheme is call BE-PI.
Each user holds a share of the polynomial. When broadcasting the message, the shares of
revoked users are broadcasted. Thus the valid receivers can obtain enough shares to recover
the necessary information for decrypting the message, while the revoked users can not have
enough shares from the broadcasted messages. BE-PI achieves O(1) public key size, O(logn)
secret key size, O(r) header size, and O(r) decryption time. The second scheme is called
PK-SD-PI, and it is based on the scheme PK-SD. PK-SD-PI achieves O(1) public key size,
O(log® n) secret key size, O(r) header size, and O(1) decryption time. The third scheme is
called PK-LSD-PI, and it is based on the scheme PK-LSD. PK-LSD-PI achieves O(1) public
key size, O(log' ™ n) secret key size, O(r/¢) header size, and O(1) decryption time, where
0 < e < 1is asystem parameter.

In 2008, Selvi, Vivek, Gopalakrishnan, Karuturi, and Rangan [SVGT08] found a vulnera-
bility of the ID-based broadcast sigheryption scheme that was proposed by Mu, Susilo, Lin,
and Ruan [MSLRO04] in 2004. They propesed a new scheme that is called IBBSC is provably
secure and achieves the IND-CCA2 and EUF-CMA2 security. IBBSC achieves O(n) public

key size, O(1) secret key size, O(n — r) header size, and O(n — r) decryption time.



Table 1: Comparison of some broadcast encryption schemes

H Scheme H Public Key Size ‘ Secret Key Size ‘ Header Size ‘ Decryption Time H
CS N/A O(logn) O(rlog?) O(loglogn)

SD N/A O(log®n) O(r) O(logn)

YJCKO04 N/A O(log ) O(ar +n)! O(d,)?

HLO5 N/A (logn) O(r) O(n”)3
PK-CS 0(1) (log n) O(rlog?) 0(1)

PK-SD 0(1) O(log® n) O(r) O(logn)

BGWO05 (i) O(n) 0(1) O(1) O(n—r)
BGWO5 (ii) O(vn) o) O(Vn) O(V/n)
BE-PI 0(1) O(logn) O(r) O(r)
PK-SD-PI O(1) O(log? n) O(r) (1)
PK-LSD-PI 0O(1) O(log't“n)* O(r/e)* O(1)
Our Scheme O(1) O(logn) O(r) O(1)

11 < a < 2is a system parameter.
2dy =1and d; = |a(d;—1 +1)]. Let w be the minimal integer such that n < (a + 1)(dy, + 1) + 1.
30 < B <1is asystem parameter.
40 < e < 1is a system parameter.

1.2 Our Contribution

We proposed a fully collusion resistant public key broeadcast encryption scheme based on the
idea of key derivation, the scheme PK-SD-PI; and the result of Boyen [Boy07]. Our scheme
is an improvement on PK-SD-PI. We used the idea of key derivation to reduce the number of
secret keys to O(logn). In our scheme, the polynomials are not all independent. The share
of a polynomial can be derived from the share of another polynomial. Thus users don’t
need to store as many as O(log?n) shares, and the size of secret key is reduced. We also
used the result of [Boy07] to achieve the IND-CCA2 security without the extra redundancy
in the random oracle model. Thus the header size is still the same as the original scheme
PK-SD-PI, and the communication cost doesn’t rise up. Our scheme achieves O(1) public
key size, O(logn) secret key size, O(r) header size, and O(1) decryption time. To the best of
our knowledge, our scheme is the most efficient scheme in the existing broadcast encryption

schemes.



2 Preliminary

We use the bilinear map as a fundamental tool to build our public key broadcast encryption
scheme. We prove that our scheme is IND-CCA2 secure by reducing from the Gap-BDH
problem. Thus our scheme is secure if Gap-BDH assumption is held. We are going to

introduce the background knowledge used in this paper.

2.1 Bilinear Map

It is also known as pairing on elliptic curve. Let p be a large prime, G = (g) and G; = (g;)
be two multiplicative groups such that |G| = |G| = p, and é : G x G — G, be a computable

pairing. Then é should satisfy the following properties:
e Bilinear. Vz,y € Z,, we have é(g%¢") = é(g,9)"".
e Non-Degenerate. We have é(g, g)p= g; # 1+
e Computable. It can be compiited m.polynomial time with respect to [p|.

2.2 Gap-BDH Assumption

Let k be the security parameter, p be a large prime with |p| = k, G = (g) and G; = (g;) be two
multiplicative groups such that |G| = |G| = p, and é : G x G — G, be a computable pairing,.
For an instance (g, g%, ¢°, g°) of Bilinear Diffie-Hellman (BDH) problem where a,b,c €g Z,,

the decisional oracle O about the instance is:

1, if W = é(g, g)*
0, otherwise

0(97 ga7 gb7 gc, W) = {
The Gap-BDH problem is described as follows:
abc'

e Given (g, g% g%, g°) as input and the access right of O, compute é(g, g)

Then the Gap-BDH assumption is defined as follows:

6



e [t is hard to solve the BDH problem for any polynomial-time adversary A, even with
the help of the decisional oracle O. It means that the Gap-BDH problem is hard for

any polynomial-time adversary. Therefore, we have

PriA9(g, 9% ¢", 9°) = é(g,9)™] < neg(k)
where neg(k) is some negligible function respect to k.

Gap-BDH assumption is a variant of BDH assumption, and the former is stronger than the
latter. Gap-BDH assumption is not as widely used as BDH assumption. However, it is
getting popular. For example, see [Boy07], [AFG106], [BSNS05], [TNJ*05], [HSaFZ06], and
[HSaFZ08].

2.3 Broadcast Encryption

Usually, there is a trusted third party, also known as the private key generator (PKG), to

setup a public key broadcast encryption,system. A scheme consists of the three algorithms:

o Setup(1*, ID, U). k is the security.parameter, D is the identity of system, and
U = {uy,us,...,u,} is the set of users in this system where n is the total number
of users. Setup takes these parameters as input and outputs the public key PK, the
master secret key M SK for PKG, and the set SK = {SK;, SKs,...,SK,} of secret

keys where SK; is the secret key of user u; € U.

e Enc(PK, T, Msg). PK is the public key, T" C U is the set of valid receivers for this
encryption, and Msg is the message to be encrypted. Enc takes these parameters as
input and outputs the ciphertext C'tx of Msg. Only the user u; in T can decrypt Ctx

with his secret key SK;, while other users can not.

e Dec(PK, SK;, Ctx). PK is the public key, SK; is the secret key of user u; in T,

and C'tzx is the ciphertext to T. Dec takes these parameters as input and outputs the

7



message Msg of Ctx if SK; is valid.

We say that a public key broadcast encryption scheme is IND-CCAZ2 secure if there is no

polynomial-time adversary A that can win the following game with non-negligible advantage:
e Initial. A chooses a system identity I D and a set T' C U of users to attack.

e Setup. Challenger C' runs algorithm Setup(1*, ID, U), and obtains the public key
PK and secret keys SK = {SK;,SK,,...,SK,} of all users in U. Then C sends the

public key PK and the secret keys SK, to A for each user u € U\T.

e Query Phase 1. A issues decryption queries @@ = {Q1,Qa,...,Q,} to C adaptively
where ¢ is polynomial to k. Then C' responds to A’s queries with the answers R =

{Rl, RQ, N Rq} such that Qz :EHC(PK, T, Rz)

e Challenge. A chooses two messages My and M, to C. Then C chooses a random bit

b, and runs the algorithm Ene(P K, T, M,).-C returns the ciphertext Ctx to A.

e Query Phase 2. It is almost the same as the Query Phase 1, except that A can not

issue the decryption query about Ctzx.

e Guess. A makes a guess b'. He wins the game if b’ = b.



3 Idea of SD

D. Naor, M. Naor, and Lotspiech [NNLO1] firstly proposed the tree-based broadcast encryp-
tion system. They saw the users as the leaves of a complete binary tree, and the internal
nodes of the binary tree present the subsets of users that are descendants of them. We use
T; to denote the set of users that are leaves of the subtree which is rooted in node i. In
figure 1, we assume that there are totally 8 users here. These users are presented by the leaf
nodes uq, us, . .., ug respectively. The users uy, us, uz, and uy is covered by the node that is

labeled 2, and we use T, to present this set.

Figure 1: Tree-based structure

D. Naor, M. Naor, and Lotspiech viewed designing a broadcast encryption scheme as
solving the subset-cover problem in the tree-based system. They proposed a Subset-Cover
framework and two broadcast encryption schemes based on the framework. Let n be the
number of total users and r be the number of the revoked users. The first scheme is called
CS. In CS, each user only needs to store O(logn) secret keys. But it partitions the receivers
into O(rlog ) disjoint subsets, then the header size is too large. The second scheme is called
SD, it reduces the header size from O(rlog ) to O(r). But the number of secret keys a user

holds is increasing to O(log®n). We let the subset difference 77 denotes the set of users that

9



are in the subtree T; but not in the subtree 7}, see figure 2.

Figure 2: Subset difference

In SD, we partition the receivers into disjoint subset differences. Use figure 3 as an
example, we want to send a message to the users uy, us, ug, u7, and ug. Then we can partition
these receivers into the subset differenées T; and'T; respectively, users {ui,us} € T3 and

users {ug, ur, us} € Ty .

2
Ol
@ @

Figure 3: Partition of receivers

Let U be the set of users in the system and R be the set of revoked users for this time
of message sending. We are going to partition the receivers U\R into the disjoint subset

differences T, T2, ..., Tir where r is the number of partitions. Let ST(R) be the directed

T1? T x9?

10



Steiner Tree induced by R and the root. We generate the collection of the disjoint subsets
iteratively. We maintain a subtree T” of the tree ST(R) with the property that any leaf node
u € U\R of T" has been covered. In the beginning, we let 7" be equal to ST(R). Then we
remove the nodes from 7" and add the subset difference to the collection iteratively, until 7"

consists of only one single node:

1. Find two leaves v; and v; in the tree 7" such that their least common ancestor v does
not contain any other leaf of 7" in the subtree T,. Let vy and v; be the two children of
v such that vy is an ascendant of v; and v; is an ascendant of v;. If there is only one

leaf in 77, let v; = v; be the leaf and v = v, = v; be the root of T".

2. If vy # v;, add the subset difference T} to the collection. Likewise, if v; # v;, add the

subset difference T]l to the collection.
3. Remove the subtree T, from 7”,"and make the node v a leaf in T".

Let T = T UT2U- - -UT! be théunion of the disjoint subset differences of valid receivers
and r be the number of partition of 7" in"SD."While broadcasting a message M, we encrypt
M with the session key K and encrypt K for r times with the secret keys SKi, SKs,...,SK,
respectively where SKj, 1 < k < r, is the secret key of the subset difference T;ﬁ of receivers.
Thus the ciphertext is (Ex (M), Egy (K), Egg, (K), ..., Esx (K)) where E and E' are some
symmetric encryptions, e.g. AES.

In SD, each user needs to store all the secret keys of the subset differences that he belongs
to. Use figure 4 as an example, user uz needs to store the secret keys of the subset differences
Ty, {T% T2, T¢, T4}, and {Ty, T}, T4, T, T3, Ty, T}y, T, T, TY, T}, The storage
amount of each user is too high, it is O(n).

To reduce the storage amount, D. Naor, M. Naor, and Lotspiech proposed the hash chain

solution. For each subtree T, the node x of T} is assigned an unique label L. Then they let

11



Figure 4: Key storage

the labels of the children nodes can be generated from the label of the parent node by using
the two one-way hash functions Hj; andiHg. Moreover, the hash function Hy, is for the left
child node and the hash function Hg is for the right child node, thus we have L, = Hy (L")
and Ly, ; = Hg(L.). The secret key SK. of the subset difference T is generated by the
one-way hash function Hy such that S K% ="Hy (L’ ). Thus each user doesn’t need to store
all the secret keys anymore, he just stores the labels of the sibling nodes along the path from
himself to the root node 7 for each subtree T;. The storage amount for each user is reduced
from O(n) to O(log*n) by the hash chain solution.

In figure 5, we use the subtree T} as an example and let L, denotes the label L! for
simplicity. The user uz needs to store the labels Ly, L4, and L3 in the subtree 77. Then
he can use the hash functions H; and Hg to generate the other labels that he should own,
like {Lsg, Lo} from Ly, {Lg, L7} from Ls, {Lia, L13} from Lg, and {L14, L15} from L;. User
ug can use the hash function Hg to generate the secret keys of subtree T} he needs.

An user needs to store O(logn) secret keys for a subtree, and there are totally O(logn)

subtrees for an user. Thus the number of secret keys a user needs to store is bounded by

O(log®n).

12



Figure 5: Hash chain method
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4 Idea of PK-SD

Dodis and Fazio [DF03] proposed two public key broadcast encryption schemes that are
called PK-CS and PK-SD by applying Identity Based Encryption (IBE) and Hierarchical
Identity Based Encryption (HIBE) to the schemes CS and SD respectively.

The distinctive difference between the general public key encryption and IBE system
is that the public key of user can be any arbitrary or meaningful string in IBE while it
usually is a random or meaningless string in the general public key encryption system. In
IBE system, we usually use the receiver’s identity, e-mail address, or telephone number as
receiver’s public key to encrypt the message. There is a trusted third party that is called
Private Key Generator (PKG). PKG holds the master secret key, and he can generate any
private keys of any identity if he wants,td. Fach fiser needs to register himself to the PKG,
thus he can obtain his own private Key.

HIBE system enjoys more features than IBE system; The users in HIBE are in the tree-
based structure, and we can see them as.themnodes of a binary tree. The maximum level
of the binary tree is a system parameter that is decided before the implementation of the
system. The important feature of HIBE is that the ascendant user can derivate the private
keys of his descendant users from his private key. Thus the message for the descendant user
can also be decrypted by his ascendant users, while the message for the ascendant user can
not be decrypted by his descendant users. It means that the users in the higher level have
more authority that the users in the lower level.

Dodis and Fazio proposed a naming system to generate the public key of each subset
difference. For each subtree T}, they give the root node 7 an unique identity independently.
Then the identity of the left child is generated by concatenating 0 to his parent’s identity,
while the identity of the right child is generated by concatenating 1. In figure 6, we use the

subtree T} as an example. We give the root node 1 of the subtree 77 an unique identity R.
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Then the identities of his children are Ry and R; respectively.

We can use these identities as public keys to encrypt the messages. The users in PK-CS
or PK-SD store their private keys as if they are in CS or SD respectively. But in PK-SD,
the user needs to be able to derivate the other private keys that he should hold from his
private keys. So we have to use the HIBE system in PK-SD, while we just use IBE system
in PK-CS.

Figure 6: Naming system
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5 Idea of PK-SD-PI

Liu and Tzeng [LTO08] proposed three fully collusion resistant broadcast encryption schemes
based on the idea of polynomial interpolation. The schemes are called BE-PI, PK-SD-PI,
and PK-LSD-PI respectively. In PK-SD-PI, the users are the leaves of a complete binary
tree, and the internal nodes of the binary tree present the sets of users that are covered. We
use T; to denote the set of users that are leaves of the subtree which is rooted in node 7, and
we let the subset difference T? denotes the set of users that are in the subtree T} but not in
the subtree T,. These settings are the same as SD, and the distinctive difference between
PK-SD-Pi and SD is about the secret keys. In PK-SD-PI, an user stores the secret keys
that are related to his ascendant nodes. While in SD, an user stores the secret keys that are
related to his sibling nodes.

For each subtree T;, we denote the maximim number of its levels as [;. Then there are [;
independent polynomials belonging to T}, one‘polynomial to one level of the subtree. These
polynomials are named as f}, fi,..% ffl respectively,’and the polynomial f;, 1 <5<, is
used for the nodes that are in the j-th level'of T};." Use figure 7 as an example, we assume
that there are totally 8 users here. The polynomial f] is used for node 2 and node 3 in the
subtree T}, and the polynomial f7 is used for the leaf nodes uy, us, ug, and u4 in the subtree
T;. These polynomials are all degree of one, and we let fi(X) = a’ X +a for 1 < j <1,
The secret of the polynomial fJ’ is f;(O), the coefficient a;'-,o of the constant term. Thus the
coefficients of these polynomials are made private, but their masked values, hidden in the
exponent, are public information.

For each subtree T}, the covered user needs to store the shares of the polynomials fj that
are at the path from himself to the root node ¢. Use figure 7 as an example, the user ug
needs to store the shares {f{(2), f3(5), f3(u3)} for subtree Ty, { f2(5), f2(u3)} for subtree Ty,

and f7(u3) for subtree Ts.
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Figure 7: Polynomials of subtrees
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Let T'= T UT2 U---UT. be the union of the disjoint subset differences of valid
receivers and r be the number of subset differences of receivers. To broadcast a message M,
we encrypt M with the system public key, and the master secret key is masked by the secrets
of the polynomials that are related to the subset differences respectively. The idea is secret
sharing. The valid receivers can obtain enough shares to recover the secret of the polynomial
for decrypting the message, while the revoked users can not have enough shares from the
broadcasted messages. Thus we broadcast the ciphertext and the shares held by the revoked
users. The ciphertext is (Enc(M), Py, Ps, ..., P.) where Enc(M) is the ciphertext of M and
P, is the shares.

Use figure 8 as an example, we want to send a message to the users wuy, uq, ug, ur,
and ug. These users are partitioned into the subset differences 77 and 7.} , and the related
polynomials are f7 and f; respectivelys We use the system public key to encrypt the message,
and the master secret key is masked by f7(0) and E;(us) respectively. Then we broadcast
the share f2(5) held by the revoked-usens {3, 14 }-and the share f3(us) held by the revoked
user us. The users u; and uy can havé énough sharés{ f(4), f2(5)} to recover the secret for
decryption. But the revoked users uz and u4 only have their own share fZ(5), and it is not

enough for decryption.
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Broadcast /4(5)and 2(us)

| 2 (ue)| | )| | £ (us))

Figure 8: PK-SD-PI
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6 Our Scheme

In PK-SD-PI, an user needs to store O(log?n) secret keys. Use figure 7 as an example,
the user uz needs to store the shares {f{(2), f2(5), f3(u3)}, {f2(5), f3(u3)}, and f7(us).
We observe that these shares usually use the same intput values but apply to different
polynomials. For example, {f;(5), fZ(5)} share the same input 5 and {f3 (u3), f3(u3), f{(u3)}
share the same input uz. It means that we can have an easy method of key derivation, because
we only need to focus on the translation of coefficients between the polynomials. That’s
why we can use O(logn) independent polynomials and O(logn) independent information to
substitute the O(log” n) independent polynomials in PK-SD-PI.

Our key derivation method is in the horizontal form, not in the intuitional vertical form.
We let the polynomials of subtree T; cani be derivated from the polynomials of subtree T}
respectively. Using the information«kd;} the-polynemial f;f can be derivated from the poly-
nomial f},,,., directly. In figure 9, {f£(5),/5(us)} can be derivated from {f5(5), f3(us)}
respectively with the same information #dy, ‘and“f; (u3) can be derivated from f;(uz) with
the infromation kds.

The polynomials belong to subtree 7T are all independent, and the information kd;,
2 < i < n—1, used for key derivation are all independent, too. Figure 10 is a sketch
of the polynomial derivation. The polynomial f]’(x) can be derivated from the polynomial
fi(x) = Aya® + Byx+ Cy with kd; = (D;, E;) by adding D; to the coefficient of 2-term and
Ej; to the coefficient of constant term, that is fj(z) = f,(x) + Dix + E;.

Let k be the security parameter, and p be a large prime such that |p| = k. We have
a multiplicative group G = (g) such that |G| = p. Let H; : {0,1}* — {0,1}* and H, :
{0,1}* — G be collision resistant hash functions. Furthermore, let ID be the identity name

of the scheme, h and h' € G be the assigned values, and n be the total number of users in

the scheme. Without loss of generality, we assume that n is a power of 2, and let log be the
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Figurel9: dsey-derivation

]j-/ -Z()():Aj-/ X2+Bj’ X+C}/

J =j+log/

l

\

ka;=(D; E))

1(x)=A; X +(B; +D)x+(C: +E))

Figure 10: Polynomial derivation
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logarithm with the base 2.

In our scheme, the users are the leaves of a complete binary tree, and the internal nodes
cover the users in its descendant leaves. The polynomial fj is used for the nodes that are
descendants of node ¢ and are in the j-th level from node ¢. These settings are almost the
same as PK-SD-PI, except that we use the polynomials of degree of 2 while PK-SD-PI uses
the polynomials of degree of 1. We denote f;(X) = a},X* + a’, X + a’, (mod p) be a
2-degree polynomial function.

Each polynomial fj is assigned a specific value either h or A’. Most of them are assigned
h, and the remains are assigned h’. We claim that for each subtree T}, there are at most one
polynomial f;/ that is assigned h'. We use the hash function H; to pick up which polynomials
are assigned h/':

For each subtree T}, we let
Ji = Hq(ED|}i) (mod-logn — [Hogi| + 1)
where logn — |logi| + 1 equals to the number of levels of T; plus one.
e If j/ =0, the polynomials belong to subtree T; are all assigned h.

o If ji # 0, the polynomial f;{ is assigned h'. The other polynomials belong to subtree

T; are assigned h.

Figure 11 is an example. Subtree T, has 4 levels, and we have H;(ID||u) = 2 (mod 5).
Thus the polynomial f3 is assigned A, and the remaining polynomials of T;, are assigned h.
Likewise, Subtree T, has 3 levels, and we have H;(ID||v) = 0 (mod 4). Thus there is no
polynomial of T}, assigned ', and the polynomials belong to T, are all assigned h.

Then there are three possible relation between the polynomial fj1 +[log ] and fJ’

1

1. The polynomial f;. .., is assigned h (h'), and the polynomial f; is also assigned the

same value h (h’). We denote it as h — h (b — R).
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Hy(ID||t)=2 (mod 5)

Hi(ID||V)=0 (mod 4)

Figure 11: Assignment of A and b’

1

2. The polynomial fj is assigned h, while the polynomial f; is assigned h'. We

+/log ]

denote it as h — h/.

1

3. The polynomial f; +logi| 1S assigned h'while ‘the polynomial f;f is assigned h. We

denote it as b’ — h.

1

For different relation between f i, . and f;, we use different information to derivate the

polynomial f]’ Thus kd; is composed of thregparts (D, 1, E;1), (D;2, Ei2), and (D, 3, E; 3).

Figure 12 is a sketch for the polynomial derivation:
e The first part (D; 1, E; 1) is used for the case 1: h — h or b’ — h'.
e The second part (D; o, E;2) is used for the case 2: h — '
e The third part (D; 3, E;3) is used for the case 3: A’ — h.

The coefficients of the polynomial f]’(X) = a§72X2 + aé»le + a§-70 are secrets, but their
masked values are public information. The masked values are the coefficients put in the

exponents of g, that is gaé‘!k for 0 < k£ < 2. The information kd; for key derivation also needs

to be masked, that is kd; = {(g"i0, g"1), (g0, g"21), (g0, g"51)}.
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A (D;1, E;1)
A (D;; E;>)
h (D;3 E;3)

>

/

v

A\ 4

h
J =j+log/ h
5 1) > 1i(x)

kdi={(D;1, E;1), (D;2 E;5), (D3 E;3)}

Figure 12: Polynomial derivation depends on the relation

The masked values of the polynomials belong to subtree T and the information kd; where

2 <1 <n—1 are computed as follows:

1

e g%s = Hy(ID||1]|7]|s), for 1 <j <logn and 0 <s < 2
o gl = Hy(ID|Ji]]l||s), for 1 << 3land 0 <-s <1

where a; , is the coefficient of the X *-term of thepolynomial f;, and bj  is the key derivation
information for the X*-term of the polynomial belong to subtree T; respect to the case (.
Thus the masked values of the polynomials belong to subtree T; where 2 < i <mn —1 are

computed as follows:
o g%z = gUttesit2 for 1 < j < logn — |logi|
i - ga;ﬂlogﬂ»s x g"s if it is case [, for 1 < j < logn — [logi| and 0 < s <1

The masked coefficients of the polynomials can be computed easily. But these polynomi-
als can not be accessed directly since their function values are the secrets to guarantee the

security. The users can access these polynomials only in the masked way (in the exponent

of g).
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6.1 Construction

Let k be the security parameter, and p be a large prime such that |p| = k. We have two
multiplicative groups G = (g) and Gy = (g;) such that |G| = |G| = p, and a bilinear map
¢ : G x G — Gy such that é(g,g9) = g;. Let Hy : {0,1}* — {0,1}F, Hy : {0,1}* — G,
Gy — Zp, ¥V : Gy — Gy, and © 1 G x Gy — G be collision resistant hash functions.
Furthermore, let ID be the identity name of the scheme, h and h' € G be the assigned
values, and n be the total number of users in the scheme. Without loss of generality, we
assume that n is a power of 2, and let log be the logarithm with the base 2. We denote
Ah = h'/h.

The scheme is composed of the following algorithms:
e Setup(1%, ID, U):

k is the security parameter, 1D is the identity.of this system, and U is the set of users
in the system. The private key generator (PKG) chooses the master secret key p € Z,
randomly, thus M SK = p. PKG then publishes'the public key PK and generates the

secret key SK, for each user u, as follows:

- PK = {ID7G)Ghé)gagpahuh/7H17H277T7\Ijaq)}

1 .
_ SK, = skj, for 1 <j<logn
kd;, for i € Ancestor(u,)

where
Skjl» _ {grv’grvf;(lf,j) grvf (0) hp} or skl {g” gmf;(fi’,j)’grvf}(o)hlp}
it depends on the assigned value of polynomial fjl, and

i i o i 1
kdl _ {(grval,grvbl’O)’(g (b I /+b20 QOA}LP) ( b3 1I ,,+b30)’grvb3,0 Ahp)}

Here sk; is the share of polynomial f; held by the user u,, and kd; is the information

used to derivate the polynomial fZ from the polynomial f} i+ Llogi)- Moreover, r, € Z, is
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chosen randomly, g%hs = Hy(ID||i||l||s) is the key derivation information, and I}; is an
identity of the node that is an ascendant of u, and in the j-th level of the subtree Tj, see
figure 13. We denote I}, as the identity of the node whose polynomials f llogi| and
f;f, are in the case 2: h — A/, and I? ;i as the identity of the node whose polynomials

finilogi) and fju are in the case 3: &' — h.

Level 1

Level 2

Figure 13: The notation I}

When f! +L10 gl and f;f are assigned the same value h (h'), we use the first element

(g7, g"b50) of kd; to generate sk’ from skjl.ﬂlog” as follows:
sk} = sk puogi X {1, (g7") g, gretio}

If fjl, +[log| 18 assigned h and f?} is assigned ', we use the second element (grv(b? 1 t0) | grebs OAhp)

of kd; to generate sk’ from sk as follows:

+|log 1|

skj = skj i iogi * {1, gty o) grob OAR}

TU(bS 1 //+b3 o) b3 0 1

If fjl,, +[logs) Is assigned h" and fin is assigned h, we use the third element (g LG 5)

26



of kd; to generate sk’,, from sk 14 llogi] S follows:

7 7’1) ;Uv//‘f'bi’ ) Tvb
Skj// Sk ”+|_10gZJ X {1 g 5 3,0 7g 3,0 —hp}
e Enc(PK, T, Msg):

PK is the public key, T" C U is the set of valid receivers for this encryption, and M sg is
the message to be encrypted. Let T = |J 77 be the union of disjoint subset differences
=1

of users, and r is the number of partitions for 7.

The procedure of encryption is defined as follows:

1. Choose z € Z, randomly and compute:

A=é(g”,h)* A =é(gP 1)?

B =V(A) @Msyg B =V (A") @ Msg
= ¢(g" h)wr B and C' = é(g”, h/)z/w(B’)
— Z 7(B) D = gz/ﬂ(B')
= (D C)e B E' =o(D,C")o B

2. Generate the broadcasted shares depending on 7= 7' UT22 U---UT!r. For a
subset difference T;;i, assume that the node z; is in the j;-th level from the node ;
and y; # 0 is not in the system (y; does not present any nodes). For each subset

difference Téi where 1 <t < r, compute the shares:

{ Py = (it,flft,gz/ﬁ(B)f;:(xt)) d { Ptll = (itaftygz/ﬁ(B,)f;:(xt))
’ . z/m Z:t an 7 . z/m / Z:t
P,y = (is, ys, g /m(B)f;, (yt)) pt/72 = (is, Y1, g /m(B")f;; (yt))

Thus the ciphertext is like this:

Otl‘:{\(E7D7P1,17P1727"‘7Pﬁl?PT72)17£E/7D,7P1,,17P1/,27" P;I,P )}

for n for w

If the polynomials related to T" are all assigned h, the part for A’ of Ctx can be omitted.
Likewise, If the polynomials related to T" are all assigned A/, the part for h of Ctx can

be omitted.
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e Dec(PK, SK,, Ctx):

PK is the public key, SK, is the secret key of the user u,, € T, and C'tx is the ciphertext
to T. Without loss of generality, we assume that the user u, € T where the node x
is in the j-th level from the node 7, and the polynomial f]’ is assigned h. Thus we use
the part for h of C'tx to decrypt. We denote P, and P, be the published shares that
are related to the subset difference T?. In practically, which pair (P, P;1) should be

used for decryption is according to the first two elements (i, z;) of the share P ;.
The procedure of decryption is defined as follows:
1. If 7 # 1, generate the secret key skz from sk +logs) and kd; respect to the real

case. Thus we have:

skj- =g, gruf}(li”,j)’ grvf}(O)hp}
2. Compute the pairing with ‘D = ¢*/7(B)-and g’”“ff(lij) of skj-:

27 (B) rvf;:a;{j)) s gf/w(B)mf;?(I;ij)

é(g 19

3. Compute the pairings with ¢*/™ &7 (@) of P, . g* /"B 5W) of P, and g™ of sk‘”:

&(g™, g/ BI@) = gf/ﬂ(B)mfj(:v)
é(g™, g7/™ B )fi(y)) — gtz/”(B)va;f(y)
(IZU]’ f/ﬂ(B)mf}(Iﬁj))
4. Compute gZ/ﬂ(B)mf Y from (x, 9: fr(B)rof; (x)) by Lagrange Interpolation:
(v, gf/ﬂ(B)mf}(y))
gf/w(B)mf;?(o) _ (gf/w(B)rvf;(I;ﬁ)%

) (0—y)(0—1I7 )

2/m(B)ro )\ amyya=1ty

(gt J ) 1,3

(01 ) (0—a)

2/7(B)ro LY\ =T 0—)
X (gt J )J 1,3
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5. Compute C = é(g?, h)*/"5) from D, g"hOh# of ski, and g;' """

e(D r“fi(o)hﬂ 5(D o f1(0)
C’:e( g , ):é(D,hp)M
z/m(B)rv fi(0) gz/ﬂ(B)rUf]?(O)

t t

= é(D, h") = é(g7™P) )
6. Compute B from F = ®(D,C) @ B and D, C:
B=E®o(D,C)
7. Compute A = é(g°, h)* from C = é(g°, h)*/"®) and B:
A=C"®
8. Compute Msg from B = U(A) & Msg and A:

Msg=DB& V(A)
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7 Security

The scheme is IND-CCA2 secure with random oracle under the Gap-BDH assumption.

Theorem 1. If Gap-BDH problem is (t, €)-hard, the scheme is (t—t', e+€')-IND-CCA2 secure

in the random oracle model where t' is polynomial k-bounded and € < q"l(qcz;q“’) = ngj) is

negligible to k (qq is the number of decryption query and qy is the number of hash-V query).

Proof. We reduce Gap-BDH problem to the scheme. Let Hy, Hy, ¢, and ¥ be random
oracles, while 7 just be a collision resistant hash function. We denote C' as the challenger
of Gap-BDH problem, A as the adversary of the scheme, and S as the simulator between C
and A. Then S is described as follows:

e Initial. S receives the instance (g g%, ¢°, g°)"0f BDH problem as input and the access
right of decisional oracle O about BDH problem from C'. Then A chooses an system

identity /D and a set T' C U*of users. to attack.

T

e Setup. Let 7' = [J T be the union of disjoint subset differences, and S sets up the
t=1
random oracles H; and Hs depending on T'. For each T;i where 1 <t <r, we assume

that node z; is in the j;-th level from node i;. Then H; and H, are defined as follows:

— H,. For each subset difference T ﬁ where 1 < ¢ < r, we have the pair (i, j;) and

set

where m;, is a random number. Then for the remaining subtree 7; in the system,

set

Hi(ID||i) = m;(logn — [logi| + 1)

where m,; is a random number.
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The setting assigns h’ to the polynomial fJ’: where 1 < ¢t < r and assigns h to
the other polynomials. If the input is not meaningful, H; just returns a random
number under the consistence. Note that there doesn’t exist polynomials f;f and

f].1 '+ llog) that are both assign n.
— H,. The setting of H, is composed of the two steps:

1. Set up the polynomials fj1 that are belong to the subtree 7.

If subset difference Txl, C T (assume that the node 2’ is in the j'-th level from

node 1), set
2(0) = m'—b (1)
fy(@) = 2" (2)
L) = " (3)

where 3’ # 0 is not-in the system, and (m', 2", y") €g Z;’ is chosen by S (S

knows m’, z”, and y”; but he does not know b). Then compute g 70—

1 2, 1 r_
ajr 2 X Fay X+ (m'=b) by Liagrange Interpolation over the exponent of g, and

have
g™t if s =0

Hy(ID|[1]]5]]s) =
(DL { e
For the remaining polynomials f;(X) = a;,X* + a;, X + aj, of subtree T1,

choose them randomly and have
Hy(ID|[1][j]|s) = g%, for 0 < s < 2

2. Set up the information that is used for key derivation.
If subset difference T}, C T (assume that the node 2’ is in the j'-th level from

the node 1), then for 2 <14 < 27" — 1, set

b+m! _
, gt i s =0
Dl = { 0 @

31



where m! €r Z, is chosen by S. Then for each of the remaining subset

difference T C T', set

m. —b .
) it fs=0
H,(ID||i,||2||s) =4 9 -1
2(ID|li]|2]]s) {gb/xt’ifszl

where m;, €r Z, is chosen by S. Moreover, for 2 <i <n —1, set
Hy(ID||i||1]|s) = g™, for 0 < s < 1 (6)

where m; s €r Z, is chosen by S.
If the input is not meaningful, Hy just returns a random number under the con-

sistence.

Then S sets the public key
PK = {[DaGaGhé?g;gp:ga)h:gsvh/ :gb7H17H277T7‘;[17¢}

where s €r Z, is chosen by S,"and the master. secret key MSK = a is unknown. The

secret key SK, of the revoked user‘u, & U\T is computed as follows:

1. Set g™ = g**"™ where n, €g Z, is chosen by S.

2. Compute the secret key skjl- where 1 < 7 < logn.

If subset difference T, C T (assume that the node 2’ is in the j'-th level from

node 1), compute

7’1)f]-1/(1i]-/)
)

7’1)f]-1/ (0) h’p}

ski, = {99 g

_ {ga-l—nu’g(a-knu):v"’g(a-i-nu)(m/—b)gba} by (1) and (2)

a+ny a+ny)x’  _am’+n,m’—bn,
{gtmy, glatmolr” gomtne }

where I}, = 2, otherwise the user w, is not revoked. Then for the remaining
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secret key skjl-, compute

Ty Ty Tv !
skjl- = {g"™, g fiay )g f](O)hp}

_ a+ny a+nqy) X, a+nv Y as
{g ’g( )X }

7

where X; = f/(I};) and Y; = f;(0) can be easily computed by S, since the

polynomial f; is decided by S.
3. Compute the information kd; where i € Ancestor(u,).

If subset difference T3, C T (assume that the node 2’ is in the j’-th level from the

node 1), compute

@ v @ i 1 =b .1 " "
ro(by IV ,+b Ty b a+ny)(=x m) a+ny m) s—b)a
(g (b51 17+ 3,0)79 b o hP) (glotmo) (G el tbamy) glatno)bm) o(s=blay 1y (4)

(a+mw)my;  bny +am;’+nvm;’+as)

= (g N

where I}, = 2', otherwise the user w, is not revoked. Then for each of the
remaining subset differeniee 77%¢.C T (assunte that the node z; is in the ji-th level

from the node i;), compute

(grv(bg,llg’t Jt+b20 20Ahp) _ (g(a-i-nv)( zi+m;, —b) g(aJrnv)(m;tfb)g(bfs)a) by (5)
_ (g(aJrnv)m;t 7 gam;t Jrnvm;t 7bnv7a8)
where I? . = x;, otherwise the user u, is not revoked. Moreover, compute

it,Jt

(gr“bivl,grvbll’o) _ (g(a+nu)mi,17g(a—i-nu)mi,o) by (6)

Then S sends the public key PK and the secret key SK, of the revoked user u, € U\T
to A.

e Query Phase 1. A issues decryption query, hash-® query, and hash-W¥ query adaptively.

Then S responds to these queries as follows:
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— Decryption query. According to the above setting, the ciphertext to T" only con-
sists of the part for A’. Otherwise, S can use the part for h of ciphertext to decrypt

the message trivially, since h = ¢g® is chosen by S and he knows the exponent s.

T

S receives the query Qg = {E', D', P} |, P[,,..., P}, Pl,} and checks the query
list of hash-®.

x If record ®(D’',C") = ¢’ exists and O(g, g*, ', D', C") = 1, computes
B/ — El @ ¢l
A/ _ C«Mr(B’)

Msg = B'®¥(A)

and returns M sg.

« Otherwise, returns Msg' i€p Gy and sets (£, D) — Msg' into the watch list
of hash-®.

— Hash-® query. S receives the query Qs = (Dg, Cp) and checks the query list of
hash-®.

« If record ®(Dg,Co) = ¢ exists, returns ¢.
« Otherwise, returns ®(Dg, Cp) = ¢' €r G;. Moreover, if O(g, g?, I/, Dy, Co) =
1, for each record (E’, D') — Msg' in the watch list such that D’ = Dg, com-

putes
B = EFad¢
A = og®
VU(A) = B' @& Msg
and sets W(A") = B’ @ Msg' into the query list of hash-W.
— Hash-V query. S receives the query (Qy = Ay and checks the query list of hash-W.
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« If record W(Ay) = 9 exists, returns .

* Otherwise, returns W(Ay) = ¢’ € Gy.
e Challenge. A chooses two messages My and M;. Then C returns the ciphertext
Ctx ={E',D" = ¢, P{J, P{’Q, e P;’l, PAQ}

where E’ is a random element in Gy, and the shares (P, P{,,..., P, P/,) can be

computed by S under the above setting (Like the computation for the second element

g™ fiUE5) of secret key sk? in the simulation).

e Query Phase 2. It is almost same as query phase 1, except that A can not issue the

decryption query about Ctzx.

e Guess. S checks the query list of hash=® and 'seesswhether there is a record ®(D’,C") =
¢ such that O(g, g* = g%, b = ¢*, D' = ¢5,C") = 1. If there is, S returns C' = é(g, g)®*
as the answer of Gap-BDH problem: Othérwise, we claim that A can not have non-
negligible advantage to crack our system; since that the simulation is almost perfect

and the challenge ciphertext Ctz is independent to My and M.

Finally, we are going to analyze the efficacy of the simulation. It is almost perfect, except
that hash-U may not be consistent. Inconsistency is caused by the artificial settings to
hash-W in the manipulation of the watch list of Hash-®. The artifical setting to hash-¥ may
contradict another artificial setting or the query list of hash-W. For example, we may face
the situation that we have set W(A) = W before, but now we have to set W(A) = W’ to
complete the manipulation of watch list. The number of the artificial settings is bounded by
the number of decryption query, that is q;. Thus the probability of this situation occurring
is at most ng%. Moreover, the adversary can issue at most ¢y hash-U queries. After issuing

a hash-U query, the adversary will leave a query record in the query list. Our settings may
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contradict the existing records in the query list. The probability of this situation occurring
is at most C744¥.
p

The probability of inconsistency is negligible respect to k:

4oy < qa(qa +qu) _ O(K?)

p P 2k

1
Pr[Inconsistent] < C§¢—
p
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8 Remark

In our construction, the assignment of the specific value h and A’ is not intuitive. Someone
may ask that why do not use one specific value h only, or just like PK-SD-PI that assigns

each polynomial fj an unique value h; ; respectively. The reasons are as follows:

e Like PK-SD-PI. If we assign each polynomial f;f an unique value h; ; that is generated
by the hash function, then the assigning values are all independent to each other. Thus
for each subtree T}, we need O(logn) information for changing the assigning value h; ;
in the element g“’f; ©) hﬁ ; of the secret key during the key derivation from the secret
keys belong to the subtree T} to the secret keys belong to the subtree T;. Then we have
to put O(log®n) information in the secret keys of each user. In order to reduce secret
key size to O(logn), the information needed for changing the assigning value during

the key derivation for each subtree 7; must be bounded by O(1).

e Use one value only. If we only use one specific value h, then we must set h = ¢°
in the simulation to feed the challenge input ¢° to the adversary. Thus we have to
set all the polynomials f; with f;(0) = b+ m,; where m;; €r Z, is chosen by us,
because we can only compute the element g”f; One of the secret key in this way that
gl Ope = (gma)btmi)(gh)a — (ga)=mii But this setting makes all polynomials be
secret to us, and we only know two function values of each polynomial. If the number
of revoked users is greater than 2, we can not compute all the elements ¢"*/ tog n(%) of
the secret keys of the revoked users. We can only compute two secret keys for revoked

users, but the number of revoked users is more than two.
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9 Conclusion

We have proposed a fully collusion resistant public key broadcast encryption scheme that
achieves O(1) public key size, O(logn) secret key size, O(r) ciphertext size, and O(1) de-
cryption time. Our scheme is the most efficient scheme in the existing broadcast encryption
schemes.

We propose some open questions about broadcast encryption:
1. Is it possible to construct a more efficient scheme?

2. Is it possible to construct a scheme with the same efficiency but in normal model?
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