g b B MUE T R e E

Improving Routability and Wire=Length of Global Routing with

Circuit Replacement

-
By o4l R

1 =
R R o

N
gt
y
gl
~
_|_



SRR AT B STE 2 A E 0T B TeM K

Improving Routability and Wire-Length of Global Routing with
Circuit Replacement

SR O & Student : Chien-Hung Lu
=R LR AL Advisor : Yih-Lang Li

T R A -

L oo

A Thesis
Submitted to Institute of.Computer. Science and Engineering
College of. Computer-Science
National Chiao Tung University
in partial Fulfillment of the Requirements
for the Degree of
Master

in
Computer Science

August 2008

Hsinchu, Taiwan, Republic of China

PERRA L E A



FUE 2B R E Y SR oK

TR S
B2~ F FAapgeafeey et

R REERFORT LR DL v A0S

v A
S PR B Y EH B ERE T R IME T

fo SEAE B 0 2 s 2

) s

g

3
R
=5

e LB B W A ey BT
BRI RE 5B TR S B KR BT v SR o
£ A u R R SE e P R AU B o A P
BB A e desg (LR B E AT e BT e 2 £ AT B

AR S B

e

A R gl P R LR B ok o F %R

RGP AP IBMV2 hipliEkhicd 7 A Bk B :Dragon fr mPL-R s £
Aulird T 42 F A e 23 ot o Fob s Aipec L A PR Y B ARG
/5?"4’\ Jixf 7 6.4 F A4 6.6 | A oo



Improving Routability and Wire-Length of Global Routing with
Circuit Replacement

Student: Chien-Hung Lu Advisor: Dr. Yih-Lang Li
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Abstract

Placement plays an important role in physical design. It determines the lower
bound of circuit wirelength and its result significantly influences circuit routability. In
order to close the gap between placement.and routing, we integrate global routing and
placement to help our placer perform more accurate estimation of routed wirelength.
This work presents two stages to improve routability-and wirelength of global routing
including wirelength minimization- stage-‘and.' €congestion reduction stage. In
wirelength  minimization stage, ““we ' present threes methods, namely
wirelength-reduced cell shifting, enhanced local re-ordering, and cell rearrangement
by bipartite matching. In congestion reduction stage, we present cell sorting based
congestion reduction and congestion-avoided cell shifting. Experimental results
demonstrate that our placer improves total wirelength by 4.2% and 2.3% as compared
to Dragon and mPL-R on IBMv2 benchmarks. Furthermore, our placer improves

overflow of pre-routing by 6.4% and 6.6% as compared to Dragon and mPL-R.
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Chapter 1
Introduction

As semiconductor manufacturing technology advances to the nanometer scale
and VLSI design complexity continues to increase, interconnection delay dominates
the circuit delay. Placement has become a critical stage in VLSI design flow because
placement determines the lower bound of total wirelength. Therefore, a good
placement result improves the circuit performance. In recent years, the wirelength is
not the only objective in placement. Since the position of every cell is fixed in the
placement and will not be altered in the routing stage, if cells are placed too closely
for wirelength minimization, the global router may produce many overflows and the
detailed router may yield routing violations because: of the limited routing resource.
Thus, routability must also be- considered-in-the placement stage and wirelength
minimization with increased routabHity-is the ebjective of modern placement.

Half-perimeter wirelength (HPWL) is used to estimating the wire-length of a net
in the placement stage. However, if the number of pins is greater than three, the
accuracy of HPWL decreases significantly. ROOSTER [1] illustrates that Steiner-tree
wirelength (StWL) is more accurate than HPWL as the estimation metric of routed
wirelength (rWL) in placement.

Traditionally, placement and routing are performed independently. Recent
researches have substantially progressed in the performance and speed of global
routing. IPR [2] considered global routing during placement to know total wirelength
and congestion information to improve total wirelength and routability in placement
stage. In recent years, some methods were presented for congestion reduction. In [3],

the white spaces allocated into congestion region to reduce congestion called White
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Space Allocation (WSA). RUDY [4] presented a fast and accurate routing demand
estimation. Its routing demand estimate is based on rectangular uniform wire density.
Jiang et al. [5] presented a net overlapping removal technique to reduce congestion in
global placement. In our placer, we use routing information to know real congestion
region from router and solve it.

This work presented three techniques for routed wirelength minimization, i.e.
reduced-wirelength cell shifting, enhanced local re-ordering, and cell rearrangement
by bipartite matching. Reduced-wirelength cell shifting shifts the cell to its “optimal
region”. Enhanced local re-ordering solves local mistake of locally horizontal
wirelength. Finally, cell rearrangement by bipartite matching finds the better position
of several cells using bipartite matching in large range. This study also proposed cell
sorting based congestion reduction and congestion-avoided cell shifting to reduce
routing congestion.

The rest of paper is organized as follows;-Section 2 presents preliminary. Section
3 gives an overview of our work.Section 4 presents the wirelength minimization
technique. Section 5 describes the proposed congestion reduction technique. Section 6

summarizes the experimental results. Conclusions are finally drawn in Section 7.



Chapter 2
Preliminaries

2.1 Overview of our Global Router
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Figure 1. G-Cells and their Corresponding Grid Graph.

A routing region can be partitioned, into. an array of global cells or bins (G-cells)
and modeled by a grid graph G(V; E), where every node of the graph denotes a global
cell, and every edge (global edge) is termed the adjacency of the related global cells
of its two end nodes. The capacity. of an edge-indicates the number of routing tracks
that can be accommodated across the abutting boundary. Figure 1 (b) shows a
one-layer grid graph of the circuit containing 4x4 G-cells in Figure 1 (a). The metrics
of routability can be measured based on the overflow of all global edges and wire
length of every net. Few overflow global edges and short wire lengths imply high
routability. The increasing number of overflow global edges raises the difficulty of
routing, reducing the wire length lowers the congestion of some global edges.

Figure 2 gives a brief overview of our global router. Firstly we will decompose
each multiple pin net into two-pin net by minimal spanning tree (MST). Then we will
complete most two-pin net routing in pre-routing stage. Finally, rip-up and reroute

stage will try to resolve overflow as much as possible.
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Fig. 2. An Overview of our Global Router

2.2 Optimal region

Goto [6] first presented the idea using median to find optimum placement of
modules in electrical circuit layout. FastDP [7] presented the idea of “optimal region”
using the similar concept. The concept of optimalregion is that if a cell is placed in its
optimal region while the other cells.are fixed,.the wirelength is optimal.

For any cell i, we search all nets-(denoted.as N;) connecting to it. Then we find
boundary of bounding boxes that are formed-with cells except cell i in each net. For
each net n in N;, we find boundaries of its bounding box x/n], x[n], yi[n], yu[n]
denoted as left, right, lower, upper boundaries respectively. Then we sort the x series
(alnad, xe[na], xi[nz], xe[n2], ...) and y series (yi[n.], yu[na], yilnz], yuln2], ...) and find
the medians of x series and y series, where the Xopt and yopt are the medians of x series
and y series. So the optimal position is (Xopt, Yopt). If number of elements in the x and y
series are even, the optimal position would be an optimal region. Otherwise it would

be a line or a point.
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Fig. 3. Optimal Region

Figure 3 shows an example of optimal region. There are three nets that connect
to cell 1: Netl contains cells 1, 2, 3, and 4; Net2 contains cells 1, 7, and 8; Net3
contains cells 1, 5, and 6. We record:positions-of cells excepts cell 1 to form x series
(al1], %11, xi[2], x[2] , xi[3], x:f3]) and y series.([1], yu[1], Yi[2], yu[2], Yi[3], Yul3]).

Finally, we sort x and y series and get the optimal region. The shadowed region with

slanted lines is optimal region of cell 1.



Chapter 3
Overview of Our Placer
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Fig. 4.7 Design flow of-our placer

Figure 4 presents the flow of the proposed placer. In the beginning, our placer
reads LEF and DEF files to get information of cells and net. In Prerouting stage, each
net is decomposed into a set of two-pin nets using minimal spanning tree (MST) in
global router. In Global Router stage, we route every nets and get congestion
information using global router. In wirelength minimization stage, we repeat three
methods: reduced-wirelength cell shifting, cell rearrangement by bipartite matching,
and enhanced local re-ordering until routed wirelength has no significant
improvement. After wirelength reduction stage, we perform global router again to get
the new congestion of each grid edge. Finally, cell sorting based congestion reduction

and congestion-avoided cell shifting are performed for reducing congestion.



Chapter 4
Wirelength Minimization
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Fig. 5. Difference of different estimations (&) HPWL, (b) Steiner WL, and (c)
RMST of original circuit for:a six-pin net (d) HPWL (e) Steiner WL, and (f)
RMST of new circuit for a six- p|nt net

Wirelength minimization is a main object of the placement stage. Traditionally,
half-perimeter wirelength (HPWL) is chosen to be the estimation of routed wirelength.
In [1], it presented that rectilinear Steiner minimal tree (RSMT) is more accurate thar
HPWL for estimating routed wirelength (rWL). Since global router becomes efficient
and effective in recent years, we can integrate routing and placement to get real routed
information. In order to reduce rWL, we use following methods to achieve this goal.
In the beginning, our global router employ minimal spanning tree (MST) to
decompose multi-pin nets into 2-pin nets. Then we will try to reduce the wirelength of
two-pin nets by our placer.

Figure 5 (a), (b), and (c) show the different wirelength using different estimates:
HPWL, RSMT, and rectilinear MST (RMST). Then we shift the cell with slated line

to right and observe change of wirelength with different estimates. The result shows in
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Figure 5 (d), (e), and (f): HPWL doesn’t be changed and both wirelength of RSMT
and RMST is reduced. We can conclude that our method for rWL minimization is
more accurate than HWPL. In this work, we use three techniques to reduce the
wirelength of two-pin nets: reduced-wirelength cell shifting, enhanced local
re-ordering, and cell rearrangement by bipartite matching.
4.1 Reduced-Wirelength Cell Shifting

The fundamental concept of reduced-wirelength cell shifting is to shift cell to its
“optimal region”. We use two-pin nets relations that get from global router and reduce

wirelength of two-pin nets in order to reduce rWL.

Algorithm : Reduced-Wirelength Cell Shifting

Variables: priority cueues of cells

Initialize priority queue using distance between cell and its optimal region as cost
1 while (priority queus not empty)

Z Dequeus a cell 1

3 while (cell i is marked shifted)

4 Trnark cell 2

5 Enqueus i using distance hetween cell and its optimal region 85 cost

f Dequeus & cell i1

7
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end

if (cost of cell i <€ 0.1
=] hreak
10 end
11 Find i‘s optimal region and cells in its optimal region
12 Caloculate total free zites in each row of optimal region
13 Find grid nwber of extended optimal region
14 for (each cells J in optimml region of cell i)
15 While (optimal region not £o extend)
16 if (TFS_j >= width_i |

width 7 <= width i && TF3 7 + width 7 <= width i)

17 Calculate and record HPUL of twa—Ein nets of cells that be shifted
15 hreak
19 end
Z0 else
21 Extend optimal region
ZZ end
23 end
4 end
25 Select maximal gain of HPUL between original and new circuit
26 if (mweximal gain > 0)
27 Update positions and two-pin nets of cells that be shifted
28 Enqueus i using distance hetween cells and its optimal region as cost
z9 Mark cell that be shifted except 2
30 end
3l else
32 Enqueue 1 with (original cost + 0.5)
33 ernd
34 end

Fig. 6. Reduced-Wirelength Shifting Algorithm

Our reduced-wirelength cell shifting algorithm is shown in Figure 6. In this



algorithm, we use priority queue to decide the order of cells. In the beginning, we
initialize the priority queue using distance between cell and its optimal region as cost
and unmark all cells. For each cell i that pop from priority queue, it will be checked if
be shifted before iterations until selecting an unmarked cell (line 3-7). If cost of cell i
is less than 0.1, the while loop will be stopped and finish reduced-wirelength cell
shifting algorithm (line 8-10).

For a cell i, even if we find its optimal region, there may have many choices to
move to free sites or swap with the other cell in its optimal region. When we find
optimal region of cell i, we would try all possible free sites and all cells that can be
make space for cell i in the optimal region. Then we calculate gain that is difference
between original and new HPWL of two-pin nets of cells which position has been
changed. We select maximal gain,.and use its result to shift cells. First we define some
variables: TFS_j represents total free sites in_cell j placed row of cell i shifting range,
width_i represents width of cell1, and-width_j-is width of cell j. For the first case, if
TFS_j is larger than width of cell i**width_i**; cell i can be shifted in this free sites.
Otherwise, if “width_j” is less than “width_i”” and TFS_j plus width_j is less than
width_i. For the cells that conform among two cases, we will calculate HPWL of
two-pin nets and record gain of HPWL of two-pin nets (line 16-19). The results of all
possible cells that can be shifted are predicted and we select the solution that has
maximal gain for HPWL as final result. Then we use final result to shift cells and
update information of cells and two-pin nets if maximal gain is larger than zero. Then,
shifted cells except cell i will be marked and cell i will be put into priority queue
using new distance between it and its optimal region (line 26-30). If maximal gain is
less than zero, the placement will not be change and cell i will be put into priority

queue by decreasing its priority (line 32).
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Fig. 7. Example of Extending Optimal Region. (a) Number of Extending Grids;
(b) Result of Extending Optimal Region.

Even if we can not shift the cell into its optimal region, we still want the cell to
be placed near its optimal region as much as possible. To achieve this goal, we will do
optimal region extending. In the beginning, we firstly decide the number of grids
when extending optimal region. The number of grids is less difference between cell’s
bin and its optimal region in vertical and horizontal. So, if the cell isn’t shifted, its
optimal region would be extended tin”four-directions until exceeding its bin (line
15-23). Figure 7 shows an example-of-extending-optimal region. Figure 7(a) displays
the difference between cell’s bin and its optimal region in vertical and horizontal is 1
and 2 respectively. The result of extending optimal region is shown in Figure 7(b).

4.2 Enhanced Local Re-ordering

FastDP [7] presented a local re-ordering technique that refines local horizontal
wirelength in detail placement. In local re-ordering, it selected three consecutive cells
formed a segment in each row from left to right and permuted these cells. Then, the
best wirelength result of all orders was selected and distributed cells evenly in the

segment.
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Algorithm: Enhanced Local Re-ordering

for v = 1 ton
Ferform ReorderingInPow(y, L)
end

for v = 1 ton
Ferform ReorderingInPow(y, E)

[T, BV PR e I

end

7 Function: ReorderingInPow(y, dir)

8 num recrde = 3

9 if dir == 1L
10 for x = 1 to m - (num reorder - 1)
11 Zelect num reorder <ells from x to x + (num reorder — 1)
1z Record wirelength of all permutation
13 Jelect the best result hest WL
14 if (bhest WL < original WL}
15 Update positions and two-pin nets of cells that be shifted
16 end
17 end
18 end
19 4if dir == R
20 for x = m to m - (num reorder — 1)
21 Zelect num reorder <ells from x to x + (num reorder — 1)
22 Record wirelength of all permutation
23 Select the best result best WL
z4 if (best WL < original WL}
25 Update positions and two-pin nets of cells that be shifted
Z6 end
27 end
ZE8 end

Fig. 8. Enhanced Local Re-ordering Algorithm

In this work, we have enhanced.the local re-ordering technique to further
improve its quality. In local re-ordering, it only performed local re-ordering from left
to right in each row. The cell might successively shift to right if the distance of its best
position is larger width of segment so it might shift to right with several iterations.
However, if the best position of a cell is in the left side and distance between the best
position and the cell is larger than width of segment, it will not be shifted to the best
position. In order to handle the problem, we will not only do local re-ordering from
left to right, but also do local re-ordering from right to left. The pseudo code of
enhanced local re-ordering is shown in Figure 8. The algorithm begin in line 1-6 with
doing cell reordering for each row, and it includes main function “ReorderinRow” that
performs the local re-ordering form left to right and from right to left in each row. In
our implementation, we select three consecutive cells within segment for each

iteration. First, we perform “ReorderInRow” (line 9-18) from left to right in each row.
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We in turn select three consecutive cells every time and do permutation to know all
possible order. Then we distribute these cells within segment and calculate HPWL of
two-pin nets of these cells for each order. Finally, we select the best wirelength
“best. WL” and compare with the original wirelength “original_WL”. If “best WL” is
less than “original_ WL”, we update the position and two-pin nets of cells that be
shifted. Second, we perform “ReorderinRow” (line 19-28) from right to left in each
row. It is similar the above method, the difference of both is just that we select
consecutive three cells form right to left in each row.
4.3 Cell Rearrangement by Bipartite Matching

In each iteration of reduced-wirelength cell shifting, only one cell can be shifted
for wirelength minimization. Then, the objective of enhanced local re-ordering is to
improve the horizontal wirelength locally “in. each row. In our work, cell
rearrangement by bipartite matehing is presented to solve several cells rearranging in
the larger-scale range.

The wirelength minimization problem can be modeled as a bipartite graph G=(V,
E) with vertex classes X and Y, where each vertex X; represents a cell, vertex y;
represents a position, and the weight on e;; represents the HPWL of two-pin nets of
cell x; is placed position y;. Figure 9 shows the flow of cell rearrangement by bipartite
matching. First, we must select a segment in each row form left to right and rearrange
cells in the segment. For each segment, only independent cells that have no two-pin
nets connected with other cells in the segment would be considered. Because if there
is no such constraint, the distance of two-pin nets between cells in the segment would
be hard to decide. The placed position of cells is width of the segment evenly divided
the size of independent cells. Then the independent cells are decided by bipartite

matching for minimizing HPWL of two-pin nets of cells.

12



Cell Rearrangement by Bipartite Matching

Find Independent Cell and
Decide Placed Position *
in the Segment

l

Use Bipartite Matching to
Find the Best Result

l

‘ Legalization ‘

mprove HPWL o n
Two-Pin Nets

yes

Update Information of Cells
and Two-Pin Nets

Fig. 9. Design flow of Cell Rearrangement by Bipartite Matching

However, position of cells after. bipartite matching may produce overlap, so we
must legalize cells in the segment. In legalization stage, we use Abacus [8] to legalize
cells. After legalization, if total HPWL ‘of two-pin nets of circuit is improved,
information of cells and two-pin nets are updated. If total HPWL is not improved, the

circuit will not be changed.
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Chapter 5
Congestion Reduction

In previous chapter, we have presented wirelength reduction technique. However,
if we only consider wirelength minimization, it may produce lower routability result.
In this chapter, we will present two congestion reduction techniques to try to produce
routable circuit: cell sorting based congestion reduction and congestion-avoided cell
shifting. In cell sorting based congestion reduction, we use two-pin nets difference as
score to sort cell position to solve horizontal congestion. In congestion-avoided cell
shifting, we will shift the cells in the congested bins to further reduce congestion.

5.1 Cell Sorting Based Congestion Reduction

In this section, we present-cell.sorting based congestion reduction algorithm that
can fast reduce horizontal congestion.to-improve routability. In our cell sorting based
congestion reduction algorithm, we will_select cells in each congestion bins as
segment, and we will compute difference of two-pin nets (diff TPN) for each cell in
the segment. The definition of diff_TPN is the number of two-pin nets that connect to
its right side subtracts the number of connection to the left side. In order to define
right two-pin nets (right_TPN) and left two-pin nets (left_TPN), we must set left and
right boundary of the segment first. The left boundary is position of the leftest cell and
right boundary is position of the most right cell. If the position of the connecting cell
of the two-pin net exceeds right boundary, then this two-pin net is a right_ TPN. If the
position of the connecting cell of the two-pin net exceeds left boundary, we call such
two-pin net a left TPN. Then we can compute diff TPN using number of the right
two-pin nets subtracts number of the left two-pin nets. Finally, we sort diff_TPN in

the increasing order and decide order of all cells in segment by sorting result. Then we
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separate each neighbor cells using average free sites in the segment.

Cy Ca G Cy Cy Cs G G

(a) (b)

Fig. 10. [lustration of Cell Sorting Based Congestion Reduction method. (a)
Original circuit before Cell Sorting; (b) New circuit after Cell Sorting.

Figure 10 shows an example of cell sorting based congestion reduction. Figure
10(a) is the original circuit, and the new circuit after cell sorting based congestion
reduction is shown in Figure 10(b). In Figure 10(a), the two-pin nets of C4, C,, C3 and
C, are thin real lines, thin dashedlines, bold real lines and bold dashed lines
respectively. The cell C; has three two-pin ‘nets include two right TPNs and one
left TPN. The diff TPN of C;;.C,, Cs and C4 are 1,0, -2 and -3. Then we sort this
number of sequence and get order of cell be C4 €3, C; and C;. The result shows in
Figure 10(b) and we can observe that the congestion of new circuit is less than the
congestion of original circuit.

Cell sorting based congestion reduction only considers horizontal wires and
solves horizontal congestion. However, vertical congestion may be increased by
sorting. In order to avoid such situation, we will check the number of pins in the
global bins after sort. Figure 11 displays the flow of cell sorting based congestion
reduction. Firstly, we will select a congested segment do cell sorting based congestion
reduction. Then we will sort the cell by diff_TPN. If number of pins exceeds maximal
pin number in each bin, the sorting result will be rejected. Finally, the information of

cells and two-pin nets would be updated.
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Cell Sorting Based Congestion Reduction

Select a Segment
in congestion bin

l

Calculate diff TPN

l

Sort cell
by diff TPN

#Pins Checker

Update Information of Cells
and Two-Pin Nets

Fig. 11. Design flow of Cell Sorting Based Congestion Reduction

5.2 Congestion-Avoided Cell Shifting

The goal of congestion-avoided cell shifting is to reduce congestion by shifting
the cells in the congestion region .to non-congestion region. This method has two
important issues: how to select cells and where to be placed. In section 5.2.1, we will
describe simulated evolution-based cell-selection. In section 5.2.2, cell shift with
avoiding congestion algorithm will be introduced.

5.2.1 Simulated Evolution-based Cell Selection

SILK [9] is a simulated evolution-based router, it presented a rip-up and re-route
technique for detailed routing. The simulated evolution technique scores each creature
in the current population, and determines the survival rate of each creature in the next
generation. SILK scores each net in generation using routing violation and path
quality and normalized the scores to 0.1-0.9. Then SILK generates a random number
between 0.0 and 1.0. The normalized score of nets are greater than their random
number are be marked. After comparing all nets, the marked nets are put into queue.
The order of nets in the queue decreases from higher normalized score to lower
normalize soccer. Thus, SILK avoids falling local optimal, it let nets with lower cost

have chance to be ripped and rerouted.
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In our work, we use congestion, wirelength, and number of pins to generate cells

in congestion region as follow:

Z cgn(n,) Z [cgn(n. ) —avg(cgn) T
score = -[ct v 4 g Fogrin)zavg (g ]
#two — pin nets # cghl (HJ. )
total WL | (1)

fitwo — pin nets

+ - # pins

where o, f,y,a', and p' are user-defined constant, chn(ni) is total
v,

congestion of two-pin nets of cell i, then congestion of the two-pin net is average of
congestion of bins that the two-pin net go through, #two— pin nets is total number of

two-pin nets, Z [cgn(n,)—avg(cgn)]’ is square of difference between
vegn(n; )>avg (cgn)

cgn(n,) and avg(cgn), avg(cgn) . is'average.of congestion of all two-pin nets of
cell i, total WL is HPWL of all-two-pin nets; and # pins is number of pins of cell i.
In Equation (1), the first part is;average congestion and variation. The variation helps
our placer to detect which cell may have larger cangestion of two-pin nets when they
have the same average congestion.

Figure 12 displays the pseudo code of simulated evolution-based cell selection.
In the beginning, we calculate score of cells by Equation (1), all score are normalized
to 0.1-0.9 and generator generates the random between 0.0 and 1.0. If the cells with
normalized score that are larger than their random number will push queue. Finally,
we order cells in queue from higher normalized score to lower normalized score. The
cell with higher normalized score will be shifted first. In next section, we describe the

function: CongstionAvoidShifting(cell i).
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Algorithm : Simmlated Evolution-based Cell Selection

Input: A set of cells in congestion bins C
for sach cell 1
Calculate score; by equation (1}
end
for each cell 1
Normalize score; into norm score; between 0.1 and 0.9
end
for sach cell 1 in C

oo -1 oy 0o LB

Generate a randem number > between 0.0 and 1.0

if (norm score; > r)

10 mark cell 1 as re-shifting net and push i into
queus

11 end

12 end

13 sort cells in gueus by norm socre

14 for =ach c=211 T in gueue in ocrdering

15 Parform CongestionAvoidedShfiting(cell i)

16 end

\a

Fig. 12. Simulated Evolution-based Cell Selection Algorithm

5.2.2 Cell Shifting with Avoiding Congestion
The objective of congestion-avoided cell shifting is to reduce congestion by
shifting the cells in the congestion.region to.non-congestion region. However, where
should the cells be replaced remainsia-problem..In this section, we will show the cost
function we use to decide where"cell. be shifted first. Then, we will describe the
function CongestionAvoidedShifting(cell i).
For each cell i, the cost function for congestion-avoid cell shifting is defined as

follows:

7
distamice(org  pos, new _ pos) (2)

+_.8-[a'- difft left + g difff right+ " difff up + o' d{ﬁ"_dow}z]

cost = o -

Wwhere a« , S, « , B, y' ,and o' are user-defined constants,
distance(org _ pos,new__ pos) is the distance between original position and new
position of cell i, diff _left, diff _right, diff _up, and diff _down represent
difference of two-pin nets in left-direction, right-direction, up-direction, and

down-direction respectively.

18



Fig. 13. Example of Difference of Two-Pin Nets

Figure 13 represents how to calculate diff _left, diff _right, diff _up, and
diff _down. In Figure 13(a), cell 1 has two-pin nets relation with cell 2, cell 3, and
cell4; cell 5 has two-pin nets relation with cell 6 and cell 7 respectively. The dashed
line shows congestion region and the other region is non-congestion region. The
shadowed region with slanted linessis bounding box of cells that have two-pin net
relation. In each shadowed region with slated line;-we use two arrows to represent
possible direction when routing:-between.cells with two-pin net relation. So, cell 1 has
three bounding box and six arrows of bounding-bex from cell 1 to other cells. If we
want to know change of difference of two-pint nets after swapping cell 1 and cell2.
The cell 5 will swap with cell 1 and calculate difference of two-pin nets of cell 5 using
new position that shows in Figure 13(b). Finally, diff _left, diff _right, diff _up,
and diff _down can be calculate through subtracting number of arrows of Figure
13(b) from number of arrows of Figure 13(a) in left-direction, right-direction,
up-direction, and down-direction respectively. In this example, diff _left ,
diff _right, diff _up, and diff _down equal 2, -1, 0, and 1 respectively. In this
cost function, we can calculate between two cells or a cell and a space. If we calculate
cost between a cell and a space, the difference of four directions are produced arrows
of four directions. The cell with higher cost can be swapped with a space or a cell and

reduce congestion with higher opportunity because this cell with less two-pin nets
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connected with it.

Function: Congsetionawvoidedshifing{cell i)

1 Find non-congested bins in where cell i i=s shifted
2 Calculate total free sites in each row of non-congested bhins
3 for {(each cells j in non-congested bin of =ell i)
4 if (TF& 7 >= width 1 ||
width 3§ <= width i && TF&8 _j + width_ j <= width i)
5 C“alculate and record gain of cell i by egquation (Z2)
G end
7 end
2 Select maximal gain

9 if {(maximal gain > 0}

10 Update position and two-pin nets of cells that be shifted

11 RBip-up and reroute two-pin nets of shifted cells

1z Update information of bins and ¢ if congested situation is changed
13 end

Fig. 14. CongestionAvoidedShifting Function

Figure 14 shows the pseudo code of the proposed CongestionAvoidedShifting
Function. TFS_j represents total free sites in cell j placed row of cell i shifting range,
width_i represents width of cell i, and, width j is width of cell j. If free sites are
enough or cell i can swap with cell j, the gain.is.calculated (line 4-6). After calculating
and recording all gain, we select maximal gain. If maximal gain is larger than zero,
we update position and two-pin-nets-of shifted cells and rip-up and reroute two-pin

nets of shifted cells. Finally, we update‘information of bins (line 9-13).
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Chapter 6
Experimental Results

The proposed placer was implemented in C/C++ language on AMD Opteron
2.6GHZ with 16GM memory. IBMv2 benchmarks [9] were used in our experiment.
The characteristics of these benchmarks, including number of cells, number of nets,
core utilization, white space and routing layers, are shown on Table I..

Table | Characteristic of IBM Version 2 Benchmarks

cells nets rows core(row) white routing
name utiliztion space layer
ibm01l-easy 12028 11753 132 85.12% 14.88% 4
ibmO01-hard 12028 11753 130 88% 12% 4
ibm02-easy 19062 18688 153 90.42% 9.58% 5
ibm02-hard 19062 18688 149 95.28% 4.72% 5
ibm07-easy 44811 44681 233 89.95% 10.05% 5
ibm07-hard 44811 44681 246 95.30% 4.70% ]
ibm08-easy 50672 48230 243 90.03% 9.97% 5
ibmO08-hard 50672 48230 236 95.16% 4.84% 5
ibm09-easy 51382 30678 246 90.24% 9.76% 5
ibm09-hard 51382 50678 240 95.12% 4.88% 5
ibm10-easy 66762 64971 321 90.22% 9.78% ]
ibm10-hard 66762 64971 313 95.08% 4.92% 5
ibmll-easy 68046 67442 281 90.11% 9.89% 5
ibm1l-hard 68046 67442 273 95.33% 4.67% 5
ibm12-easy 68753 68376 347 85.22% 14.78% 5
ibm12-hard 68753 68376 388 90.06% 9.94% 5

We compare our result with several state-of-the-art academic tools, including
Dragon 3.0.1 [10] and mPL-R [3]. The results are given in Table II-I1l. In Table 11, we
show results including total run time and routed wirelength(rWL). For rWL, Our
Placer is better than Dragon about 4.2% after replacing by Our Placer. We compare
the same items with mPL-R in Table IlIl. The rWL of Our Placer yields 2.3%

improvement compared to mPL-R. For overflow of pre-routing, Our Placer is better
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than Dragon 6.4% and better than mPL-R 6.6% after congestion reduction.

Table Il Comparison of Placement Results of Dragon and Our Placer
Dragon Dragon Our Placer | Bef Cgn-reduction | Aft Cen-reduction | Our Placer
name time(sec) | r'WL(gm) | rWL(gm) Overflow Overflow time (sec)
thm01-easy 37795 113791 107258 1 1 63.05
ihm01-hard 376.81 111071 105884 46 31 0.38
thm02-easy 63097 INNTFFT 207428 252 251 122.69
thm02-hard 726.82 206855 286877 290 228 131.75
thm07-easy 1023.09 651857 626987 194 204 27351
thm07-hard 1023.85 655502 634786 138 137 20381
ihm08-easy 2542112 748973 716534 135 128 33794
thm08-hard | 254202 699039 674864 117 118 352.92
thm09-easy 194503 616969 501777 9 19 313.29
ihm09-hard 1587.1 554243 563714 13 8 286,91
thml0-easy 347825 1151624 1103093 93 87 510.65
thml0-hard | 479669 1112552 1074329 3T 320 51578
ihmll-easy 1978.26 883490 846269 72 62 398.57
ibmll-hard | 3034.49 847257 820545 103 111 426.08
ihm12-easy 3360.41 1658950 1575344 657 606 48.03
fhml2-hard | 3236.04 1530642 1473632 048 870 620.97
ratio - 1.042 1 1.064 1 -
Table 11l Comparison of Placement :Results.of mPL-R and Our Placer
mPL-R mPL-R Our Placer | Bef Cgn-reduction | Aft Cen-reduction | Our Placer
name time(sec) | *'WL{&m) | rWL{gm) Overflow Overflow time (sec)
hm0l-easy | 143082 108039 104651 123 118 61.25
ibm0l-hard | 124932 102843 100153 11 7 60.92
hmD2-easy | 361.023 283054 277950 52 48 12376
tbm02-hard | 272352 271112 266986 82 92 123,69
ibm07-easy | 970.400 605564 504187 233 218 275.09
tm07-hard | 753603 585232 575386 437 370 28146
hm08-easy | 962772 600856 673528 o9 92 326.4
tbm08-hard | 1060.74 A66116 652088 33 33 336.43
thm09-easy | 828371 558430 545001 13 13 304.27
tm09-hard | 543824 536410 525653 fi5 64 331.05
bml0-easy | 157558 1056650 1030586 46 39 508,04
tbral0-hard | 134567 1020905 1000867 47 56 512,81
hmll-easy | 154512 825040 807187 3 27 426,68
tbrll-hard | 1177.92 TTT048 763510 fil 55 42375
hml2-easy | 226751 1496605 1455516 492 404 620.31
tbrnl2-hard | 193274 1450010 1416069 871 798 638,58
ratio - 1.023 1 1.066 1 -
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Chapter 7
Conclusions

In this paper, we propose a placer that improves routed wirelength and routability.
Our work presents three methods including reduced-wirelength cell shifting, enhanced
local re-ordering, and cell rearrangement by bipartite matching to minimize routed
wirelength and two methods including cell sorting based congestion reduction and
congestion-avoided cell shifting to reduce congestion of global routing in placement
stage. Experimental results shows our placer can improve routed wirelength on
IBMv2 benchmark with other placer placement results. The routed wirelength (rWL)

of our placer yield 4.3% and 2.5%.compared to Dragon and mPL-R respectively.
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