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Abstract

Because of the slow signal propagation causedhbyhigh wire loads and
resistance, the interconnection of SoC cannot tigfisd by the use of a shared bus. A
common method of substitution is using unidireci@rpoint-to-point connections
and multiplexers. The Networks on Chip (NoC), dogheir characteristics such as
scalability, flexibility, high bandwidth, have be@noposed as a suitable approach to
meet communication requirements in SoC. Howeverglbbal clock of the network
may cause lots of problems such as clock skew heddesign of global clock
architecture.

Hence, Torus topology was selected to suffice tadable demands in SoC. We
implemented the network with self-timed, cut-thrbugouting approach with
one-of-five data encoding. In the experiment, wefy¢he results of transitions in the
interconnection network are correct and our systbauld operate at 63.9MHz. Today,
the multi-core systems are produced in SoC; weusanour network to communicate

between them and resolve some clock problems efigi
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Chapter 1. Introduction

1.1 Motivation

Because the performance of a large SoC composezkevwsral cores depends
strongly on its interconnection structure, the ittadal global shared bus architecture
may not satisfy the new requirements of interconaecnetwork of modern large
SoC.

A popular method to replace it is to use unidi@ual, point-to-point
connections and multiplexers. The Networks on GNipC) have been proposed as a
suitable approach to meet communication requiresnant SoC due to their
characteristics such as scalability, flexibility damigh bandwidth. To continue
increasing the number and variety of macrocells esidbd on a single chip, the
modern SoC requires interconnects with greatertdikgty system networks.

Most of the current NoCs uses the mesh topologywév¥er, there are no
feedback links in the last nodes in every row aoturon. It may cause some
performance degradation for unidirectional conmectiThus the torus topology was
selected in our design. Any node in the network tcansmit data to any other nodes
in the network with a simple unidirectional network

The global interconnection spans the entire chipclvimay lead to clock skew
problems. Clock management of the torus netwoidse problematic. Furthermore,
interconnect delays and crosstalk are becomingenlesause the high wire loads and
resistance levels. Using self-timed techniquestdaus network on a chip eliminates
these problems.

In this thesis, we implemented a self-timed, asyobus interconnection
network with torus topology using a delay-insensitione-of-five data encoding

combined with a return-to-zero signaling protoasl NoCs.



1.2 Asynchronouscircuit design

Synchronous circuit design is the major method igital circuit design.
Unfortunately, the synchronous digital circuit dgs increasingly lead to bring many
problems including clock skew, power consumptioncloick, EMI, and the global
clock tree distribution, etc. In order to resolieoge problems, the asynchronous

circuit design may be the answer to address thiaagms.

1.2.1 Advantages and challenges of asynchronous cir cuits

In a word, asynchronous circuit is a clock-lessitdigcircuit. Instead of the
global clock, the handshaking protocols are usemm@ared with the synchronous
circuit design, the asynchronous circuit design lsasne advantages over the
synchronous ones

(1) Average-case performancéhe asynchronous circuit does not need to use
the global clock to synchronize the action; thusgrg component can work
at its own speed.

(2) Lower system power requirementthe asynchronous circuit has no clock
signal; therefore, there’s no extra power consuomptilt can almost
consume zero power in the idle state, because allasomponents are in
idle state.

(3) Modularity: the asynchronous circuit is easier to implementutarddesign.
Every component can be connected via the same caioation protocol.

(4) No clock skew: the asynchronous circuit is clock-less and thusiit avoid
the clock skew problem.

(5) Lower Electro-Magnetic Interference (Noise) without the clock
distribution, the asynchronous design has low EMle¢tromagnetic

Influence).



However, asynchronous circuit still has some pnoisl®ver synchronous circuit.
First, without the clock control, asynchronous witcneeds more control signals,
resulting in increasing in area. Second, there fare CAD tools to support
asynchronous circuit design and test, and it m#k@asynchronous circuit harder and

longer to design.

1.2.2 The signaling protocols

There are two types of signaling protocols in tlsynahronous circuits, the
two-phase and four-phase signaling. The two-phaseshake is shown in Figure 1.1.
The falling and rising edge are signals of request acknowledgement. After an
action is completed, the control signal does n@&dn® be reset to zero. When the
sender is ready to send the data, the sender chémgeequest signal 91 or 1>0).
Then the receiver changes its acknowledged sigr2fl(or 1>0) and receives the

data at the same time; thus the handshake is ctedple

DATA

REQ

Figure 1.1 The Two-phase handshake protocol

Another type of handshake protocol is four-phasedkhaking protocol. It is
different from the two-phase protocol; the activgnal must be a rising edge. It
means that the handshake signal must be reset aiftesiction. The four-phase
handshake protocol is shown in Figure 1.2. Whersémaler is ready to send the data,
the sender pulls up the request signal, called Reegn, the receiver will pull up the
acknowledge signal, called Ack, and receives tha dathe same time. At the end, all

the control signals will be returned to zero, tkader resets the Req signal, and the
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receiver resets the Ack signal. The handshakengptzied.

DATA

REQ

ACK

Figure 1.2 The Four-phase handshake protocol

1.2.3 The data encoding protocols

There are several types of data encoding in thecasgnous circuit designs, for
examples the bundled data (single rail) [1], dadl (1-of-2), and 1-of-n (e.g. 1-of-4)
[13]. The bundled data protocol encodes data ssgtia# same with synchronous
circuits. It separates the control signals (REQ A@¢) from the data signals. Except
the bundled data protocol, the DI encoding pro®@vicode the REQ signal with the
data signals. The dual-rail protocol uses two wicegepresent one bit of information,
and the 1-of-4 protocol uses four wires to represeo bits of information. The
1-of-4 protocol only pulls up one wire signal amadhg four wires. It means that the
1-of-4 protocol only has half transitions (half penythan the dual rail ones. The

1-of-4 data encoding is shown in Table 1.

Table 1. The 1-of-4 data encoding

Signal Data
0001 00
0010 01
0100 10
1000 11




1.3 Theinterconnection networ k

In a word, the interconnection network is a prograhle system, and its
components include buffers, channels, switches, camdrols that work together to

deliver data. It transports data between termi(miscessors) as shown in Figure 1.3.

)l

Interconnection network

Figure 1.3 The inter connection network

The most common interconnection network applicetianclude computer
systems, communication switches, and control syst@uaring the late 1980s, most
of these applications were served by a very sinmigrconnection networks, such as
shared bus, ring, star, stretch ring [9], mesh tands, etc. Today, the most popular
method uses point-to-point interconnection networkeplace a traditional shared bus
and so on. This trend is due to the performancdingcaThe demand for
interconnection performance is increasing with pssor performance and network
bandwidth.

The next several sections give a brief introductaf those interconnection

networks including their advantages and disadvastag



1.3.1 Shared bus

As shown in Figure 1.4, all processors or compameme connected to the
shared bus. The shared bus only broadcasts dafi psocessors or components.
Thus, any sender transmits data with it, and the dae transmitted to every processor

or component. Such networks can tolerate any faaftssome processors or

ST

Figure 1.4 Shared bus network

components.

The shared bus architecture has some advantagessadigantages.
Advantages

(1) Easy to implement and extend.

(2) Suitable for small networks not requiring very hgpeed.

(3) Cheaper than other topologies.

(4) Cost effective than others.
Disadvantages

(1) Limited wire length and number of processors or gonents.

(2) Maintenance costs may be higher in the long run.

(3) Performance degrades as additional processordtaohed or under heavy

traffic.
(4) It works best with limited number of nodes.

(5) It may be slower than the other topologies.
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(6) If one processor or component is down then thereemtetwork will go

down.

1.3.2 Ring

All processors or components are connected to gaasshown in Figure 1.5.
The data can be transmitted along the ring. Intemidithe data can only go through

them one by one.

Figure 1.5 Ring networ k

The followings are the advantages and disadvan@igée ring network.
Advantages
(1) Very orderly network where every processor or congmb can access the
data or have the opportunity to transmit.
(2) Does not require network controller to manage thenectivity between the
processors or components.
Disadvantages
(1) One malfunctioning processor or bad channel causgsems for the entire
network.

(2) To Move, add and change of the processors or coemgsrcan affect the



network.

1.3.3 Star

The star network is shown in Figure 1.6 which ubescentral switched hub to
control. A fully connected network built around witehed hub approach. The data
from any processor or system is transmitted thrahghcentral switched controller to

its destination.

Al

Figure 1.6 Star network

Its advantages and disadvantages are shown below.
Advantages

(1) Passing of data packet through unnecessary notlbendgivoided.

(2) Each processor or component is isolated by thethak connects it to the
central switched hub. One processor in the netwdw&s not affect the
others in the network.

(3) The topology is easy to understand and establish.

Disadvantages
(1) The topology is highly dependent on the functioradghe central switched

hub.



(2) The malfunctioning central switched hub causestitge network fail.

(3) It needs to increase the cost of a central swittiudd

1.3.4 Mesh

The mesh network is shown in Figure 1.7. It is ddeown as d-dimensional
mesh network where d is 2. The 2-dimensional igrgle interconnection network.

There are links between any node and its adjacaoiésn The number of its adjacent

nodes is limited, usually is 2d.

Figure 1.7 Mesh networ k

The mesh network’s advantages and disadvantaget@ane as below.

Advantages
(1) When one path is break off in a node, there alleosiier transmission paths
that can be used.
(2) One node in the network does not affect the otimetise network.
Disadvantages
(1) The cost of this mesh network is expensive.
(2) If the mesh network is unidirectional, the firstdatine last nodes in every

row and column have no direct links. There are aedback links to

transmit data.



1.3.5Torus

The torus network is very similar to the 2-dimemnsib mesh network. The
different is there are links between the first rodad the last nodes in every row and
column. Every node in the network can send datathiers in the network. The torus

network will be explained in Chapter 2.

1.4 Improving inter connect performance

After introducing some popular interconnectionwaks, we can understand
that the network selection is very important. Teeskea suitable, scalable, and high
performance network becomes a significant lessamthBrmore, the global clock
design is more difficult in large interconnectioretwork, thus the global
asynchronous local synchronous is proposed [12].

Some asynchronous network techniques are discuss¢8d][11], using the
asynchronous bus network to communication. Theutjtiput can be increased with
asynchronous design, but the area is larger omghpsikhere are some techniques to
increase the performance of the interconnectiotisigng:

(1) Repeaters and pipeline latche& higher throughput can be obtained by
using a pipeline latch instead of the amplifierf{er) /inverter to amplify
the signal and spread the link delay over multgpfeeline stages. Splitting
the long wire into the narrow pipeline stages inyeothe throughput with
minimal latency.

(2) Datapath width: Unfortunately, adding latches into a wide singlg-ra
datapath may cause problems because of the higholodhe latch-enable
signal. For a delay-insensitive (DI) encoded ddtapat offers the

possibility of operating at a higher frequency bgdking a wide datapath
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into a group of narrower datapath.

(3) Delay-Insensitive (DI) interconnectsDelay-insensitive design methods
only obtain the average case delay rather thamvtnst case. The crosstalk
between wires will cause the redundant delays wsiitlgle rail design, and
the single rail design needs some timing analy8isdelay-insensitive
design style avoids the need for this timing ariglyits designs that operate

correctly whatever the delay in the interconnectimges.

1.5 Organization of thisthesis

The overview of the torus routing chip (TRC) and system design of TRC will
be illustrated in the next chapter. The full desighthe self-timed torus network with
one-of-five data encoding will be illustrated inagher 3. In addition, the experiment
results will be represented in chapter 4. Finallprief conclusion and future work are

discussed in chapter 5.
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Chapter 2. Related work
2.1 Thetorustopology

In recent years, the demands of System on Chip )(8wteasingly, many cores
or processors may be composed on a chip. Thus,intieeconnection network
architecture is more important. In fact, traditibrend hierarchical buses may
introduce many new problems on large SoCs. A comralernative is using
unidirectional, point-to-point connections and npléixers. The performance and
throughput can be easily improved via using thesgrc¢onnection networks.
Therefore, we must choose a suitable, parallel chimg interconnection network to
satisfy the requirements of SoC.

There are many topologies of interconnection netwsuch as shared bus, ring,
mesh, torus etc. Among these topologies, the share@nd ring topology may not be
satisfied for the scalable SoC.

Several Networks on Chip (NoC) have been reponteithé literature [8]. In our
work, we select the torus network to implement. éptcabove advantages, it also
reduces the network diameter; thus it can keepatkeacy small.

Torus topology is similar to mesh topology; theyodifference is that nodes at the
edges are connected to the nodes at the oppogjes.edue to the symmetry, torus
imposes the same degree for all routers; this makesm homogeneous and the
routing algorithm easily to implement.

Thus, the torus topology is a suitable network uffise the scalable SoC. The

next section presents a design using torus topoketiyself-timed approach.
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2.2Introduction to TRC

A self-timed chip, the torus routing chip (TRC) [15 proposed in 1986. It uses
bundled data encoding to perform cut-through rautjiO] in k-ary n-cube
multiprocessor interconnection networks. In additit uses a new method to avoid
deadlock called virtual channels [16]. It providedeadlock-free packet
communications in k-ary 2-cube (2-dimensional) reetw The TRC can be used to
construct concurrent computers with up 8 @odes in each dimension. It may be a
little difficult to distribute a global clock ovethe network. In order to avoid this
problem, the TRC is entirely self-timed.

The TRC uses cut-through routing [10] to replaceesand-forward routing. The
method can reduce the latency of communicatiorsitinzerse more than one channel.
It transmits each byte of the packet to the nedenshen it arrives, instead of reading
an entire packet before starting transmission t® miext node. Moreover, the
communications do not use the memory bandwidtmtrinediate nodes. A packet
does not interact with the processor or memonnt#rmediate nodes along its route.
In the TRC network, packets are routed and tranedhitrictly until they reach their
destination.

In order to avoid deadlock problem, the TRC usetua channels to execute
deadlock-free routing in torus networks. It splgach physical channel into two
virtual channels and makes routing dependent orvittigal channel. The details of
attestation and method are described in [16].

The next section describes the system desigreof RC.

13



2.3 System design with TRC

The torus routing chip (TRC) can be used to couwstrk-ary n-cube
interconnection networks. Each TRC routes packetsvd dimension, and can be
used to construct networks of dimension greatar th@. A block diagram of a 4-ary
2-cube TRC is shown in Figure 2.1. Each node ctm®i a processor, its local
memory, and a TRC. Every TRC in the torus is cotetkdo its processor by a
processor input channel and output channel. Coimmscon the edges of the torus

wrap around to the opposite edge.

| et T
|
{
{
L{

Figure 2.1 A torus system

The TRC uses cut-through routing to transmit a(bhef. 1). A flit in the TRC is
a byte which 8 bits must be transmitted in pardileie. The X and Y channels both
consist of 8 data wires and 4 control wire, as km@s the bundled data encoding
protocol. The 4 control wires are used to sepamregeest/acknowledge signal pairs
for each of two virtual channels. The processonoks are also 8 bits wide, but have

only two control wires each.
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Definition 1 A flow control digit orflit is the smallest unit of information that a queue
or channel can accept or refuse. Generaplg@ketconsists of many flits. Each packet

carries its own routing information.

The packet format in TRC begins with two addresedyThe data field of the
packet follows the addresses. This field may contaly number of non-zero data
bytes. In the end of a packet, the packet is teatath by a zero tail byte. The two
address bytes contain the relative X and Y addsee$dhe destination node. The
relative address is a count of the number of cHarthat must be traversed to reach

the destination.

The TRC network’s routing rule is, first handlitige X dimension, then in the Y
dimension. Packets are routed in the dimensioreofainenting the relative address
at each step. First, when the relative X addresletsemented to zero, it means that
the packet has reached the correct X-dimensiorindéisin. The X address is then
stripped from the packet, and the packet beginsmgin the Y dimension. When the
Y address is decremented to zero, the packet babed the destination node. The Y
address is then stripped from the packet, and dkee ahd tail bytes are transmitted to
the node. The transition of the packet is completdw following algorithm shows

the processing of flits arriving at the x-input ohal.

/[ x-input in TRC
wait for new flit on x_input

read relative_x_address from x_input

15



if relative_x_address is zetben
drop it
wait for relative_y address on x_input
if relative_y address is zetben
drop it
wait for and read flit_data from x_input

send flit_data to own processor

while ( flit_data+ tail ) do
wait for and read flit_data from x_input
send flit_data to own processor
else// relative_y address is not zero
decrement relative_y address

send relative_y address along y-dimension

pass all flit_data in the packet arriving onixput
along the y-dimension until the tail has been sent
else// relative_x_address is not zero
decrement relative_x_address

send relative_x_address along x-dimension

wait for relative _y address (may be zero) on theput and

pass it along the x-dimension

pass all flit_data in the packet arriving at theinput
along the x-dimension until the tail has been sent

16



The design of the TRC began in August 1985. A newgion TRC in December
1985 can operate at 20 MHz, the input to outpudyéed 50ns, and throughput is 64
Mbits/s in each dimension.

The full design of the TRC uses self-time, bundiieda encoding protocol. It
also means that the design must have many timiafyses and constraints. It may
cause redundant interconnect delays and reducethttbeighput. Moreover, the
crosstalk problem is significant with high wire tban bundled data encoding. These
problems can be solved efficiently with only neefea timing constraint with the
delay-insensitive data encoding.

Thus, we proposed and implemented a self-timedstor@rconnection network
with one-of-five encoding. The implementation of aesign will be described in the

next chapter.
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Chapter 3. Thedesign of the self-timed torus

network with one-of-five encoding

In chapter 1, we have discussed how to improverttezconnect performance.
Obviously, the data-path and interconnect methdldaffect the throughput. Thus, we
will redesign a 4-ary self-timed torus interconm@ctnetwork with one-of-five data
encoding. The transmission method of flits in tlecket is the same as the torus
routing chip (TRC), cut-through routing. Howevdre tdata encoding is different from
that of original TRC.

The next two sections will illustrate the systend @fl logic designs of the torus

interconnection network with one-of-five encoding.

3.1.The System Design

The torus interconnection network was represemtexghapter 2. The overview of
system design including the processors (dotted)iteking in each node of the torus

network is shown in Figure 3.1.

D NO D NI D N3
(0,0) (0,1) (0,2) (0,3)

o
Z
oo}
o
Z
o
o
Z
S
IU
- Z -
[T L L] .|

D N12 D N13 D N 14 D N15

Figure 3.1 The overview of the torus network
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An example of a packet transmission flow is shaakigure 3.2. If the packetO
should be sent from PO to P14, the transition fiewhown as the gray line. First, the
packetO from PO is sent to the linking node D_N@J #then D_NO extracts the relative
address and send the packet to the correct ouitmeindion. Thus, the packet flow is
D_NO> D_N1-> D_N2-> D_N6-> D_N10> D_N14. When it arrives its destination,
the node D-N14, it sends the data of packetO tartteeconnect processor P14. The

transmission flow is completed.

D _NO | D N1 | D N2 D N3 j
(0,0)| (0,1)| (0.2) (0.3)

PO

D N4 || DN5 || D N6 || D_N7
(1.0) 1 (1.1 1 (1.2) 1 (1.3)
DN8 | | DN9 || D_NI0 | | D_NI11 Jj
(2.0) (2.1) (2.2) (2.3)
D NI2 | | D NI3 | | D N4 | | D_NI5 #j
(3.0) (3.1) (3.2) (3.3)

i

Figure 3.2 Example of the packet flow

P14

In the thesis, we implement a 4-ary 2-cube, a 4 bymmetrical mesh. To match

up the one-of-five data encoding, a flit in ourideds 5-bits.
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The packet format is shown in Figure 3.3. A padiegins with two 5-bits
address. The location of the destination nodenspased of a 5-bit relative X address
and a 5-bit relative Y address. The data of th&etaillows after the address. Then,

the packet is terminated by a tail EOP (end-of-pgck

X Y DO D] A Dn EOP
N )\l 2 )
Y P €
relative address data tail

Figure 3.3 Packet format

According to the packet format, our system follavs routing flow represented
below:

Step 1 extracts x and y addresses

Step 2 constructs the correct path connection accordirtbe addresses

Step 3 transmit the data through the selected path th@iEOP flit is detected

Our design uses a delay-insensitive data encathingbined with a four-phase
(return-to-zero) signaling protocol. The connecteamsists of one acknowledgement
wire and five forward-going wires. Table 2 showsstbne-of-five data encoding
where only one wire in a group is allowed to sigdala at any one time (known as
one-hot encoding). During normal data transmisswre of the wires (w3, w2, wl,
w0) transmission two valid data bits per cycle. Tdmd-of-packet (EOP) signal
separates consecutive data transfer. This datademcaequires only a simple

five-input OR gate to detect valid data at the inezre
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Table 2. One-of-five data encoding

EOP signal w3 w2 wl wO Infor mation
0 0 0 0 0 Idle state
0 0 0 0 1 Two-bit data value 00
0 0 0 1 0 Two-bit data value 01
0 0 1 0 0 Two-bit data value 10
0 0 0 0 Two-bit data value 11
1 0 0 0 0 End of packet

3.2.The Logic Designs

The proposed architectural overview is shown irufég3.1. The design of each
node will be introduced here. The inner block damgrof a node is shown in Figure
3.4. It consists of three input router blocks, ata switch with arbiters, and three
output pipeline latches. There are also two subersuin X and P router modules
separately. In addition, the pipeline latches aeduto replace buffers in the output
channels.

The router is responsible for selecting the correate. When a packet header
arrives, the router selects the correct output wblnadjusts the header by
decrementing and sometimes stripping the flit, Hrah passes all flits to the switch

until the EOP is detected.
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Figure 3.4 Theblock diagram of D_N

The detailed sub-modules of D_N are shown in FigBi® The data from
X-dimension can be transmitted to any output chiamosvever, the addresses of data
from the processor must be detected to preverddbe sent back to itself. Thus, both
the module Router X and Router P uses two sub4®ubeselect the correct output
channels. When the data arrive, the router wiledrine the next state, select the

appropriate output channel, and manipulate thesotifit.

The switch performs switching and arbitration wétbiters. An arbiter (tree)
uses two or three input interlock (mutual-excluyiefement in each output channel;
hence only one input channel can use the outputnehalf inputs are received

simultaneously, the interlock will decide which daagranted first.

After arbitration, some stage pipeline latcheswased to replace buffers to store
the output data in every output channel. Some logisigns are similar to the DI
one-of-four data encoding modules proposed indé¢h as pipeline latch, merge and

select.
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Figure 3.5 The detailed sub-modulesof D_N

The finite state machine (FSM) of D_N is shown igufe 3.6. There are three
parallel input dimensions, X, Y and P. If differgrdckets to the node are sent to all
three input channels, the data can be processpéeategly. First, each router extracts
the X or Y addresses and decides whether decrestaptpr pass. Then, it selects the
correct output channel to send data. If it winsaHater to use the output channel, the
data will be transmitted to the selected outpuélme latches. Otherwise, it must wait

until it wins the arbitration.
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Figure3.6 The FSM of D_N

3.2.1 The Router

The router module is shown in Figure 3.7. It inésdthree sub-modules,
Set_Dec, Decrement, and Route control. When afflpacket arrives, the Set_Dec
module must decide the current state and the dufiitewhether to strip, decrement,
or pass. According the current state, the decremegtdecrease or bypass the current

flit. The state and corresponding behavior is showhable 3.
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Figure 3.7 A Router

After the operation, the flit is latched in the (@raents and waits the correct
output channel from the route control. The routatm checks the first flit. If the
first flit data values is not ‘00’; it means thaetpacket has not yet arrived the correct
destination in the current dimension. The packdt e transmitted to the same

dimension continuously; otherwise, the dimensiolhlvé changed.

When the flit is transmitted to the correct dimensby passing through the
C-elements, the OR gate detects valid data andsstedick signal to the sender.
While the sender receivers thek signal, it will change the flit to the null staaad
wait the ack signal pull down. Then, the sender continuouslydsethe next flits

following the above-mentioned step until the EQP fl
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Table 3. The corresponding behavior of the current state

Current state

Behavior

00 Clear or latch
01 Decrement (shift)
10 Pass

11 x (don’t use)

The Set_Dec module is implemented as a finite statichine. The initial state is
idle ‘00’. When the first flit is arrived, the camt state is set to ‘01’ and it means that
the decrement module decreases the current fliclwis represented address value.
Then the next state will be latched in the C-elesiemtil the flit returns to zero.
When the next flit arrives, the next state willassigned to the current state, and will
set to be ‘10, the decrement will pass the flitiudetect the EOP flit. The Set_Dec
will be reset. The truth table of the states ande®ignal (OR the flit bitsv3 to w0

represent the data information) is shown in Tabléndaddition, the corresponding

circuit is shown in Figure 3.8.

Table 4. Thetruth table of the route signal, state and next state

route state (s[1] s[0]) next state (n[1] n[0])
0 00 00
0 01 10
0 10 10
1 00 01
1 01 10
1 10 10
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Figure 3.8 Set Dec

After the operation of Set_Dec, the decrement reodses th@&ecsignal (2-bits)
to process the flit whether decrement or pass @srsin Figure 3.9. Note that tlikec
signals will be reset before the flit return to@efhe asymmetric 3-input C-element

is shown in Figure 3.10(a) with its transistor llewe(b).

< data_or
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EOP @ D[4]
w3 #__B D[3]

w2 ————— PeTl)
‘ 1> D[2]

wi ——T=—0C

w0 —Li
‘ > D[1]

11 —
) > D[0]

1 C

dec[0]
dec[1]

Figure 3.9 Decrement
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(a) (b)
Figure 3.10 (a) 3-input asymmetric C-element (b) transistor level

As shown in Figure 3.10, it is a 3-input asymneettelement. If we are sure
that the c signal is always pulled down before hibina andb signals are pulled
down, then the down signal of inpat can be ignored. Thus, the asymmetric
C-element can save a transistor and increaseritigt@peed.

The Route control module shown in Figure 3.11 wle the first flit data
information to select the output dimension. Theewifromw3 to wl are ORed
generate the signabute x It means that the information of the encoded dataot
zero. Theroute_ysignal is thew0 wire; its information of the encoded data is ‘00’.
The two signals can be used to decide the cortgptibdimension. After determining
the correct output dimension, the C-elements hwddselect control signatx andsy
until the EOP flit of packet is detected. The Cradmts in Figure 3.7 latch the flit and
pass it to the correct dimension by the contrahaigxor sy.

While the modules detects theopxysignal from outside, and it means the EOP
flit is transmitted to the correct dimension, ttika route control module will reset the

control signal to wait the next new packet.
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3.2.2 The Arbiter ( Tree) and merge

The Arbiter or Arbiter tree modules uses the muemdlusion circuit to make
sure that only one input channel at one time cantlis output channel. The mutual
exclusion (MUTEX) circuit is shown in Figure 3.12Acathe arbitrated Call Block
[2][4][5] is shown in Figure 3.13.

The MUTEX circuit can allow only onack signal to be pulled up. If thkR1 and
R2are pulled up at the same time, the MUTEX cireuiit keep theAl andA2 signals

low until metastability is resolved.

A2
R1 ‘ v1 J

A I e
R

R2 J V2 J7

A1

Figure 3.12 Mutual exclusion (MUTEX) circuit



notel.Metastability is the state of a non-equilibriumadtenic state to persist for a
long period of time. The asynchronous circuit cavpié this situation

efficiently.

The arbitrated call block id designed as showRigure 3.13 with the MUTEX
circuit. If only one request from one of two inpaltannels is produced, the Arbitrated
Call Block is granted immediately, and if two armoguced simultaneously it will
decide which to grant first. The Arbitrated CalloBk can deal with two input
requests. Thus, the arbiter uses the Arbitrated Blatk to allow only one input
channel flit to be transmitted shown in Figure 3.lt4also uses the C-elements in
front of the MUTEX to latch the occupied dimensihich wins the MUTEX and
reset until detects the EOP. After the arbitratie, use OR gate to merge the flits
that may come from two input channels to one outthannel. We also use the

C-elements to latch the data until the receiveeasly.
Grant1 Request1 Request2 = Grant2
MUTEX

I

Grant Request

Figure 3.13 Arbitrated Call Block
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Figure 3.14 An arbiter ussing MUTEX and merge

Figure 3.15 shows the arbitrati

on tree implementdtth some arbitrated call

blocks. A method was proposed in [4][5] to solvenmanitiator requests and allow

the bus-bandwidth to be apportioned

as required.d@sign was shown in Figure 3.5,

the data of y-dimension output channel may comenfup to two input dimension

channels. Thus, the arbiter module

arbiter tree to switch and arbitrate.

in the y-din@msvill use the technique with
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3.2.3 The pipdlinelatch

After arbitration and merge, only one input dimenscan use the output channel.

Then, there are some stages pipeline latches ferltbe flits behind the merge from

the output channel. While the receiver gets the fiitl it will pull down the ack

signal. Then, the flit buffered in the pipelinecla¢s waits until it can be transmitted to

the output channel. The two stage pipeline latdh@wyn in Figure 3.16.

Pipeline Latch Pipeline Latch
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EOP
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— w2

1wl

in[0]——1——

M w0

Lo floLlo) o)
el hlojdohle)

ack

A

in_ack—n

A

Figure 3.16 Pipeline latch
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Chapter 4. Experiment results

In chapter 3, we describe the all logic designiin€tional blocks in our system.
We use the Verilog HDL to build our system and ¢art the whole system with
above mentioned sub-modules in chapter 3.

We implemented our self-timed torus interconnectivetwork with 1-of-5
encoding in gate-level. The design was synthesareddsimulated with the TSMC130
nm library. The simulator used is Modelsim 6.0.

The Modelsim software is used to verify the comest of our system. In order
to verify the correctness, we give the variablegtarof flits in each packet to every
processor at the same time. Each processor sem#sdhfour packets; total count of
packets is 100. Figure 4.1 shows the wave forrh@fithole system simulation. In the

experiment, we verify the results of all flits ofigkets transmitting to the correct

destination processor.
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Figure 4.1 System simulation
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4.1.Performance

There are 100 packets in our experiment transmifttad 16 processors in the
network. Each processor sends 3 or 4 packets waitldlom length of data and
transmits packets to the random destinations. Tdesition paths of all packets are
not fixed which may be the shortest path, oneherldongest path, six. According to
the experiment results, the start time of the ttemmsof the first flit sent from random
processor to our system is 134.86 ns, and theiereddf the transition of the latest flit
sent from our system to the random processor i9.77@s. The all transition time of
all 100 packets is 1565.84 ns. Thus, as the reduttalculate our system should

operate at 63.9MHz.

4.2.Area

The area and gate count of the sub-modules anch@lgeng TRC are shown in
Table 5. Our torus network only includes the inb&rtection network area, without
the processors. Because the Router module inclsoi®& sub-modules and several
C-elements, its area is larger. The circuit of #ggbiTree module uses many gates to
insure and determine that the circuit can allowyomhe input channel to use the
output channel. Moreover, our network uses sestagles of Pipeline latch to buffer
the flits by C-elements, it results in the are®gfeline latch module is larger.

Table 5. The area and gate count of the modules

module area (i nv) gate count
Router 1275 250
Arbiter/Tree 683/1193 134/234
Merge 290 57
Pipeline latch 7619 1494
wdthou proceseors) 543048 106480
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Chapter 5. Conclusions and futurework

In this thesis, we implement an asynchronous, tsakd interconnection
network with torus topology. Our system uses thétleough routing and the
one-of-five DI encoding that can improve the intansect performance efficiently.
Moreover, we use the asynchronous circuits to sthiggroblems that may arise with
the global clock. Therefore, the torus topologywwek has very good scalability, it
can suffice the demands of SoC interconnect inorghs

There are some important reasons using a torusonett implement our
interconnect network. First, the torus is easieimiplement. If the number of the
interconnected processors increases, the toruorietan be easily extended. Second,
the torus distributes loads to the communicaticanclels more.

Unfortunately, there is a problem in our desige, deadlock. Our torus network
uses cut-through routing; it will occupy one chdrundil the transmission is finished.
In order to increase the throughput, the problerhaslly to avoid. However, this
problem must be resolved. There are some metha@isc#m be adopted. First, the
virtual channels can be implemented with our deskldowever, the technique has
some constraints, such as limited packets sizeadittlle higher cost. Second, we can
add the control signals in each row and columnrévgnt the deadlock. Although the
method can solve the deadlock problem, the perfocenanay decrease obviously.

In the experiment, the simulation result of ourf-tehed interconnection
network is proved and the performance is 63.9 MMe.use a new encoding method,
1-of-5 encoding, to design the asynchronous tontsrgonnection network. In the
future, the technique can be used in the globahaswpnous local synchronous
(GALS) system to resolve the communication probleshween many synchronous

modules which each has own clock rate.
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