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Student: Hui-Chun Wang Advisor: Dr. Shian-Shyong Tseng
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National Chiao Tung University

ABSTRACT

Social science researchers use an appropriate research method in order to
describe, explore and understand social life in a specific problem. The selection
strategy may be different because the importance of each feature in various
research methods is different. If the apprentices select an inappropriate research
method, the research results will be useless. It needs experience to determine
which features can dominate the method selection, but it is difficult for the
apprentices to understand. Therefore, how to select an appropriate research
method from the specific problem is an important and difficult issue in social
science research. As far as we know, there is less study about research method
selection assistance; so we want to assist the apprentices to find appropriate
research method according to their intentions. In this thesis, we propose the
Modified Repertory Grid Based Intention Finding Approach (MRGBIFA), which
IS to acquire apprentices' intentions; and the Intelligent Social Science Research
Methods Selection Assistant (ISSRMSA) is to discover apprentices'
misconceptions and give proper assistance according to diverse misconceptions.
Experimental results show that our ISSRMSA is useful for the apprentices to
select research methods. In the near future, the ISSRMSA could be extended to
plan apprentices' experiment design, verify the validation of their experiment
design, and guide them to choose appropriate Statistical Tests.

Keyword: Intention Finding, Modified Repertory Grid, Social Science
Research Methods
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CHAPTER 1 INTRODUCTION

Social science research including social policy, human geography, political
science, social anthropology and education is based on logic and empirical
observations, and social science researchers should use an appropriate research
method in order to describe, explore and understand social life in a specific
problem. A research method consists of the data collection through observation
and experimentation, and the hypotheses verification by formulating and testing
[2].

The apprentices must be familiar with the specific research method before
they verify the inquiry. If the apprentices select an inappropriate research method,
the research results will be useless because different research methods are suitable
to some limited hypotheses. However, the selection strategy may be different
according to operational definitions even under the same hypotheses. Besides,
research methods possess a lot of features. The research method selection strategy
is complicated because the importance of each feature in various research methods
is different. It needs experience to determine which features can dominate the
method selection, but it is difficult for the apprentices to understand. Hence, how
to select an appropriate research method from the specific problem is an important
and difficult issue in social science research.

However, traditional social science research learning focuses on the process
learning of research methods. The apprentices are still difficult to select the

appropriate research method without enough experience. Moreover, experience



rule depends on how apprentices' hypotheses are defined, and it is difficult to
transform these rules into standard procedure to instruct the apprentices. In this
thesis, we hope to assist the apprentices to select the appropriate research method
according to their intentions and let them gain the experience of research method
selection from the selecting process. Hence, our idea is to use the interview
approach to acquire apprentices' intentions and assist them step by step.

For assistance, we have to elicit the expertise in advance. The expertise of
social science research methods selection can be reduced to a classification
problem, which finds the significant features in accordance with the
comprehension of research methods. Hence, we apply the repertory grid, which
was devised by G. A. kelly [3], to represent the knowledge since the repertory grid
is an interview technique and can be used as a method to solve the classification
problem in the knowledge acquisition. However, our purpose is to acquire
apprentices' intentions; we propose the Modified Repertory Grid Based
Intention Finding Approach (MRGBIFA), which is a dialogue mechanism
based on the expertise. The difference between modified repertory grid and
original repertory grid is that the former whose attributes are chosen by the
apprentices and the goal is to find out apprentices' intentions; the latter whose
attributes are given by experts and the goal is to acquire the expertise.

Eventually, our proposed Intelligent Social Science Research Methods
Selection Assistant (ISSRMSA) is to discover apprentices’ misconceptions and
give proper assistance according to diverse misconceptions. For revealing the

misconception, we construct the partial grid according to three candidate research



methods and selected attribute to find out the partial learning status from the
apprentices, and then compare the difference between the apprentices' and the
expert's grid. Finally, in accordance with various misconceptions we give
apprentices the proper help and guiding approach.

The organization of this thesis is as follows. In Chapter 2, we introduce some
preliminaries about the techniques used in the system. The MRGBIFA we propose
is introduced in Chapter 3. Chapter 4 shows the overall system architecture of the
ISSRMSA and describes the system in detail. The implementation and
experimentation of ISSRMSA is discussed in Chapter 5. At the end, concluding

remarks are given in Chapter 6.



CHAPTER 2 PRELIMINARIES

As far as we know, there is less study about research method selection
assistance. Hence, some related background knowledge and techniques we used in

the system will be introduced in this chapter.

2.1 SOCIAL SCIENCE RESEARCH PROCESS

In the research process, the apprentices need to have the hypotheses in
advance, and then select a research method according to the properties of the
hypotheses. Hence, we want to find out the properties of the hypotheses and the
misconceptions from the apprentices in the intention finding process, and then
assist them to select an appropriate research method. For providing assistance, we
have to understand the elements of research and find out the misconceptions from
each element. We regard this research process, which is proposed by Earl Babbie
[1], as our criteria of intention finding process. Figure 1 shows the entire research
process including formulating research questions, operational definition, choice of
research method, sampling, measurement, research design, data analysis, and

writing the research paper [6][7].
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Figure 1: The research process

We may divide the research process into three parts: the upper section is the
dynamic process, which varies from different research issues; the middle section
is the transformation from the dynamic process to the static process, which
represents the issues in more detail; the lower section is the static process, which
is a standard procedure of research doing. Hence, we observe that research
method selection approach is decided by apprentices’ ideas and operational
definition of hypotheses from the research process. In this thesis, our intention
finding process mainly focuses on the middle and lower section of research

process.

2.2 TRADITIONAL SOCIAL SCIENCE RESEARCH METHOD
LEARNING

The knowledge of research method can be learned by lectures, case study, or



learning by doing. Lecture gives lessons about basic concepts to the apprentices,
but the concept may be too abstract to apply in real experiment [1]. Case study is
to consult relevant books, such as imitating related research methods to design the
whole experiment. However, these imitating learning approaches will lead to that
the apprentices can only use known solution to solve every research problem [1].
In learning by doing, the apprentices can be inspired to obtain a deeper knowledge
of the subjects they're studying, but experience rule is difficult to transform these
rules into standard procedure to instruct the apprentices for the teachers. Generally
speaking, the apprentices usually lack experiences for selecting research method.
Even though the apprentices determine the method by known features, they may
be stumble in selecting an appropriate research method. Because the research
methods have a huge number of features, and some implications of the features
are difficult to determine by the apprentices. In summary, how to help the
apprentices who have little selecting experience to find appropriate research

method is an important issue.

2.3 KNOWLEDGE ACQUISITION

For giving proper assistance, we require apprentices' misconception based on
the domain expertise. Firstly, we have to acquire the domain expertise. The

followings are two knowledge acquisition tools to acquire the expertise.



2.3.1 REPERTORY GRID

The Repertory Grid was devised by George Kelly [3] and is based on his
Personal Constructs theory of personality which posits that individuals interpret
the world in terms of their own personal set of constructs to distinguish between
similar and different elements in the world. It is an interviewing technique for
identifying the ways that a person explains his or her experiences.

In a repertory grid, a set of elements is listed across the top of the grid to
represent the objects to be classified. Various combinations of three elements are
then presented to the expert, and the question “Think of an important trait which
make two of the elements different from the third” is asked. The trait given by the
expert is listed on the left hand side of the grid, and its opposite is listed on the
right hand side. Each pair of a trait and its opposite is called a construct. After the
set of constructs is ready, the expert is asked to fill the grid with ratings. A 5-scale
rating mechanism is usually used in filling the grid.

Example 1: An example of repertory grid

Take Figure 2 as an example, we elicit the elements, which include Coffee A,
Coffee B, Coffee C and Coffee D, from the expert. And then we elicit constructs
from the expert. Each time three elements are chosen to ask experts for a construct
to distinguish one element from the other two. If the traits Bitter, Cold, Light,
Strong and their opposites Sweet, Hot, Dark, Weak are given by the expert.
Finally, we let the expert rate each entry of the grid. The values range from 5 to 1,

where 5 means that the element is very likely to have the trait of the right hand



side and 1 means that the element is very likely to have the trait of the left hand
side. If the expert thinks that Coffee B is neither too bitter nor too sweet, it might

get a 3 on the Bitter-Sweet line.

Coffee A CoffeeB CoffeeC CoffeeD

Bitter 5 3 2 1 Sweet

Cold 4 4 5 4 Hot

Light 2 4 3 5 Dark
Strong 1 3 2 4 Weak

Figure 2: An example of repertory grid

The repertory grid can represent the expertise, but it cannot explain the
embedded meanings whose importance of each feature in various research

methods.

2.3.2 EMCUD (EMBEDDED MEANING CAPTURING UNDER
UNCERTAINTY DECIDING)

EMCUD, devised by Hwang and Tseng [8][9], is a new Repertory
Grid-based knowledge acquisition methodology to elicit the embedded meanings
of knowledge. In EMCUD, the multi-type representation is used instead of pure
Boolean values. The Attribute-Ordering Table (AOT), which is used to record the
importance of each attribute to each object, is employed to capture the embedded
meanings of the resulting grids. The value of each AOT entry may be labeled "X,

‘D’ or an integer number. 'X' means that the attribute has no relationship with the



object. 'D' means that the attribute dominates the object. An integer number means
that the attribute does not dominate the object but is of some degree of importance
relative to other attributes.
Example 2: An example of EMCUD and AOT

The construction of EMCUD is similar to original repertory grid, and the
construction of AOT is that each EMCUD|[Object, attribute] entry will be
transformed into a question to ask experts filling out each AOT[Obiject, attribute]
entry. An example of construct an AOT is shown as follows:
EMCUD: If A; is not equal to any element of {9, 10, 12}, is it possible for Obj; to
be implied?
Expert: No.
The answer means that A; dominates Obj;, and hence AOT[Obj;, A;] = 'D'". The

whole EMCUD and AOT are shown in Figure 3.

Objl Obj2 Obj3 Obj4 Obj3
A 9101232 202 (131612 172 3.2

A, YES.1 NO.2 YES.1 YES2  NO.2
A, X X 432 212 6.0.2

Obj, Obj, Obj, Obj,  Obj.

A, D D 2 1 D
A, 1 1 1 D D
A, X X D 1 D

Figure 3 : An example of EMCUD and AOT

EMCUD can be used to construct a rule based expert system which infers the

conclusion from the information.



CHAPTER 3 MODIFIED REPERTORY GRID BASED
INTENTION FINDING APPROACH

As mentioned above, how to select an appropriate research method is an
important and difficult step, so we want to assist the apprentices to select the
appropriate research method according to their intentions. We need to acquire the
expertise before providing assistance. However, the expertise of research method
selection includes the importance of each feature in various research methods. We
use EMCUD to acquire the expertise of social science research methods selection.
In order to acquire apprentices' intentions immediately, the Modified Repertory
Grid Based Intention Finding Approach (MRGBIFA) is proposed. MRGBIFA
is a dialogue mechanism that is based on the expertise of research method
selection to obtain apprentices' intentions. There are three steps in the intention
finding process including System List Candidate Objects, Apprentices Select
Distinguishable Attribute and Apprentices Determine Candidate Objects' Attribute.
In the first step, three candidate objects and the entire attributes are listed each
time. In the second step, the MRGBIFA is used to ask the apprentices to select an
attribute, which can judge whether these objects are appropriate for the
hypotheses, to acquire apprentices' intentions. In the third step, we have to find
out their misconceptions in order to provide assistance. The intention finding
process is not discontinued until the apprentices have distinguished the entire
objects. Finally, the appropriate research method and explanation are listed to the

apprentices. The detailed discussion about the MRGBIFA is described in the

10
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following sections.

3.1 KNOWLEDGE TRANSFORMATION

The expertise of research method selection has two parts including: research
method selection knowledge, which is the knowledge to understand how to select
the appropriate research method from features, and research method feature
knowledge, which is the knowledge to understand the value of features. Therefore,
in order to acquire the knowledge we apply a hierarchical repertory grid which is
composed of two levels: the upper level is research method selection knowledge,
and the lower level is research method feature knowledge. Figure 4 represents
hierarchical repertory grid of research method. In the left grid of Figure 4, objects
indicate research methods, attributes are used to distinguish the research methods,
and each attribute to each object produces the corresponding value, which
contains different amount according to diverse attributes. Data types of values are
divided into three kinds: integer, symbolic type, and computation type, which is
symbolic type and can be transformed into integer. But the values of each attribute
are not acquirable, so an acquisition process is started and the object part becomes

the values of each attribute as shown in the right grid of Figure 4.
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AOT of research method is shown in Figure 5. Objects and attributes are
the same as the left grid of Figure 4. Each attribute to each object produces the
corresponding value, which contains only one and is the importance of each

feature in various research methods.

10T EEWE BRWE WSS WETR

AR 1 X D 1
WIRaEt D 1 1 2

Hz 2 1 2 D
ZMERR 2 D 1 1

Figure 5: AOT of research method

3.2 INTENTION FINDING PROCESS

For assisting the apprentices to select the appropriate research method, their

intentions need to be acquired. In order to iteratively obtain their intention, a spiral
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model [10] is adopted to design the process, which contains 3 steps: System List
Candidate Objects, Apprentices Select Distinguishable Attribute and Apprentices
Determine Candidate Objects' Attribute as shown in Figure 6. A MRGBIFA
(MRGBIFDAIQ) is proposed to interact with the apprentices to acquire their
intentions based on the spiral model. The original spiral model is a system
development method (SDM) used in information technology (IT). These phases
iteratively go through in order to eliminate all the problems. The progress of
original spiral mode is to finish tasks incrementally to approach the final goal, but
our reverse spiral model is gathering more apprentices' intentions and discarding
the inappropriate research method to find out the most appropriate one. Every
round of the MRGBIFDAIg deals with extracting the appropriate research

method.

System Lists
Candidate
Objects

Apprentices
Select
Distinguishable
Attribute

Apprentices
Determine Candidate
Objects' Attribute

Figure 6: Reverse spiral model for intention finding process

In the intention finding process, we classify the apprentices' behaviors into
three statuses: object misconception, attribute misconception and wrong answer.

Object misconception means that the apprentice is not familiar with the research
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method. Attribute misconception means that the apprentice does not understand
the feature of research method. Wrong answer means that the apprentice's value is
not as same as the expert's. The MRGBIFA Dialogue Algorithm is shown in

Algorithm 1.

Algorithm 1 MRGBIFA Dialogue Algorithm

Algorithm 1 : MRGBIFA Dialogue Algorithm (MRGBIFDAIQ)

Symbol Definition :

AtrributeSet: a set of all attributes.

IntentionSet: a set of intention.

MethodSet: a set of research methods which have not been discriminated.

LSSet: a set of learning status < {"object misconception”, "attribute
misconception™, "wrong answer"}.

IFQ: intention finding question is used to acquire the intention

TQ: test question is used to find out the misconception

Input : EMCUD, apprentices' answers

Output : The appropriate research method

Stepl: (Initialization) IntentionSet =y
Step2: System Lists Candidate Objects

Step2.1: Three research methods are chosen from MethodSet.

Step2.2: Candidate Objects are regarded as the subject, like the sentence
"R 2@ o A Candidate Objects £ A1/ 12
and AtrributeSet are regarded as the choices in IFQ.

Step3: Apprentices Select Distinguishable Attribute

Step3.1: The apprentices select an attribute from AtrributeSet in IFQ.

Step3.2:  Apprentices' answers which include their intentions are fetched.

Step3.3:  Evaluate apprentices' answers to get LSSet.

Step3.3: If "attribute has misconception™ € LSSet

Show warning message "/ 7 e/ /7% 14 1 57 P2

Step3.4:  The answers are added to IntentionSet.

Step4: Apprentices Determine Candidate Objects’ Attribute
Step4.1: If "object has misconception” € LSSet
Decrease the values of selected attribute in TQ.

Step4.2: Candidate Objects are regarded as the subject and the values of
selected attribute is regarded as the choices in TQ.

Step4.3:  Apprentices respond the value of selected attribute in TQ, like the
sentence "Candidate Object /77 selected attribute 4./7 /77 /4",

Step4.4:  Apprentices' answers which include their LS are fetched.

Step4.5: If "the value of attribute is wrong™ € LSSet
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Go to Step 3.
Step5: If [MethodSet] = 3
Go to Step 2.
Else
Terminate the process.
Step6: System Finds The Final Research Method
Return MethodSet.

MRGBIFDAIg, an iterative procedure, can be used to find out the
appropriate research method according to apprentices' intentions. Once all
research methods have been distinguished, this process will be terminated. First,
in the process "System List Candidate Objects" is used that three candidate
research methods are selected, which have not been discriminated, from research
method list and the entire attributes are displayed. Then, in the process
"Apprentices Select Distinguishable Attribute" indicates that the apprentices are
asked to select an attribute, which can judge their intention is similar to which
object. This step is different to original repertory grid, and the whole attributes are
provided in order to acquire their intentions of research method selection. After
the intentions are found out, the assistance strategy is produced according to
diverse misconceptions of everyone. In the process "Apprentices Determine
Candidate Objects' Attribute” is used that apprentices' misconceptions are
observed. The partial grid is generated according to three candidate research
methods and selected attribute, and the apprentices are requested to fill out the
grid in order to reveal their learning status. Then the assistant strategy is decided
by analyzing their learning status.

Figure 7 gives an overview of intention finding process. Firstly, we have to

request experts to apply repertory grid and AOT through EMCUD to present the



domain expertise. The MRGBIF Dialogue mechanism is used to generate some

questions based on the expertise and the apprentices are asked. The MRGBIF

Dialogue mechanism may carry out continuously. Finally, the appropriate

research method is found out according to apprentices' answer process.

2

Expert
v
EMCUD
v v
RG HEHR BRHAR . Aor AEAR ERHFE ..
WEARN KX IR L HARKN 1 X
i T D 1
A4

MRGBIFA Dialogue mechanism

System List
—» Candidate
Apprentices Objects

Apprentices
Select
Distinguishable
Attribute

Apprentices
Determine
Candidate

Objects' Attribute

r Final Research

System Find The

Method

_

Figure 7: An overview of intention finding process

Example 3: An example of intention finding process

16

Here we illustrate the architecture in more detail by showing an example of

MRGBIFA. We assume that the repertory grid and AOT of social science research

methods have been acquired from experts. As shown in Figure 8, there are five

research methods and four attributes in the repertory grid and AOT.
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Figure 8: An example of repertory grid and AOT
The questions are produced to ask the apprentice. An example of these

questions based on the expertise is shown in Figure 9. Three research methods,
which are not distinguished by the apprentice, are listed and all the attributes in
the first step and the apprentice is asked to select an attribute, which can
distinguish the candidate objects by his intention. In the second step, the

apprentice selects the "4 = /|- " attribute and the "f[ 1524 " value. The answers

are viewed as his intention. In the third step, the partial grid is filled out by the

apprentice, and then some misconceptions with the "’ FL 77} object or the "5

A -]-" attribute are discovered by the MRGBIF.

Step 1:List Step 2:Select Step 3:Determine
Candidate Object List Distinguishable Attribute Candidate Objects’ Attribute

Q- AR QBRI T
SRR BRI S RE BRI Q:mESFPImEE ) )
BRHE - NEH T BHE - N ERFROEEA) OARE OBIA @ MEH
B EHRLL R EETEL R ABATEREAN OARE OFHE @M
8012 Bl Z BRFROEEA) OAKRE @PiEA OMEN

o= o4z

OEER O=mES

O A/ @A/

QMFERET OMRRE

Q : FE—ER
1B BE?

O/lvigk

Figure 9: An example of intention finding process



CHAPTER 4 INTELLIGENT SOCIAL SCIENCE
RESEARCH METHODS SELECTION ASSISTANT

As mentioned before, we want to assist the apprentices to find appropriate
research method according to their learning status. Therefore, the following two
issues should be solved: (1) how to determine apprentices' misconceptions from
the records of a knowledge acquisition process, (2) how to assist the apprentices
in selecting research method according to the misconceptions.

The idea for solving this problem is based on the MRGBIFA so that we
acquire apprentices' misconceptions in what respect from their intentions. There is
less study about research method selection assistance. Based upon this idea, the
Intelligent Social Science Research Methods Selection Assistant (ISSRMSA)
is proposed. Our approach is based on the experts' selection strategy of research
method. The steps of the ISSRMSA are described as follows: enumerating the
research method list, choosing the attributes and eliminating inappropriate
research methods. We apply this selection strategy to the apprentices, and then
observe their behaviors in selection process. Finally, we revise the ISSRMSA in
accordance with the feedback. The details of the ISSRMSA will be described in

Chapter 4.

4.1 SYSTEM ARCHITECTURE

18
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Figure 10 represents the system architecture in the ISSRMSA. The
components of the ISSRMSA are composed of Dialogue-Based Knowledge
Acquisition Interface and Rule-based Guiding Controller. The Dialogue-Based
Knowledge Acquisition Interface is to find apprentice's intentions. The detailed
discussion is mentioned above. The Rule-based Guiding Controller is to detect
apprentice's learning status and give proper help according to various learning
status. Learner Status Facts database and Path Database are generated from the
third step of MRGBIFA. Rule Base is constructed according to the possible
conditions from the apprentices in advance.

Dialogue-Based ]
EEH Intention o g Guiding

Finding
Apprentices Interface Controller

Learner

- Status

Facts

Path
Database

Inference Engine

Meta Rule
AttributeList Intention Misconception
Determination Evaluation Finding
Rule Class Rule Class Rule Class

Figure 10: System Architecture of ISSRMSA

Example 4. An example of ISSRMSA
Take Figure 9 as an example, when the apprentice enters our ISSRMSA, the

questions are generated to ask him, and then his intentions, which are the "5 74 *
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/| attribute and the "f[if5: 4" value, are discovered in the Dialogue-Based

Knowledge Acquisition Interface. His answer process and intention are
transformed to Rule-based Guiding Controller, which can compare the expert's
repertory grid to find out apprentice's misconceptions, and then the assistance
strategy is inferred to the apprentice from their misconceptions. We assume that

he has some misconceptions with the "£z 74 - -]-" attribute, so the hint is provided

to let the apprentices easily understand the attribute. The detailed discussion is

described in the following sections.

4.2 RULE-BASED GUIDING CONTROLLER

The questions which are generated by the MRGBIFA can find out not only
the apprentices' intention but also their learning status. Hence, their learning status
is found out in each step. Figure 11 indicates the system process of each step in

the ISSRMSA.



MRGBIF Dialogue mechanism

Step 1 : Attributelist Determination
y -

Inf Attri Li
Fetch Learner 3 n eIDrek:err::;I:tl:zi Ist 3 Show Candidate
Status Fact AttributelList
Rule Class

NG

Step 2 : Intention Evaluation

™ fer by Intenti

I .

Get Fetch Learner nier by n .en on Show warning &
Selected [ Status Fact > Evaluation > MRG Question
Attribute Rule Class

NG
St :_Miscon ion Findin,
Get Compare value Calculate Calculate \
User-given [ —ormPare valle g —> .
Value with expert’s grid Doubt Degree Certainty Factor
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Figure 11: System process of each step in the ISSRMSA
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The process "System List Candidate Objects" means that when three

candidate research methods are selected, they are observed whether there exists

any misconception in Learner Status Facts. If exists, the facts are transferred to the

inference engine and the assistance strategy is showed in the KA interface. For

example, the choices of the following questions will be decreased. Then, the

process "Apprentices Select Distinguishable Attribute” indicates that when the

apprentices select an attribute, the attribute is observed whether there exists any

misconception in Learner Status Facts. If exists, the fact is transferred to the

inference engine and the assistance strategy is showed in the KA interface. For

example, the warning will be showed up to demand that the apprentices should

select another attributes. The process "Apprentices Determine Candidate Objects'
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Attribute” means that when the apprentices fill out the partial grid according to
candidate objects, the grid are compared with expert's one. The doubt degrees of
each object and attribute are calculated according to the result of expert and
apprentices' repertory grid in order to find out the misconceptions. The certainty
factors of the candidate objects are computed according to the importance of AOT
in order to discard the inappropriate research methods. These calculating results
are transformed into facts. Then, the facts are stored to Learner Status Facts and
transferred to the inference engine. Finally, the assistance strategy is showed in
the KA interface. For example, a hint is provided for the apprentices when they

answered incorrectly and have misconception with the attribute.

4.2.1 USER STATUS FACTS

In the ISSRMSA, we induce the possible behaviors from the apprentices in
advance. For example, when the apprentices face the questions, they may not
understand the research methods or attributes, etc. Hence, the user status facts are
divided into three parts: (1) Facts of Misconception, (2) Facts of Current Answer,

(3) Fact of Research Method, and the facts are listed in Table 1.



23

Table 1: Type of user status facts

Fact Type

Facts of Object has misconception.

Misconception | Attribute has misconception.

Facts of Current | Apprentices respond right to the values.

Answer Apprentices respond wrong to the important values.

Apprentices respond wrong to the unimportant values.

Fact of Research | The research method is not appropriate.
Method

4.2.2 GUIDING RULE CLASSES

Based upon the different considerations of each step in the MRGBIFA, meta
rule is divided into three rule classes: Objects Rule Class, Attributes Rule Class
and Values Rule Class. Objects Rule Class checks the apprentices' learning status
of the candidate objects in the process "System List Candidate Objects". Attributes
Rule Class checks the apprentices' learning status of the attribute in the process
"Apprentices Select Distinguishable Attribute”. Values Rule Class checks the
apprentices' answer status of the values in the process "Apprentices Determine
Candidate Objects' Attribute". The partial rule classes are shown in Figure 12. For
example, the rules are as follows in the process "System List Candidate Objects":
RULE: Object is appropriate M~ (Object has misconception) — "RV ff
[

RULE: Object is appropriate (1 Object has misconception — "i’?ﬁ'pﬁﬁglé?

:—‘Ejll

=

RULE: ~(Object is appropriate) — "#SEH &4 5j #agpy Object”
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Figure 12: Partial rule classes
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4.3 SOCIAL SCIENCE RESEARCH METHODS
MISCONCEPTIONS FINDING

In order to give proper help, we acquire apprentices' learning status and find
out their misconceptions. The apprentices have their own understanding degree of
research method for each object and attribute. However, the apprentices still have
some misconceptions in fact. Doubt Degree is used to calculate the possibility of
misconception.

Formula 1: Doubt Degree

Doubt Degree = Weight candidate object, selected attribute) = T1rusty Rate + Old Doubt Degree, where
Weight(candidate object, selected attributey Means the corresponding value of selected
attribute to candidate object in AOT, Trusty Rate means the status of current
answer and Old Doubt Degree means the former doubt degree.

The value of Doubt Degree is positive or negative, when it is positive that
means the object or attribute has no misconception for the apprentices, else means
the object or attribute may has misconception. Moreover, we define the threshold
which is used to determine whether the misconception exists. If the value of
Doubt Degree is negative and greater than the threshold that means the object or
attribute has misconception exactly.

Definition 1: Weight gpject, selected attribute)
Weightobject, selected atributey = {D, 2, 1, X}
® D means that the attribute dominates the object, so we give a possibility

100%.
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® 2 means that the attribute does not dominate the object but it has some degree

of importance relative to other attributes, so we give a possibility 75%.

® 1 means that the attribute does not dominate the object but it has a little bit

degree of importance relative to other attributes, so we give a possibility

50%.

® X means that the attribute has no relationship with the object, so we give a

possibility 25%.

Definition 2: Trusty Rate

The status of current answer, in Table 2, consists of all problems correctly, two of

the problems correctly and missed one, one of the problems correctly and missed

two and all problems incorrectly.

Table 2: Trusty rate of answer status

Answer Status

Trusty Rate

all problems correctly

trusty rate of Attribute is +1
trusty rates of Objects are +1

two of the problems
correctly and missed
one

rusty rate of Attribute is +0.5
trusty rates of correct Objects are +1 and trusty rates
of incorrect Object is -1

one of the problems
correctly and missed
two

rusty rate of Attribute is -0.5
trusty rate of correct Object is +1 and trusty rates of
incorrect Objects are -0.75

all problems incorrectly

trusty rate of Attribute is -1
trusty rates of Objects are -0.25

4.4 RESEARCH
FACTOR

METHODS SELECTING CERTAINTY

For discarding inappropriate research methods, Certainty Factor is used to

calculate the possibility of research method.
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Formula 2: Certainty Factor (CF)

_ . * .. .
CF candidate object — We'th(candidate object, selected attribute) Value SImlIar|W(c.’=1ndidate object, selected attribute) + Old

CF candidate objects WNere Weight(candidate object, selected attribute) Means the corresponding
value of selected attribute to candidate object in AOT, Value Similarity(candidate
object, selected attribute) MeaNs the corresponding value of selected attribute to candidate
object in Repertory Grid and Old CF means the former certainty factor of
candidate object.

The value of Certainty Factor is positive or negative, when it is positive
means the candidate object is appropriate for the apprentices, else means the
candidate object may be inappropriate. Moreover, we define the threshold which
Is used to determine whether the candidate object is inappropriate. If the value of
Certainty Factor is negative and greater than the threshold that means the
candidate object is inappropriate exactly.

Definition 3: Value Similarity candidate object, selected attribute)
Value Similaritycandidate object, selected attribute) € {1, -0.5, -1}
® When the apprentices’ answer corresponds to the expert's, we assign the

value 1.
® \When the apprentices' answer does not correspond to the expert's but is kind

of similar in conceptual level, we assign the value -0.5.
® \When the apprentices’ answer is totally different with the expert's answer, we

assign the value -1.
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Example 5: An example of CF

RG AEHRE BRHE REHN

BAKN AR ER  REA A0T - EEWR REEMR RS
CF 0 1.25 2.5 BAKN 1 X D

Figure 13: An example of partial repertory grid

Take Figure 13 as an example, we assume that apprentices' intention is the "

4" value of the "4 -~ -] " attribute and the candidate objects are ﬁg‘[’lﬂf
F", "R and "PJ?ﬁ’;’?T’?". These candidate objects are calculated as
follows:

New CF sy =0.5* (-1) + 0=-0.5

New CF #mp =0.25*1+1.25=1.5

New CF /50 =1* (-0.5) + 2.5 =2

In the I?‘@‘[Wt object, Weightgusps, s~y is the value 1, we give a

possibility 50%; Value Similaritygsspe, #+-1) is the " 54" value and it totally
has no similarity between the apprentices' intention and the expert's grid, we

assign the value -1; Old CF = is the value 0. Hence, CF 7= is turned into the
value -0.5. We suppose that the Fﬂ%@,?ﬁﬁ% object may be inappropriate because

CF sy s negative.



CHAPTER 5 EXPERIMENTS

5.1 SYSTEM IMPLEMENTATION

In order to implement a MRGBIFA on web-based environment, some tools
are used to assist implementing.
® Dialogue-Based Intention Finding Interface

Microsoft Visual Studio 2005 ASP.NET with C# is used to construct the
interface. It provides very convenient tools and integrates well with database.
® Rule base and Inference Engine

DRAMA is used to construct rule base and inference engine in the system. It
contains useful tools, like rule verification tool, knowledge acquisition assistant
tool and the inference server.

At last, the following figures are some snapshots of the system. Firstly, the
system asks the apprentice to select an attribute, which can distinguish the
candidate objects by his intention (see the Figure 14(a)). Next, the system asks the
apprentice to choose a value from the selected attribute (see the Figure 14(b)), and
then let them fill out the partial grid according to candidate objects and selected
attribute (see the Figure 14(c)). In the intention finding process, the system will

infer the selected item and show the inference result in each step.
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Figure 14: The user view of the MRGBIFA

5.2 EXPERIMENT DESIGN AND RESULT

We want to evaluate the system whether the system can provide enough
assistants for the apprentices. We collect the satisfaction of the apprentices for
their comments about using the system to assist them. We invite 30 graduate
students who have learned research method from National Chiao Tung University.
Let these students use the system to assist them selecting research method. After

they finished their selection, they filled a satisfaction questionnaire. 5 questions
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are designed and Likert 5 scale is used to evaluate the degree of apprentices'
satisfaction, from very disagree (1) to very agree (5). The results of satisfaction

questionnaire survey are shown in Table 3.

Table 3: Results of satisfaction questionnaire survey

Question Satisfaction
Degree

Q1. This system can assist selecting research method 3.4

correctly.

Q2. This system can find out all intentions. 3.6

Q3. This system provides rich information to assist 4.0

selecting research method.

Q4. The assistance strategy is useful to select research 3.9

method.

Q5. I will use this system again in the future. 3.7

Q1 is the lowest points between the five questions which are evaluated. This
means our ISSRMSA needs to consider more factors when we calculate the
certainty factor. The results show that our ISSRMSA is useful for the apprentices
to select research method and gain rich information. Finally, some students hope
that our ISSRMSA can provide assistance about experiment design because the
assistance strategy is just used to select research methods but not for the

experiment design.



CHAPTER 6 CONCLUSIONS AND FUTURE WORKS

In this thesis, we want to assist the apprentices to select the appropriate
research method according to their intentions and let them gain the experience of
research method selection from the selecting process. Hence, we propose the
Modified Repertory Grid Based Intention Finding Approach (MRGBIFA), which
is a dialogue mechanism, to discover apprentices' intentions; and the Intelligent
Social Science Research Methods Selection Assistant (ISSRMSA) is to discover
apprentices’ misconceptions and give proper assistance according to diverse
misconceptions. There are three steps in the MRGBIFA including System List
Candidate Objects, Apprentices Select Distinguishable Attribute and Apprentices
Determine Candidate Objects' Attribute. In the first and second steps, our major
target is to find the intention. In the third step, our major target is to reveal the
misconception. We construct the partial grid based on repertory grid approach to
acquire the partial learning status from the apprentices, and then compare the
difference between the apprentices’ and the expert's grid. Finally, in accordance
with various misconceptions we give the proper help and guiding approach. The
MRGBIFA is not discontinued until the apprentices have distinguished the entire
objects. Finally, the appropriate research method and explanation are listed to the
apprentices. Experimental results show that our ISSRMSA is useful for the
apprentices to select research method and gain rich information.

In the near future, we will help apprentices to plan their experiment design

when we realize which research method is appropriate for apprentices. Moreover,
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we can verify the validation of the experiment design according to the intention
finding process to find out another misconception and immediately give proper
help. In addition, we can guide apprentices to choose appropriate Statistical Tests.

Eventually, we hope to achieve the goal that the whole study is more complete.
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