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ABSTRACT

Recently, several energy-efficient MAC:and routing protstaive been proposed foire-
less sensor networks (WSNs). Mast existing schemes require nodes to be synchronized in
time. However, synchronization is costly, especially inltifuop communication environ-
ments. Quorum systems have been-shown:to be able to suppeet-paving design in a
wireless and mobile environment without requiring time @dyonization. In this work, we
propose aguorum-based protocol to derive their wake-up schedules to support cootis
queries. We also propose a routing scheme to help nodes @yalpnthange their quorum
patterns to meet continuous queries’ traffic demands at feevgy costs. The contributions
of this work is three-fold. First, our design is a cross-laglesign covering MAC and routing
layers. While most existing protocols only address one afehayers, our work nicely tailor
MAC layer using quorum systems with routing layer to supporitinuous queries. Second,
we show how to coordinate quorums of multiple nodes in a ngupiath for energy conserva-
tion. A simple, inexpensivdpcal synchronization among nodes is proposed. Third, we show
how to adaptively support multiple quorums in a sensor notenit is passed by several
query routing paths; this can effectively meet continuouerggs’ traffic demands while keep

energy consumption low. Simulation results indicate thatstheme can effectively support



continuous queries at low energy cost.

Keywords: energy efficient, quorum, query, routing, wireless senstwark.
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Chapter 1

Introduction

The rapid progress of wireless communication and MEMS teldgy has madwvirel ess sen-

sor networ ks (WSNs) possible. AWSN normally consists of many inexpensive wggkensor
nodes. Each node is capable of collecting, storing, praogesivironmental information, and
communicating with neighbor nodes. Sensor nodes usuadlgl teeconfigure themselves au-
tomatically and support ad hocrouting. Recently, alot ofaesh works have been dedicated
to WSNs, such as routing and‘transport'protocols [3][8],-sadanizing schemes [12][20],
deployment [10] [15], localization [1][16]. /Applicatiorf WSNs include emergency guiding
[13][17], lighting control [18][19], and environmental miboring [21].

Since sensor nodes typically use batteries as their povpglies, power saving is an im-
portantissue in WSNs. Several energy-efficient MAC protebalve been proposed [6][24][25].
In SMAC [24], nodes periodically switch to sleep mode to sappow duty cycle operations.
Although this scheme is very energy efficient, it may incangmission delay. In PMAC [25],
sensors can adaptively determine their sleep schedulesisydering neighbor traffic patterns.
In RMAC [6], sensor nodes also periodically wake up and useaptriods to establish rout-
ing paths. Those that are located on the path need to stayive atode to transmit packets.
The others can go to sleep. RMAC can perform better than SMACPMAC in terms of
transmission delay. References [5][9][23] propose enefgient routing schemes. In GAF

[23], nodes are divided into fixed square grids. Sensorshvetween sleep mode and active

1



mode periodically. GAF guarantees that there is at leashode per grid in active mode to
exchange packets with nodes in neighboring grids. Spand&ptasely elects some nodes to
stay in active mode and serves as the network backbone. @bes periodically check with

backbone nodes to see if they need to wake up. Both [5] and [a$]imave some redundant
sensors to stay active. In TAP [9], redundant nodes can Indifidel when establishing routing

paths and can go to sleep mode to further conserve energycdAkhus induce less latency
by considering traffic flows. However, those schemes allirequodes to be synchronized in
time and synchronization is costly, especially in multprmmmmunication environments.

Query processing is a basic operation in WSNs. There are tpestpf queries. The
first one isone-shot query, where the sink only requests an instant report from one @ta s
of sensors regarding their readings.1The otheorginuous query, where periodical reports
from sensors are requested. Existing-query processingsW§ajk’] focus on aggregation of
multiple reports to reduce the-number of transmissions oketasizes. However, existing
works do not consider query processing. together.with theetyidg MAC protocol, which
address the energy conservation issue:-And little attehiis been paid to reducing the packet
end-to-end latency while preserving the energy savinglmatya In this work, we propose a
co-design of query processing together with an energyagaViAC protocol. Therefore, idle
listening of sensor nodes can be significantly reduced. @sigd also focuses on how to
reduce the query latencies and how to support multiple soatis queries simultaneously
from different sources to different sinks with differentérvals and different durations.

In our work, we adopt thguorum-based protocols [4][11][14][22] to derive the wake-up
schedules of sensor nodes. In distributed systems, a querarset of identities from which
one has to obtain permission to enter a critical section smenmutual exclusion. It is first
shown in [22] that it is possible to exploit the quorum cortdepdesign the wake-up patterns
of nodes without requiring them to synchronize their clocksthis work, we propose that

sensor nodes use a default quorum to schedule their wakedtgrns. In addition, #ocal



synchronization mechanism is designed to enforce nodes to have similar walgatterns as
their neighbors. This would allow nodes to have more chatwegchange packets and thus
can decrease query latencies. As a node is on the paths aplegjtery routes, we propose
a scheme to dynamically change its quorum satisfying thasei@s. We also design a cost
metric for query route discovery in terms of energy efficien€ quorums used by nodes on
a path. Simulation results indicate that our scheme carctefédy conserve energy while
keeping report latency short.

The rest of this paper is organized as follows. Prelimirsaaie given in Chapter 2. Chap-
ter 3 presents our algorithms. Performance evaluationgieea in Chapter 4. Finally, Chap-

ter 5 concludes this paper.



Chapter 2

Preliminaries

2.1 Quorum-Based Power Saving Protocols

Power-saving protocols for wireless networks require suemnodes’ wakeup patterns to have
some degree of overlapping. A typical approach is to symoheonodes’ clocks. Recently,
asynchronous protocols, which do not requiré nodes to sgnite their clocks, have been
proposed based on the concepgodrum{4][11][14][22]. Fig. 2.1 shows an example of a grid
quorum, which consists of; x nyeélements arranged in an array and a node can pick any
column plus any row of elements as its quorum. Each elemenbeaegarded as a time slot.
For each node, time axis is divided into time slots, which@agitioned into groups, each
of n; x ny slots. Each group is mapped to the array and whenever a qusrentountered,
the node has to stay awake. It has been shown that such a grdnguan ensure at least
some degree of overlapping between any two nodes eveniifdloeks are not synchronized.
The concept has been applied to IEEE 802.11-based ad hoorkgtwsupport power saving
mode [22]. In [4], it is shown that even if nodes use differamays as their grid quorums, the
overlapping property can still be guaranteed. Adaptivergombased MAC protocols have
been proposed in [14][25]. Nodes can adjust their quorum @ie. array size) according to

their traffic patterns.
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Figure 2.1: An example of grid quorum.

2.2 System Models

In this work, we will adopt the grid quorum system. A grid quor() is denoted by a 4-tuple
(n1,ne,1,7), which means that am; x n, array is used and theth row andj-th column are
picked as a quorum. Each sensor nodeay have a sef)’ of quorums to define its wakeup
pattern. More specifically, whenever a time slot is defineareactive slot by any grid quorum
Q € ", thenv has to stay awake in that slot: \\WWe assume that a time slot gsdanugh to
complete at least a few packets-exchange. A.sensor that dbesed to support any query
can keep only one quorum in its quorum-set to reduce its dutlecyA node that needs to
support multiple queries may need to keep multiple quorumitsiquorum set. This will be
clear in our protocol.

In this work, we consider continuous queries, which are éefias follows. each query
is denoted by a 5-tuples,,, s.., dur, int, len), wheres,, is the sink,s, is the data sourcejur
is the lifetime ofq, int is the maximal interval that, expects to receive a report frosm, and
len is the report packet length according to what kind of dataghek want to retrieve.

Given a WSN with multiple continuous queries coming and llegvour goal is to design
a protocol to dynamically adjust the quorum sets of sensdes®o meet the traffic demands

of these queries while maintain low duty cycles of nodes.



Chapter 3

The Proposed Scheme

When a sink node,, intends to subscribe continuous sensory data from a sowde s,

it will initiate a route discovery procedure by broadcagtaroute request (RREQ) packet
containing its query = (s,, s,, dur, iptjlen).”Aniintermediate node, on receiving the RREQ,
will process the packet and may:-further propagate the RREQItmaseur energy metric. The
source may receive several RREQs and-will choose the routetigtleast cost and unicast
aroute reply (RREP) packet to the sink. The“intermediate nodes on the path wilisadtheir
quorum set properly. Then the source can transmit senstayadaordingly.

Each sensor node in the network has one default quapym= (N, N, 1, 1) which in-
dicates initially lower duty cycle in its quorum set to guatee communication with other
nodes. For simplicity sensor nodes select the first row astddalumn as quorum slots, and
function according to their own quorum set. A node that néedsipport any task for query
will change the default quorurf),; to a proper quorund)’ in compliance with the query re-
quirements. Moreover, to facilitate the decision of all o quorums, we further define a set
of m prime numbers, labeled b? = {p1,D2, -, Pm}- The setP are used when deciding the
default quorun),; and the proper quorur®’ to ensure that the grid quorum can be used to
satisfy the interval requirement of the query. For examible value ofN could be chosen in
any combination of elements &f. N = a; X ay X --- X a;, where{ay, as, ..., a,} € P and

a1 < az < -+ < ;. Then the default duty cycle of nodes can be easily calodiasé™=N~".
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In addition, a simple, inexpensivigcal synchronization among nodes is proposed. This
procedure described in Section 3.4 can adjust nodes’ dugerum slot according to its
neighbors and their statuses in order to make nodes haveahanees to exchange packets
with neighbors. In normal times it make the broadcast operah quorum system more

efficiently and in query times it can decrease query reptehlaes.

3.1 Route Request

Assume that the application layer a sipk generates a query, = (s, s, dur,int). In
this work, s, determines a newint’, whereint’ < int, by utilizing the prime numbers
P= {p1, P2, ..., Dm }. The sinks,, first setsint,.,, = int and thers,, performs a integer factor-
ization algorithm to factorizeént,,..,..Afint,,.., 1shet factorable s, setsint, ., = int,ew — 1
and then tries to factorize the newt,.., again. Otherwises, can decide theént,.,. Note
that the above step is so designed to ensure that the gridiguzain be used to support the
interval requirement of the query. We*further restrict tlegvmeport interval can only be the
combinations of these prime numbers.'Because the quoruneh wie nodes on shared path
used need to support multiple interval requirements in tgordghm. This design can increase
the probability of sharing routing paths. Assume that,., = a; X as X --- X ai, where
{ai,as,...,a;} € Panda; < ay < --- < a;. Here,s, temporally estimates a duty cycle of

the relay nodes qf, as

ar X ag X +-+ X ap_1+ap—1

duty = (3.1)

ap X Qg X -+ X
This duty is used to estimate the cost upper bound that all nodes oftenggpath spend to
be active, which will be discussed later. After finishing ti®ove preparations, the sirk
broadcasts an RRE@Qdader, dur(qs) = dur, int(qs) = intpew, duty(qs) = duty, cost(qs) =
0, shared(qs) = 0), whereheader contains dynamic source routing informatiatast(q;)

is the cost ofy; (initial to zero), andshared(q,) is a flag to indicate if the routing path has

7



crossed with an existing route.

Assume that an intermediate nodesceives an RRE®éader, dur(q;), int(q;), duty(q;),
cost(q;), shared(q;)) of queryg;. Nodew first checks if it currently supports other query
sessions. If so, assuming that there is one grid quagym= (n},nk, i* %) in v's current

quorum set)”, v checks theshared(q;) flag and do the following steps.

1. If shared(q;) = 0, v firsts set a flagsghared’ = 1 and determines a variablet’ =
int(q;) — min{c} such thatint’ = m x n¥ x nk, wherec is a nonnegative integer and
m=1,1/2,1/3,...,2,3,.... Thenv factorizesint’ and computes theduty according to

Eq. (3.1).

2. If shared(q;) = 1 andint’ = m xmfxms, wherem = 1,1/2,1/3,...,2,3, ..., nodev

setsint’ = int(q;) andduty="duty(g)\

3. Otherwisep needs an extra grid quoru@. into-()* to supporty;, and then set&it’ =

int(q;) andduty= duty(q;).

Note that in Step 1y checks if it can support this new query session by shortethiagnterval
requirement recorded in the RREQ. In StepsRgred(q;) = 1 implies that the interval re-
guirement ofy; has modified by previous nodes s@an easily support this query only when
the modified requirement is the multiple of the sizehfor the size of), is multiple of the
modified requirement. However when there is an irreconlglabnflict in the interval require-
ment between queries,can not still serve multiple queries using the original quor Thus
step 3 ensure that the RREQ could be delivered reliably in magfid load as nodes function
according to more than one wakeup patterns. Absolutelpgusiore than one wakeup pat-
terns which means an increase in duty cycle and more enegjycthe worst case we want

fo see.



Next, v estimates the cost when supportipgo first calculates the packet cost as

packet_cost = (C, — Cactive) X datl:::ate X WI:ZS?W : (3.2)
whereC,..;... andC, are the energy cost of sensors when in active and transmissiole,
respectively. The packet cost represents the energy cqisumof relaying report packets of
this session. Then; further calculates the additional cost, which is the ene@ysumption

thatv changes its quorum size, according to following steps.

1. If v currently does not supports any session,

2N —
N2

additional cost = Cltive X (duty — 1) X dur(q;). (3.3)

2. If v currently supports other:sessions, there are two cases.

(a) If ¢;'s finish time is later than the last finish time thasupportsQ),. v checks if
int’ > n’f X n’Q“ If so,

D) urla) — 1), (34

additional cost = Clyipe X (duty —

where thet, is the needed time for to finish the last existing query session.

Otherwise,

- - 2
additional cost = Clive X (duty — N

) % (dur(g;) — to)+

nk +nk —1

k k
ny x ns

Cactive X (dU'ty - ) X tv- (35)

Fig. 3.1(a) shows an illustration of this cost calculation@deC'. There is already
a query sessiof,, and the remaining lifetime is. Eq. (3.4) is used when the new
query sessiop; could be fully supported bg);, in the time period,. and by in
the time periodiur(q;) — t., or nodeC' should updaté);, to ¢ in the time period

t. to support the two queries at the same time such as in Eq. (3.5)

9



Q)\o - | tc
@ qx

Y

qi qi
I dur(q:) i W .
" » Time » Time
existing session (qx) : t : t
F>C->B->E now now
new session (q;) :
D->C->B (a) (b)

Figure 3.1: Two cases are handled in Cost Estimation whenquattaps.

(b) If ¢;'s finish time isnot later than the last finish time ofs session. Againy checks

if int > n} x nk. If so, additional cost = 0. Otherwise,

k k

k k

additional _cost'= C,amexa(duty —
ny X n;

) X dur(g;). (3.6)

Fig. 3.1(b) shows anillustration of this cost calculati&u. (3.6) similarly shows
that nodeC' use )}, tosupport the‘two queries at the same time in the time pe-
riod int(g;). C would need nadditional cost if it could supportg; during query

lifetime without any change.

After obtainingadditional _cost, v further needs to compute an compensative cost for relay

nodes in RREQ when the variablgared’ is set.
Comp,COSt = Cactive X (dUty - dUty(QZ)) X dur(%) (37)

Whenshared' is not set,comp_cost = 0. Thecomp_cost represents the compensative energy
consumption that those previous nodes which RREQ passeddadgust their duty cycle to
support this session when the interval requirement is nmemtifNodev can calculate a total

cost of itself in two options.

e Option 1:cost = packet_cost + additional _cost.

10



e Option 2:cost = packet_cost + additional cost — RE(v), whereRE(v) represents’s

residual energy.

Note that this two options, node estimates the cost it shepgdad for the new query by Option
1 while estimates the residual energy after serving the neswygoy Option 2. Using Option

1, the energy consumption summation of the whole routing gaacquired. Thus we could
choose the best route for the overall network to decreasgemastes. On the other hand,
it could achieve the load balance to prolong the networkifife by our similar energy-aware
routing when using Option 2. After estimating the casiperforms the following steps to

rebroadcast this RREQ.
1. v decides gath_cost as the following step.
(a) If using Option 1 path-cost = ¢ost (¢;).+ comp_cost x hops + cost, wherehops
means the number of traversed nodes recote:aaer.
(b) If using Option 2path_cast = cost.

2. If v has sent this RREQ, assuming fiah_cost last time isrecord_cost(g;), it performs

the following steps.
(2) When using Option 1 and thpath_cost < record_cost(g;), v will rebroadcast this
RREQ.

(b) When using Option 2 and thaath cost < record_cost(g;) — comp_cost, v will
rebroadcast this RREQ.

(c) Otherwiseyp discards this RREQ.

3. Whenshared' is setp broadcasts an RREQgdated_header, dur(q;), int’, duty, path_cost,
1).

11



4. Whenshared' is not set,v broadcasts an RREQ@tdated_header, dur(qg;), int’, duty,

path_cost, shared(q;)).

The RREQ will go on being rebroadcasted till the destinatiodeng receives such an

RREQ ofg;.

3.2 Route Reply

Whens, receives a new RREQ), it waits a time period for other RREQs withifpath. After
timeout, thes, keeps the RREQ with the least path cost. Consideringithy;) field in
RREQ, thes, distinctly decides a quoru®, = (n,n%, i, j*) by the following steps, where
n} x nb = int(g;) which indicates a lowest duty cycle to semgeand:?, j? are randomly

selected row and column to wake'up and,transmit or receiviespsc

1. s, determines a variablg = [\/int(g;)| — min{c} such thab; = a; x ag X -+ X ay,

wherec is a nonnegative integefa:, s, ay} € Panda; < a, < -+ < ay.

2. s, gets another variable such thatint(q;) = by x by. If by > by, s, sets(nf,n) =

(b1, by). Otherwisegs, sets(n}, nb) = (b, by).

Note that in the above steps, takes a factorization, which is composed of two values that
are closed to the square oft(¢;). By this design,s, can find a quorum, which induces a
smaller duty cycle. For example, assuming thatq;,) = 24 andP = {2,3,5}, we can have

a factorizationint(¢;) = 2 x 2 x 2 x 3. When setting{n; x ny} to {12 x 2}, {8 x 3},

and {6 x 4}, the duty cycle will be54%, 42%, and38%, respectively. In this case, sets
{n1 x na} = {6 x 4}. Also note that step 2 not only produces continuous quorats $br
sensors but tends to alleviate channel contention and packision while reporting query
results. It is obviously if the sensors that located on aingubath start their continuous slots

about the same timing, the report data can quickly arrivesitie with high probability.
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Table 3.1: Query Table

Query ID | Query | Upstream Node Downstream Node Quorum
12 (31, 99, 2000, 40, 100) | 55 129 (8,5,1,1)
7 (101, 29, 1000, 20, 100) | 63 129 (5,4,3,3)

Then, thes, replies a route reply packet RRERéder, ¢;, ),). This RREP sequentially
traverses the routing path recordedheader. Assume the intermediate node which is
recorded in the RREP, receives this packeteeps the information af; and@),, then relays
this RREP to the next hop node in theader. Every node will maintain the information and
corresponding quorums of all queries passing itself, sschable 3.1, in order to handle the
route remove procedure in Section'3.3. If there.is only defuworum@),; in Q°, @, directly
replaces),. Whenv is going to-serve multiple queries, assuming there is ajr@aguorum
Q, In Q", the quorum group size is denoted|&s5|, v checks if one of the two quorundg,
and(@, could be merged into thesother so thigit = {Q,} if |Q,| = c|Q,| or Q¥ = {Q,} if
|Qq] = ¢|Q,|, wherec is a natural number.” Suppose they could not be merged, theimuo
set becomeg)’ = {Q,,Q,}. Put it differently,v should spend more energy to perform a
multi-quorum sleeping schedule. This interprets our deglga that the relationship between
guorum and query could be one-one or one-many relation.

When the sink receives the RREP, it sends an Announce packedrtahst continuous
gueryg;. The relay nodes of this query will start their new wake-ugigras following their

own quorum sets when receives the Announce packet.

3.3 Route Remove

As sensor node maintain query information served, it shaphihte its query table once one

of these continuous queries is going to expire. The datacsawmitl sends an RREM packet to

13



Query Table

int(qi)=20 (5,4,3,3)

q;

int(q/)=60 (10,6,2,4) _

int(qm)=40 (8.,5,1,1)

int(gqn)=80 (10,8,3,4) qn
»Time
t, t, t, ot
y {(8,5,1,1),
Q {(5,4,3,3)} (10,6,2,4)}{(8’5’1’1)}

Figure 3.2: The transition of-querum grog}y in a sensor node.

terminate the session. An intermediate nedeceivingthe RREM removes the corresponding
entry in query table and adjusts the coerresponding elemets quorum set to serve the other
continuous queries that are still executing. Fig. 3.2 shawexample of the process of route
remove.v serves two querieg andg; with Q¥ = {Q;} (|Q:| = 20) in the timet;. Q¥ does not
change after serving,, andg, in sequence as all the quorurys( @,,, 2,) could be merged
into ;. v receives an RREM packet in the timewheng; is going to terminate, it finds a
new quorum sef)” to satisfy the remaining three queries, (¢. = {Q;, @, }. By the same
token, ¢; terminates in the time;, Q* = {Q,,} is the new quorum set. If the only query
which v served terminates)'s quorum set resets Q" = {Q,} as the condition in the time
t4. Similarly v then starts new wake-up pattern following its own quorurnesety time when

its quorum set changes.
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3.4 Local synchronization

We propose ocal synchronization procedure to let nodes can meet their neighbors in con-
tinuous slots. Nodes periodically exchange HELL(HasASession, CurSotNum) packets
with neighbors. This HELLO only broadcast in quorum slotsss&ime a node receives

multiple HELLOs from its neighbors: performs the following steps.

1. If v currently does not supports any sessiofinds a node; that satisfies the following
conditions: 1)u neither supports any session, i.elasASession=0 and 2)u’s ID is
smaller tharnv’s ID. If there are multiple candidates,sets the node with the smallest

ID asu. Then go to step 3.

2. If v currently supports one _or more sessions;ould find a partial neighbor seY”
consisting of alk’s upstream and downstream nodes whose node ID is lessthgn
its query table. IfNV is a null setp-will ignore:thislocal synchronization procedure.
Each node inV¥ has a priority. based on quorum size and node ID. The node hath t
smallest quorum size and the smallest ID has the highesitgridhenv appoints one

node which belongs t&/* asu in the order of priority. Then go to step 3.

3. Assume the current quorum slot numbew@ndw arecur, andcur,, respectively.v
modifies the number of its next slot asr, + 1 instead ofcur, + 1. And v performs a

wake-up pattern from its quorum s@t as usual.

As mentioned earlier, a data packet should be forwardedpteuhiops within successive
slots to decrease the total transmission delay. Clock drifiot a rare situation in multi-hop
WSNs, as distributed clock synchronization is a nontriviaiuie. Especially in contention-
based network, the random backoff mechanism may resulmpaeary link failure, so that
the upstream node is forced to queue data packet in its barfidmwaits next common active

slot for retransmission. In other words, if neighbor disegvtakes most of time, it not only
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increases the end-to-end latency certainly but burdenergdimited sensor with much idle
listening. Put the successive time slots of two nodes closeepts the occurrence of link
failure effectively. Therefore the waiting time before amede could communicate with its

downstream node is eliminated precisely this way.
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Chapter 4

Performance Evaluation

In order to justify our query processing system, we comparesgstem against SMAC[24],
PMAC[25], and TAP[9]. As there are two options that could bedis our algorithm, we use
Quorum; to represent the one using Optiorand Quorums to represent the other. Unlike
TAP[9] and our system, SMAC[24] and PMAC|25] are not croslajesigns. Hence, based
on SMACJ[24] and PMAC[25], we simulate the AODV protocol to rewjuery data packets.
The simulated network i$0 topologies which-are randomly conducted id@ x 400 m?
square area with more thaa0 randomly distributed stationary sensors. Each sensormasle
transmission range and carrier sensing rastgand100 meters respectively.

In our simulations, we will generate six sink-source queaypin random networks with
random query requirements in sequence. There is a meamahtérl000 seconds between
two queries. The whole simulation time will continue 7200 seconds. Each query data
packet is assumeidl bytes in size. In order to verify the energy efficiency of oystem,
we set the same duty cycle for all simulated protoct¥s és the default setting). The power
consumption rates of the wireless module aré&8gi0, 45 and5 mW in transmit, receive, idle
and sleep modes respectively. Table 4.1 lists the key paeasn@e used in our simulations.
Meanwhile, in order to show the benefit brought up by traffi@aeemess, we also compared
the routing performance using the end-to-end delay as thiean@&he simulation results are

depicted in the following figures, which will be discusseddetail. Intermediate relaying
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Table 4.1: Network parameters

Sensor Initial Power | 100 J
Tx Power 50 mwW
Rx Power 50 mW
Idle Power 45 mW
Sleep Power 5 mw
Tx Range 50m

Carrier Sensing Range100 m

nodes do not aggregate or compress data. We also assunteethpptication data processing

at any node introduces little extra delivery delays.

4.1 Energy Consumption,Evaluation

As mentioned procedure in the previous section, Fig. 4.tesgmts one simulated routing
result. We can see clearly that-our system brings in an effgeath-sharing. It did make use
of the idle time slots to relay other query data streaming dectease the energy wasted in
vain. After simulation time terminates, the percentagéefriodes’ residual energy display in
the Fig. 4.2.

Fig. 4.3 also shows the comparison of each protocol in theep@onsumption of each
node. Because PMACI[25] uses a sleep strategy under an unfiedise, it can save more
energy than other system. However PMAC[25] will incur exteeend-to-end query report
latency which will be corroborated in Fig. 4.4. For multighdelivery of a series of report
packets, several sensor nodes in our system could utile&té slots on the existent paths
to serve different queries. The path-sharing utilizingeidlots can not only let most nodes
still operate in default lower duty cycle, but also incre#ise energy efficiency of the entire
network. Also, in Fig. 4.3, we can see one trend: as the deofitodes increases, the average

hop count of routing path becomes smaller. Hence, the chafnddizing the idle slots on the
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Figure 4.1; One random simulation scenario.

existent query paths to cut down‘ energy cost will reduce.

Fig. 4.5 shows the average residual-power of all the sengamsrage residual power is
determined as the sum of all nodes’ residual energy divigegtiddnumber of nodes. Nodes in
PMAC[25] move into longer sleep mode rapidly when there isradit in the network, thus
having better power efficiency. As the traffic comes, nodengka to a schedule without any

sleep time and waits for the next hop to be active. Such at&ituss avoidable in our system.

4.2 Latency Evaluation

In this subsection, we evaluate the performance of averaditceend delivery latency. TAP[9]
is a routing scheme utilizing the traffic awareness. Thamguiath constructed by it is always
the shortest one in existent network topology, thus it hasawest end-to-end latency. Hence,

Fig. 4.4 unfolds the results of our latency evaluation. #hswed in a log scale, that is to say,
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Table 4.2: The minimum value of sensors’ residual power(%)

Size ‘ Quorum, ‘ Quorums ‘ SMAC ‘ PMAC ‘ TAP

200 | 23.97 33.49 47.96 | 50.75 0

300 | 36.85 32.93 47.97 | 50.75

400 | 25.65 32.93 4797 |50.71

500 | 20.61 37.97 4797 | 50.75

600 | 27.37 34.29 4796 |50.71

700 | 29.01 33.49 4796 | 50.72

800 | 29.33 36.61 47.97 | 50.72

900 | 26.13 32.93 47.96 | 50.72

OO0 0o oo

1000 | 29.91 37.49 47.96 | 50.75
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there is little difference in the metric of end-to-end detfiy latency between TAP[9] and our
guorum cross-layer scheme.

And in Table 4.2, it shows the minimum values for a single seasesidual power. TAP[9]
might cause the network partition by keeping some node adbg time to maintain local
connectivity. When using Option 2 in our system, it use the&lted energy of nodes on path
to evaluate the path cost. However, it does achieve morebakhce between nodes up to
10% than using Option 1. Therefore, our system is not only moeggnefficient than TAP[9],

but has shorter end-to-end delays similar to TAP[9].
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Chapter 5

Conclusions

We have developed a query processing system supportingphawbntinuous queries simulta-
neously in the wireless sensor network. Our design empéssiz routing paths overlapping
and quick query results without extra delay.’s\We modify thigioal DSR routing scheme
adding a proposed cost metric for operating in coordinatidh the quorum concept to sat-
isfy requirements of multiple query simultaneously.; Siatidn results are reported to verify
the correctness and performance of the proposed schemed.dédreases more energy con-
sumption than other schemes without integrated routingrahgn and incur lower latency
at the same time. Future research directions includinghextg our results to a high-traffic

environments or applying a moving model to model our obgs(gaks).
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