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摘  要 

 
無線感測網路中存在著多種不同類型的流量，因此設計一個滿足各種

流量需求的媒介存取控制協定是個具有挑戰性的議題。例如：緊急事件的

回報在資訊傳遞的時間上較為緊要，而規律型的回報則是在感測節點上的

省電考量較重要。在本論文中，我們提出了一個 TDMA-over-CSMA 的鏈

結層協定，可支援無線感測網路中的資料匯集、緊急事件回報及需求型的

流量。我們的主要目標有：使多數的流量可達到較低的傳輸延遲、對於匯

集型的流量可達到資料聚集及省電的功效、及降低同一緊急事件區域中同

時偵測到資訊之節點的資料冗餘度。另外，我們也提出了一個重複利用時

槽的方法以支援需求型的流量。模擬結果呈現出我們的協定具有較佳的或

可抗衡現有協定的表現，而這些現有協定可做為處理單一類型流量的代

表。我們也在 Jennic—以 ZigBee 協定為基礎的平台上完成實作的部分。 
 
關鍵詞：資料匯集、鏈結協定、媒介存取控制、排班、TDMA、無線感測

網路 
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ABSTRACT 
 
Traffics in wireless sensor networks are typically of multiple types. To 

design a suitable medium access control (MAC) protocol to satisfy the 
requirements of all traffic types is a challenging issue. For example, reports of 
emergency events are more time-critical, while regular reports could be more 
energy-critical. In this paper, we present a TDMA-over-CSMA link protocol 
for supporting convergecast, event-reporting, and on-demand traffics in a 
wireless sensor network. The main goals are to achieve low transmission 
latency for most types of traffics, to facilitate data aggregation and energy 
efficiency for convergecast traffics, and to reduce data redundancy in an event 
area when multiple nodes detect the same event at the same time. In addition, 
an opportunistic slot reuse scheme is proposed to exploit spatial reuse and to 
support on-demand traffics. Simulation results show that our protocol performs 
better than or comparable to existing protocols, which can typically take care of 
only one type of traffics. Implementation work has also been done on Jennic, a 
ZigBee-based platform. 
 
Keywords: convergecast, link protocol, MAC, scheduling, TDMA, wireless 
sensor network 
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Chapter 1

Introduction

Wireless sensor networks (WSNs) have been studied intensively [3, 8, 4]. Traffics in
WSNs can be categorized into periodical traffics and sporadic traffics. In many WSN
applications, sensor nodes have to report sensed data periodically. This type of traffics
is more predictable and thus can be handled by a convergecast scheme or a scheduling
scheme [17, 11, 6]. On the other hand, sporadic traffics are more unpredictable and can
be further categorized as time-critical and non-time-critical ones. A typical instance of
time-critical traffics is emergent event reporting. Non-time-critical traffics include all
other communications, such are broadcast, queries, and control messages; here we refer
to them as on-demand traffics. A WSN normally has to handle more than one type of
traffics. For example, in a temperature monitoring system, nodes report their readings
periodically and exchange control packets sporadically. When a fire occurs, the event has
to be reported as quickly as possible.

Different MAC protocols may facilitate different traffic types. For periodical traffics,
a schedule-based MAC protocol, such as TDMA, may be more appropriate. However,
a schedule-based MAC protocol is less flexible and may suffer from higher delays. For
event reporting, a contention-based MAC protocol, such as CSMA, may be more appro-
priate. It is clear that a hybrid MAC protocol is needed if multi-type traffics have to be
handled simultaneously.

A lot of efforts have been dedicated to MAC protocols for WSNs [11, 21, 13, 18,
15, 19, 20, 16, 2, 7, 22, 23]. Reference [11] proposes a schedule-based protocol called
FlexiTP to handle periodical traffics. Unfortunately, sporadic traffics are not addressed.
Several MAC protocols have been proposed to handle event-reporting traffics [20, 7, 22,
23]. These protocols exploit spatial correlation of sensor readings to reduce redundant
reports. Unfortunately, these protocols can not handle periodical traffics well. TRAMA
[15] is a schedule-based TDMA MAC protocol. It allows a node with heavier traffics to
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borrow slots from nodes with lighter traffics. So, it can also handle on-demand traffics
well. But TRAMA is not tailored to convergecast and event-reporting traffics. In [16],
a hybrid TDMA/CSMA protocol called Z-MAC is proposed. Nodes experiencing lower
contention will work in a CSMA mode, while those experiencing higher contention will
work in a TDMA mode. Thus, Z-MAC enjoys the low latency of CSMA and the high
channel utilization of TDMA. But it does not address periodical convergecast traffics.

Our work is motivated by the observation that no existing protocol can simultaneously
handle convergecast, event-reporting, and on-demand traffics well. We propose a TDMA-
over-CSMA link protocol to address these needs. The underlying protocol is a CSMA-like
protocol and we build on top of it a TDMA-like protocol. Nodes follow a collision-free
schedule to transmit convergecast traffics, but contend for slots to transmit event-reporting
traffics whenever needed to reduce transmission delay. An opportunistic slot reuse scheme
is proposed to exploit spatial reuse and to transmit non-time-critical on-demand traffics.
Our protocol can provide low transmission latencies for most types of traffics, facilitate
data aggregation (and thus energy efficiency) for convergecast traffics, and help reduce
data redundancy for event-reporting traffics.

The rest of this paper is organized as follows. Chapter 2 reviews related work. Our
system is given in Chapter 3. The protocol details are presented in Chapter 4. Our imple-
mentation and simulation results are in Chapter 5 and Chapter 6, respectively. Chapter 7
concludes this paper.
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Chapter 2

Related Works

Several MAC protocols [21, 13, 18, 15, 19, 16, 2, 5] have been developed for WSNs.
S-MAC [21] proposes sleep schedules to conserve energy. By maintaining loose syn-
chronization, nodes follow the periodical sleep/listen schedules to avoid idle listening. To
improve energy-efficiency, T-MAC [18] extends S-MAC by shortening the listen period.
B-MAC [13] allows nodes to follow their own sleep schedules independently by using
a long preamble sampling mechanism to eliminate the synchronization overhead. The
sender will send a preamble before sending data, and the receiver will periodically wake
and sample the channel. Once the receiver listens to the preamble, it will keep awake until
the end of the transmission.

TDMA-based protocols achieve energy-efficiency by providing collision-free trans-
missions, and have better performance than that of contention-based protocols in heavy
load networks. In LMAC [19], nodes choose the time slot randomly according to the
neighbor information in a distributed way. TDMA-W [5] allows nodes to be self-organize,
and conserve energy by using a Wakeup slot to prior notify the receiver to wake and listen
to the senders’ Send slot. TRAMA [15] divides a time-slotted channel into random-access
periods and scheduled-access periods. In a random-access period, nodes contend the
slots to exchange the neighbor information. In scheduled-access period, nodes transmit
collision-free data and propagate schedules. TRAMA prevents to allocate slot to a node
which does not have data to send to conserve energy, and provides dynamic slot-reuse to
improve the slot utilization.

Several hybrid MAC protocols which combine CSMA and TDMA mechanism were
also developed. In Z-MAC [16], nodes in the low-contention areas will adopt a CSMA-
based MAC protocol and those in the high-contention areas will adopt a TDMA-based
MAC protocol. Thus, Z-MAC takes the advantages of low latency of CSMA and high
channel utilization of TDMA. Funneling-MAC [2] was proposed to solve the funneling
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effect problem. Localized TDMA is performed in the region near to the sink to avoid
collision.

All of above protocols do not consider the characteristics of difference traffics of
WSNs explicitly. Some protocols [11, 6, 12, 14] have been developed for data aggre-
gation application. DMAC [12] proposed a staggered wakeup/sleep schedule to reduce
transmission latency. Through the data gathering tree, child nodes always can transmit
packets before its parent. [11] follows the same concept of DMAC to allocate time slots
to per aggregation path. FLAMA [14] is a variation of TRAMA which is dedicated to
data gathering application. These three protocols do not consider event-reporting and
on-demand traffics.

The authors of [9] proposed some TDMA algorithms to handle three common traffic
patterns: broadcast, convergecast, and local gossip in sensor networks. Nodes are self-
stabilizing according to the neighbor information. The sink locates at the left-top position
of the network. When a node receives the message from its left or top neighbor, it will
determine its slots. For convergecast traffics, the uplink delay (nodes to the sink) will be
reduced according to the slot allocation. For local gossip traffics, each node maintains
two slots in a TDMA cycle to reduce bi-directional (uplink/downlink) delay, and the slot
allocation approach can also be used to reduce broadcast delay. However, the TDMA
algorithms in [9] are designed for a rectangular or a hexagonal grid topology, and they
cannot be adapted to the topology over which the nodes are uniform distributed. Besides,
the requirements of the event-reporting traffics do not be considered in [9].

Several MAC protocols [7, 20, 10] have been proposed for event-driven networks. In
[7], the authors observe that the data readings which are sensed by the nodes in the event
area are highly correlated. Thus, it is unnecessary that all sensors report the event in order.
CC-MAC [20] also takes the spatial correlation into consideration. CC-MAC consists of
two components: E-MAC which aims to filter the correlation records and N-MAC which
is used for sensors not in the event area to forward reporting packets. LLMAC [10] is also
a MAC protocol used in event-driven WSNs. The authors argue that nodes should have
different priorities to use medium in event-driven WSNs.

As far as we know, no existing protocol can simultaneously handle convergecast,
event-reporting, and on-demand traffics well. Thus, one contribution of this work is
proposing a MAC protocol that can support different traffic types simultaneously.
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Chapter 3

System Model

This work considers three types of traffics with the following criteria.

• Convergecast: This is to monitor the environment by asking sensor nodes to peri-
odically report their readings. However, under emergency events, such reports can
be temporarily suspended.

• Event-reporting traffic: It is to report unusual events to the sink. Such traffics are
sporadic but time-critical.

• On-demand traffic: These include broadcast, local gossip, query, and other control
packets. They are sporadic but not time-critical.

In order to handle these types of traffics, we propose a TDMA-over-CSMA approach.
Time is divided into frames, each led by a CSMA period followed by k cycles. Each
cycle contains some time slots, which has a convergecast period and an event-reporting
period. Fig. 3.1 shows the frame structure. The CSMA period is for transmitting control
and management packets, such as slot assignment, synchronization, and hello packets.
Typical backoff and contention mechanisms will be adopted during such periods. How-
ever, during the convergecast and the event-reporting periods, a TDMA-like mechanism
is adopted. Note that the slots in the convergecast period and the event-reporting period
can be permuted so that the slots belonging to the event-reporting period can be inserted
into the convergecast period evenly to achieve low event-reporting latency.

To handle convergecast traffics, we will develop a convergecast scheme to determine
the length of the convergecast period and to allocate slots to nodes. A tree will be formed
from the network with the sink as the root. Our approach will facilitate data aggregation
and take reporting latency into account.
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Cycle 1 Cycle 2 Cycle k

Figure 3.1: The frame structure of our protocol.

To handle event-reporting traffics, we will develop an allocation scheme to assign one
slot to each node. Our design intentionally allows a node’s slot to be the same as its one-
hop neighbors’. So a slot may not be exclusively used by a particular node. When a node
detects an emergency event, it can perform contention-based channel access to use any of
such slots to quickly report the event. Also, because of the contention behavior, redundant
reports of the same event can be reduced.

It remains to discuss the slots for on-demand traffics. In fact, these traffics do not have
dedicated slots. We will develop an opportunistic slot-reuse scheme to identify some
opportunistic slots from the convergecast period. Note that such slots exist due to the way
that we allocate convergecast slots. Nodes will contend for such slots based on their traffic
loads. A node can claim or disclaim such a slot during the CSMA period, and exchange
its schedule with its neighbors.

To summarize, we categorize traffics into convergecast, event-reporting, and on-demand
ones. A TDMA-over-CSMA link protocol is proposed to support these traffics. Fig. 3.2
shows the period and slot allocation. Each slot is for one packet transmission. For each
slot, we give the highest priority to the type of traffic designed for that slot. However, if
there is no such traffics, the other types of traffics can use that slot. Finally, our protocol
allows nodes going to sleep for some slots in which they do not transmit/receive packets.

6
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Period

Event-reporting

Period

Convergecast Slot Opportunistic Slot
Event-reporting

Slot

CSMA Period

Figure 3.2: Classification of slots.
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Chapter 4

Protocol Details

4.1 Convergecast Scheme

This scheme will assign one convergecast slot to each node. The result will also determine
the length of the convergecast period. Here, we will apply and modify the scheme in [17].
The main differences from [17] are as follows. First, the slot selection in [17] is receiver-
based, while ours is transmitter-based. Second, we do not consider slot reuse because
later on we will still exploit slot reuse for on-demand traffics (opportunistic slots).

The scheme works as follows.

1. First, a BFS tree rooted from the sink is constructed from the network. Then we
traverse nodes of the tree in a bottom-up manner. For each node v being visited, we
will compute a number n(v) for v as follows:

(a) If v is a leaf node, let n(v) be the smallest positive number that has not been
used by any of v’s one-hop and two-hop neighbors.

(b) If v is an internal node. Let max(v) be the maximum number used by v’s
child nodes. We set n(v) to be a smallest positive integer p > max(v), and p

has not been used by any of v’s one-hop and two-hop neighbors.

2. We then traverse nodes of the tree in a top-down manner. For each node v being
visited, we try to increase the value of n(v) such that n(v) is less than the value
used by v’s parent and n(v) has not been used by any of v’s one-hop and two-hop
neighbors.

3. Let m1 = min∀v{n(v)} and m2 = max∀v{n(v)}. The length of the convergecast
period will be m2−m1+1 slots. Also, for each node v, we let s(v) = n(v)−m1+1

be the convergecast slot of v.
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An example is shown in Fig. 4.1. Fig. 4.1(a) shows the result of the bottom-up manner.
Node V0 is the root. The BFS sequence of the bottom-up manner is V4, V9, V8, V3, V7, V6,
V5, V2, V1. We follow the BFS sequence to traverse the tree nodes, and choose slot 1 for
node V4. Fig. 4.1(b) is the result of the top-down manner, node V3 is assigned to a new
slot 4 and V4 is assigned to slot 5. We get that m1 = 2, and m2 = 9. We assign each node
to a new slot by the rule of step 3). The final result is shown in Fig. 4.1(c), and the length
of the convergecast period is 8 slots.
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Figure 4.1: (a) The result of the bottom-up manner. (b) After the top-down manner, V3

and V4 are assigned to new slots. (c) The final result of the slot assignment scheme.

4.2 Event-reporting Scheme

This scheme consists of two parts. First, we will propose a distributed slot assignment
algorithm to allocate an event-reporting slot to each node. Then we will show how nodes
use these slots. The result will also determine the length of the event-reporting period.

The slot assignment algorithm works as follows. We allow a node to select a slot
which is used by its one-hop neighbor, but not by its two-hop neighbors. Allowing a node
to share the same slot with its one-hop neighbors is to reduce redundant reports of the
same event. Not allowing a node to share the same slot with its two-hop neighbors is to
avoid the hidden terminal problem. Since neighboring nodes may share the same slot,
backoff is needed to access an event-reporting slot. Also, a loser may decide to delete its
event-reporting packets if it overhears its neighbor’s reports with high similarity.

The algorithm works as follows. We will use two control messages: Request and
Grant. Each node x has to obtain a slot. To do so, x will broadcast a Request to its
two-hop neighbors. On any y receiving x’s Request, y will act as follows. If y does
not own a slot and y.ID < x.ID, y will reply a Grant to x with a null slot information.
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Otherwise, y will do nothing. Once x receives Grants from all its two-hop neighbors, it
will choose its slot as follows. It will first try to find the most used slot from the set of
slots which are reserved by its one-hop neighbors but not reserved by any of its two-hop
neighbors. If there is no such a slot, x will select the smallest slot which has not been
used by its two-hop neighbors. After selecting its own slot, x will broadcast a Grant to all
its two-hop neighbors carrying its slot information. At the end, each node will obtain an
event-reporting slot and the maximum slot number used in the network will be the length
of the event-reporting period.

Below, we will show how to use these event-reporting slots. Each node has two modes:
ES mode (event-source) and NES mode (non-event-source). Initially, all nodes will stay
in the NES mode. Once detecting an event, nodes that detect the event will enter the
ES mode and compete on their event-reporting slots to report the event. A node in the
ES mode overhearing an event-reporting packet will check its buffered packets and delete
those packets with high similarity as the overheard packet. On the other hand, nodes in the
NES mode will help to relay these event-reporting packets in any of the event-reporting
slots. When a node in the ES mode does not have any event-reporting packet in its buffer,
it will return to the NES mode in the next frame. Intuitively, in the event area, nodes
will be partitioned into several sub-areas, each sub-area contains some neighboring nodes
sharing the same event-reporting slot. From each sub-area, only few packets are expected
to report the same event. Further, reports from different sub-areas are expected to leave
the event area at different time slots (because two-hop neighbors should not share the
same slot) and thus form “pipeline-like” flows leaving for the sink. An example is shown
in Fig. 4.2.

In Fig. 4.2, node S is the sink. The number besides a node is its event-reporting slot.
Nodes in the event area (A-G) turn to the ES mode. The event area is separated into three
sub-areas. The nodes who have the same event-reporting slot will group into a sub-area.
First, we illustrate the behavior of reporting an event. Node A and B have the same event-
reporting slot, so they will contend slot 1 to transmit. Assume B is the winner, and A will
suspend its transmission according to the overheard packet from B. The event-reporting
packet will be routed through node H, I, J, and K to the sink at any event-reporting slot or
the routing nodes’ convergecast slots when there is no convergecast packet. Then, node
B is the winner of sub-area 1, and the event-reporting packet detected by node B will be
sent out of the event area at slot 1 in cycle i. Assume the winners of sub-area 2 and 3
are node D and G. D sends its event-reporting packet at slot 2 and G at slot 3 in cycle
i, then the pipeline effect is formed. The collision which is caused by transmitting the
event-reporting packets at any of the event-reporting slots in the non-event area will be
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Figure 4.2: An example of an emergency event reporting and pipeline effect.

reduced through the separated flows by pipeline effect.

4.3 Opportunistic Slot-reuse Scheme

As we can see in Fig. 4.1(c), the convergecast slots which are used by V8 and V9 are
available to be reused by V3, because V3 is more than two hops away from V8 and V9.
Thus, the scheme is proposed to reuse the free convergecast slots to transmit on-demand
traffics. This scheme consists of two parts. First, each node will be assigned original
opportunistic slots. For a node, its opportunistic slots are fixed and thus inflexible. Thus,
in the second part, we propose a dynamic borrowing rule to reuse the slots. Based on the
traffic load, nodes can perform borrowing and returning processes to dynamically reuse
the slots.

Now, we present how the first subscheme works. Motivated by [15], each node x will
be assigned a priority value for each slot s in the convergecast period by a hash function
hash(s, x). Besides, we also define a Boolean function called noC(s, x). If any of x’s
one-hop and two-hop neighbors is in its convergecast slot at slot s, then noC(s, x) is
FALSE; otherwise, noC(s, x) is TRUE. For each slot s and a node x, if noC(s, x) is
TRUE and hash(s, x) is the highest among x’s one-hop and two-hop neighbors, then slot
s is one of opportunistic slots of x.

Then, we describe the dynamic borrowing mechanism. First, we classify nodes into
three states, the satisfied nodes (S-node), the redundant nodes (R-node), the insufficient

nodes (I-node). During the CSMA period, each node will determine its state based on the
number of packets stored in its buffer.

The dynamic borrowing mechanism works as follows. In the CSMA period, an S-
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node will do nothing. An R-node will announce their discarded opportunistic slots as
early as possible by transmitting a Discard packet. (Note that an R-node can retrieve
the discarded opportunistic slots by transmitting the Retrieve packet freely and directly.)
When an I-node overhears a discard packet, it needs to pass an accessing qualification
first. If it can pass the accessing qualification, then it will send a Claim packet using a
random backoff mechanism to claim the discarded slots. (Note that according the rules
for checking accessing qualification, nodes that can pass the accessing qualification will
form a fully connected subnetwork.)

The rules for checking accessing qualification is as follows. An I-node i has to check
whether it can contend a discarded slot d via the following rules.

1. d is not used by any i’s one-hop neighbor yet.

2. noC(d, i) is TRUE.

3. hash(d, i) is the highest among i’s two-hop neighbors. (Note that i does not need
to check its one-hop neighbors.)

By this dynamic borrowing mechanisms, we believe that nodes can reuse the slots
more flexibly when they transmit the on-demand traffics.

4.4 Energy-Efficiency

In WSNs, energy consumption is a significant issue because alternating the batteries of
the sensor nodes frequently is inconvenience especially in an unfriendly area. A power-
saving mechanism is proposed as follows.

A node needs to wake up to listen to the channel for a short period in the beginning
of (1) the convergecast slots of its child nodes, (2) all the event-reporting slots, and (3)
the opportunistic slots of its one-hop neighbors, otherwise, it does not need to wake up.
During these slots, if there is no packet transmitted, the node can go to sleep. We guaran-
tee that each node can receive the packets transmitted from it neighbors and idle listening
will be reduced according to these rules.

There is a trade-off between the transmission delay and energy consumption. Nodes
should keep sensitive by waking up to listen to the channel frequently to achieve low
transmission delay, such that a lot of energy will be consumed. In our protocol, to achieve
low transmission delay is our first goal.
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Chapter 5

Implementation

We implement a simple TDMA-based link protocol on Jennic JN5121 [1] sensor board
to ensure that a TDMA protocol can be implemented. The MAC layer of Jennic platform
is IEEE 802.15.4/ZigBee protocol. We develop our simple version protocol based on the
802.15.4 stack API. We define the packet size to 128 bytes. Slot size is set to 1 second in
our implementation.

The network is under a chain topology. Nodes (end device) periodically gather data
from the environment and send to the coordinator (sink). The coordinator is connected
to the PC by RS-232 serial port and UART. Through UART, the coordinator can report
the data to PC, and the user can use the user interface (UI) to send command to the
coordinator, then the coordinator and end devices communicate with RF. Fig. 5.1 shows
the user interface, and figure 5.2 and 5.3 show the environment of demonstration.

Figure 5.1: User interface.
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Figure 5.2: The environment of demonstration.

Figure 5.3: The environment of demonstration.

We assign time slots to the nodes according to an order way to reduce transmission
delay. A node will use the slot which is different from that of its interference neighbors
(We assume the interference range is 2-hops). A node should turn on the radio at the slots
which is used by its child node and itself, and the synchronization slot, otherwise, it can
turn off the radio to achieve power saving. The coordinator will send a synchronization
packet to synchronize the network nodes at the synchronization slot. Fig. 5.4 is the re-
maining energy (Volt) of power-saving mode and non-power saving mode. The testing
node sent packet per 2.5 seconds. When the energy of the battery is lower than 2.1 V, the
node can not work in normal status (the node has no ability to work).

We measure the variation of energy (Am) in a time interval to observe the radio on
or off. Fig. 5.5 shows the energy consumption of node 3 whose slot is 4 and its child
node’s slot is 3. The synchronization slot which is owned by the coordinator is set to slot
1. Fig. 5.6 is the network topology and slot allocation. The length of a TDMA cycle is 5
slots (seconds). We can observe that the node turns on the radio at slot 1, 3, 4, and turn
off at slot 2 and 5 according to the Am readings of Fig. 5.5.

14



Figure 5.4: The remaining energy (Volt) of power-saving mode and non-power saving
mode.

Figure 5.5: The energy conservation (Am) of node 3.

Figure 5.6: The network topology and slot allocation of Fig. 5.5.
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Chapter 6

Simulation Results

We develop a C-based simulator to evaluate our protocol. We compare our protocol
against Carrier Sense Multiple Access (CSMA) and Time Division Multiple Access (TDMA)
schemes through simulations. In the TDMA scheme, a random slot assignment is used
to assign slots to the nodes so that a node will own a slot different from its one-hop and
two-hop neighbors.

6.1 Protocol parameters

N (up to 500) nodes are uniformly distributed over 256 × 256 units sensing area in all
experiments. The transmission range of each node is 30 units. We construct a BFS tree
for convergecast and event-reporting traffics. The sink is set to node 0. The simulation
parameters are shown in Table 6.1.

Table 6.1: Simulation parameters
Transmission range 30 units
Packet length 64 bytes
Bit rate 250 Kbps
Slot size 7.6 ms
k ( number of cycles per frame) 16
Simulation time 3600 seconds
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6.2 Traffic generation models

We consider three traffic types in this work. All the traffics are triggered at the beginning
of the simulation. In our protocol, each node maintains three different buffers for con-
vergecast, emergency event, and on-demand traffics. In the CSMA and TDMA schemes,
each node only maintain an FIFO buffer. The traffic generation models are described as
follows.

• Convergecast generation model: The convergecast event is periodically generated
by the simulator through a parameter CONVERGECAST INTEVAL. Each node senses
the data, and encapsulates the data into packet and put in the buffer until its child
nodes report. Each node should report the sensing data which is aggregated with its
child nodes. However, the collision and buffer overflow problem will cause packet
lost. In order not to wait for the child packets forever, we propose dropping rules for
each protocol. In the CSMA scheme, a node should wait for a time interval based
on the number of its descendant nodes. In our protocol and the TDMA scheme, a
node should wait for a half of the convergecast generation interval. After timeout,
the nodes will aggregate its data with the received packets which are sent by its
child nodes, and then send to its parent node.

• Emergent event generation model: We give a parameter MAX EVENT INTERVAL

to determine the maximum time interval between two emergency events. We ran-
domly pick a point to be the event center of an event area at every time the emer-
gency event triggered. Sensors in the event area should report the event to the sink.

• On-demand traffic: We use two models to generate on-demand traffics. One is
broadcast generation model and the other is unicast generation model.

– Broadcast generation model: We used a parameter MAX BROADCAST INTERVAL

to determine the broadcast generation interval. The interval of two broadcast
events is determined randomly with uniform distribution. 20% nodes will be
randomly selected to be the source nodes to generate a broadcast event inde-
pendently. The source nodes generate the broadcast packets at the same time,
and flood the packets to the whole network. To avoid flooding problem, each
node broadcast the same event only once, and old broadcast packet will be
ignored after a node receiving or generating a newer event.

– Unicast generation model: A parameter MAX UNICAST INTERVAL is used
to determine the unicast generation interval. 10 pairs of nodes are randomly
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Table 6.2: Simulation Cases
Case 1 Case 2 Case 3 Case 4

CONVERGECAST INTEVAL 10 s 10 s 180 s 180 s
MAX EVENT INTERVAL 20 s 20 s 350 s 350 s
MAX BROADCAST INTERVAL 84 s 630 s 84 s 600 s
MAX UNICAST INTERVAL 23 s 170 s 23 s 480 s

selected to be the source nodes and destination nodes every time. The unicast
packets are routed by shortest paths.

In this simulation, we use four cases of different traffic rates to evaluate the performances.
The parameters used in these four cases are shown in Table 6.2.

6.3 Performance metrics

We used five performance metrics to evaluate the performance. In the experiments, four
traffic types will be run concurrently but statistics will be taken individually. These five
metrics are as follows.

• Success Rate: It is the ratio of the number of packets received by the intended
receiver to the number of packets transmitted by the sender per pair.

• Average Delay: For convergecast traffics, delay is calculated from the sensing time
to the time at which the packet are received by the sink. For event-reporting traffics,
delay is calculated from the detection time to the time at which reports are received
by the sink. For broadcast, delay is calculated from the time at which a broadcast
packet is generated to that at which the packet is received by whole network nodes.
For unicast, delay is calculated from the time at which an unicast packet is generated
to that at which the packet is received by the destination.

• Convergecast Coverage: It is defined as the ratio of the number of nodes whose
data has been reported to the sink to the number of nodes generating the converge-
cast packets.

• Event Coverage: It is defined as the ratio of the area which is covered by the
reported packets received by the sink to the original event area.
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Table 6.3: The ranking of the importance of metrics.(more stars = more important)
Success
Rate (per
pair)

Delay Converge-
cast
Coverage

Event
Coverage

Broadcast
Coverage

Convergecast FF FF FFF
Event-reporting F FFF FFF
On-demand (Broadcast) F FF
On-demand (Unicast) F F

• Broadcast Coverage: It is defined as the ratio of the number of broadcast packets
actually received by the whole network nodes to the number of packets that should
be received.

For each type of traffics, the importance levels of metrics are different. Table 6.3
shows the ranking of the importance of metrics for different traffic types. This table can
be used to evaluate whether a protocol can fit all requirements of different traffic types.

6.4 Success Rate

Fig. 6.1(a), 6.2(a), 6.3(a) and 6.4(a) show the success rates of convergecast, event and
unicast under our protocol, CSMA and TDMA schemes. (Our protocol is denoted by the
CEO scheme.) CSMA has the worst performance in terms of success rates, because it is
contention-based. The success rates of event-reporting in our protocol only achieves 90%
because nodes in the NES mode will contend any of the event-reporting slots to send.
However, for event-reporting traffics, we may tolerate some loss, because some reports
may be redundant. The success rates of convergecast and unicast traffics for our protocol
are almost 100% as TDMA scheme which is for collision-free transmission.

6.5 Delay

CSMA scheme has the best performance in terms of delay because when the medium is
idle, each node who has packet in the buffer can contend the medium immediately. In our
protocol and TDMA scheme, nodes that intend to transmit packets have to wait until their
own slots arrive.

Fig. 6.1(b), 6.2(b), 6.3(b) and 6.4(b) show the average delay of convergecast and event-
reporting. The convergecast delay for our protocol is almost as low as CSMA scheme be-
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cause the convergecast algorithm allocates slots in a specific order where the slot assigned
to the parent node will not be far from those used by its child nodes. The event-reporting
delay for our protocol is longer than the convergecast delay because the event-reporting
slots are inserted into the convergecast slots. Because the slot assignment algorithm used
in TDMA scheme does not take traffic types into consideration. TDMA has the worst
performance. For example, the convergecast packet may be blocked by other packets
generated early

Fig. 6.1(c), 6.2(c), 6.3(c) and 6.4(c) show the average delay of on-demand traffics.
The broadcast delay and unicast delay of our protocol is longer than that of TDMA
scheme, because the on-demand traffics have lower priority than the convergecast and
event-reporting traffics have in our protocol.

6.6 Convergecast, Event and Broadcast Coverage

Fig. 6.1(d), 6.2(d), 6.3(d) and 6.4(d) show the convergecast coverage for the different
traffic rates. Fig. 6.1(d) shows the results of case 1. When the network density increases
to 500 nodes, the convergecast coverage for our protocol still keeps 100% because the
convergecast packets will be sent in low latency according to the convergecast algorithm,
such that the convergecast packets will not be blocked in the buffer. In TDMA scheme,
we can see that the convergecast coverage decreases obviously when the network density
increases, because the convergecast packets might be blocked by other types of packets in
the FIFO buffer, such that the convergecast packets will be dropped when timeout triggers.
Fig. 6.2(d) shows the same results, since the convergecast reporting rate is high. In CSMA
scheme, the collision problem causes poor convergecast coverage. Our protocol achieves
the best convergecast coverage than other protocols.

Fig. 6.1(e), 6.2(e), 6.3(e) and 6.4(e) show the event coverage. We can see that TDMA
scheme achieves the best results because of collision-free transmission, all the event-
reporting packets can be received by the sink. However, we should consider the data
redundancy of the event-reporting packets. We do not allow all the sensor nodes to report
the same event to the sink, so the nodes in our protocol will be allowed to contend the
event-reporting slots to reduce packets. The results of the event coverage for our protocol
almost achieve 90%.

Fig. 6.1(f), 6.2(f), 6.3(f) and 6.4(f) show the broadcast coverage. The broadcast cov-
erage for CSMA scheme increases when the network density increases. The reason is that
the number of a node’s one-hop neighbors will increase in high density network, such
that fewer rebroadcast packets are needed to cover the nodes which need to receive the
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Table 6.4: Performances for the three protocols
Our Protocol CSMA TDMA

Success Rate (Convergecast) FFF F FFF
Success Rate (Event-reporting) FF F FFF
Success Rate (Unicast) FFF F FFF
Delay (Convergecast) FF FFF F
Delay (Event-reporting) FF FFF F
Delay (Broadcast) F FFF F
Delay (Unicast) F FFF FF
Convergecast Coverage FFF F FF
Event Coverage FF F FFF
Broadcast Coverage FF F FF

broadcast information. The broadcast coverage of our protocol is similar to that of TDMA
scheme, and it does not achieve 100% because some of the older broadcast packets will
be dropped by a node when the node receives the newer packet.

Finally, the comparisons of performances for our protocol, CSMA, and TDMA schemes
are shown in Table 6.4. Our protocol combines the advantages of CSMA and TDMA for
low transmission delay and high success rate. It is suitable for the applications in which
both of the transmission delay and the completeness of the reporting data are impor-
tant. Our protocol achieves better performance in high density networks. CSMA scheme
achieves low transmission delay but the collision problem is significant. TDMA scheme
achieves collision-free transmission but the delay is significantly high in high density net-
works.
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Figure 6.1: The results of case 1. (a) Success rate (b) Average delay of convergecast and
event-reporting (c) Average delay of broadcast and unicast (d) Convergecast coverage (e)
Event coverage (f) Broadcast coverage
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Figure 6.2: The results of case 2. (a) Success rate (b) Average delay of convergecast and
event-reporting (c) Average delay of broadcast and unicast (d) Convergecast coverage (e)
Event coverage (f) Broadcast coverage
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Figure 6.3: The results of case 3. (a) Success rate (b) Average delay of convergecast and
event-reporting (c) Average delay of broadcast and unicast (d) Convergecast coverage (e)
Event coverage (f) Broadcast coverage
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Figure 6.4: The results of case 4. (a) Success rate (b) Average delay of convergecast and
event-reporting (c) Average delay of broadcast and unicast (d) Convergecast coverage (e)
Event coverage (f) Broadcast coverage
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Chapter 7

Conclusions

In this paper, we classify the traffic types of WSNs into periodical traffics and sporadic
traffics, and propose a TDMA-over-CSMA link layer protocol which can support multi-
type traffics simultaneously. The proposed protocol takes the characteristics of different
traffic types into consideration. A scheduled slot assignment approach is adopted to deal
with the convergecast traffics. To support the emergent event reporting, a distributed slot
assignment algorithm is proposed to reduce the reports of an event. Besides, an oppor-
tunistic slot-reuse scheme is proposed to exploit spatial reuse dynamically. Simulation
results also demonstrated the efficiency of our protocol. As far as we know, this is the
first MAC protocol that can be used to support multi-type traffics simultaneously.
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