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Abstract

In wireless mesh networks (WMNs), theedicaed control channel(DCC)
approach can support broadcasting and avoid multi-channel hidden terminal problem
and deafness problem in the multi-channel environment. However, there are two
serious problems in the DCC approach: tbatrol channel bottlenecknd dynamic
channel selection problemin this thesis, a protocol, named thene-based
Multi-channel MAC(TBM), is proposed to resolve these two challenges. The TBM
protocol consists of three components. The first one aims at reducing the control
overhead by properly predicting the control initiation time. The second one can
dynamically aggregate multiple packets to transmit with a single control process. The
final component selects the channel that has the least influence to nearby nodes to
improve channel reusability. Simulation results show that TBM can achieve

significant improvement in the throughput in comparison with the existing work.
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Chapter 1 Introduction

In recent years, the wireless mesh networks (WMNSs) are the most common networks
used to gtend the reach of the last-mile access to the Internet [1]. WMNs consist of two types
of mesh nodes: mesh routers and mesh clients equipped with IEEE 802.11 radio interfaces. A
mesh client can access to the network by connecting to one or more mesh routers which
supply the functionality of access points (APs), and the traffic in the network is relayed
hop-by-hop to the destinations by some mesh routers through wireless links. In this way, a
wireless network backhaul is easily established without any wired connection. However, two
adjacent wireless links using the same channel cannot transmit concurrently. Therefore, it is
expected to exploit multiple channels among mesh nodes to increase capacity of the networks.
For example, the IEEE 802.11 a/b/g provides 12, 3, and 3 orthogonal channels, respectively.
These channels are spread in non-overlapped spectrums and can be simultaneously used for
transmission.

In order to utilize multiple channels in WMNs, designing a multi-channel medium access
control (MMAC) protocol is the most important [2]. However, a mesh node using only one
interface cannot sense carriers and receive control packets (such as RTS/CTS) from different
channel at the same time. This limitation results in three major problems in the design of
MMAC [2]. These problems are the multi-channel hidden terminal problem, deafness
problem, and broadcasting support.

1) Multi-channel Hidden Terminal ProblenThe IEEE 802.11 DCF can avoid the hidden
terminal problem, but it is further complicated in the multiple channel environment.
Consider an example in Fig. 1.1a. Node A has data to transfer to B by sending a RTS

packet on channel 2, and then B replies a CTS packet to silent other transmission on
1



2)

3)

channel 2. During the negotiation between A and B, C and D are in communication using
channd 3 so that C cannot detect the CTS from B. Consequently, at the end of the
communication between C and D, C may illegally initiate a RTS to B using channel 2 and
incur a collision. This problem is called multi-channel hidden terminal problem.

Deafness Problemn Fig. 1.1b, node C wants to communicate with B by sending RTS
using channel 2, but B cannot hear the RTS of C because the interface of B has tuned to
channel 1. Therefore, B will not reply CTS to C, and C will continually retry RTS until
exceeding the number of the maximum retry.

Broadcasting Suppartin the multi-channel environment, the interface of each node may
not stay on the same channel. Hence, if the higher layer protocol requires broadcasting

support at the link layer, it is hard to reach all nodes by broadcasting on any channel.

Q@O0 (™
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DATA(2 | RTS(2) \ A/RTSQ/

\ifvm DATA(T'
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time / time
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Fig. 1.1 Multi-channel hidden terminal and deafness problems.

To overcome these problems, tdhedicaed control channel(DCC) approach was

proposed in the literatures [3-9]. In DCC approach, each node has two interfaces: one is the

control interface and the other is thiata interface The control interface is fixed on a

common channel, named tleentrol channel for sensing and exchanging control packets.

The data interface can dynamically switch among the remaining channels, dataed



channelsfor data transmission. The sender negotiates with the receiver by exchanging some

control packets on the control channel to find a data channel which will be free at both sides,

and then the sender transmits a data packet to the receiver using the selected data channel

Becaise all control packets are exchanged in a common channel, the above-mentioned

problems are inherently solved.

However, the design of a DCC MMAC protocol confronts two major challenges:

1) Control channel bottleneck problerdm DCC approach, only one common channel is used
for exchanging control packets. As the example in Fig. 1.2 shows, if the time to transmit a
data packet is about 3 times of the length of one control process, the control channel has
been fully utilized under 3 data channels. Therefore, the throughput of the networks
cannot be further upgraded even if more data channels are added, and the control channel
has become a bottleneck of the overall performance. Analytic evidence in [3] has shown
that the bottleneck problem will become more serious if the number of data channels, data
rate, or node’s density increases.

2) Dynamic channel selection probleim DCC approach, the channel’s usage of each data
channel is flexible, which can be varied in an on-demand matter. Nevertheless, it would be
difficult to select a proper channel in a dynamic way, because each node has no enough
information about the channel statuses of its neighbor nodes. For example, in Fig. 1.3
node A, B, C and D have free channel lists {1, 2}, {2, 3}, {1, 2, 3}, and {1, 2, 3},
respectively. But if C cannot be aware of the channel statuses of both A and B, it may
choose channel 2 to communicate with D. As a result, the link between A and B cannot be

active at the same time.

! The negotiation is called tlrtrol processand includes the backoff time, inter-frame spaces, propagation
delay, and control packet exchanging dialogue.

3
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Fig. 1.3 An example of improper selection of a data channel.

To resolve these two challenges, we propose a new MMAC protocol using the DCC
approach. This protocol consists of the following three components:

1. Control initiation time prediction(CIP): In DCC, the sender has to initiate a control
process with the receiver for coordinating a communicable data channel. Somewhile, a
control process may fail due to no mutual free channel at both sides. If the process fails,
the bandwidth of exchanging control packets is wasted and the control channel
bottleneck problem is aggravated. To reduce such overhead, this component aims at
avoiding the unsuccessful control processes by properly predicting the control process
initiation time.

2. Dynamic data aggregatio(DDA): Although CIP component can reduce the number of
the unsuccessful control processes, the bottleneck problem is still serious if the control
process has to be initialized for each data transmission. To completely overcome this
limitation, one effective way is to transmit multiple data packets with a single control
process. However, determining the number of data packets to be aggregated becomes a
complicated issue. If the number is too small, the effect will not be significant; on the
contrary, if it is too large, the retransmission cost would be high. Our DDA component
can dynamically make this decision for each transmission according to the utilization of

the interfaces (control/data interface idle time).
4



3. Enhanced channel selectioBQS): As illustrated in Fig. 1.3, channel 2 is the only data
channel free for both A and B. But, it is now under used by C and D. Therefore, A
cannot transmit to B until the channel is released by the other two nodes. In other words,
therelease timeof channel 2 at node C and D is critical to the transmission between A
and B. In our channel selection strategy, any sender-receiver pair will select the channel
that has the least influence to the other neighbor nodes. It means that ECS will choose
the channel which has the least total increment to the release time of the critical
channels of all neighbor nodes. Therefore, the data channels can gain better reusability.

Overall, the main idea of these components is to utilize the information about the time related

to the link-layer operations (i.e. control process initiation time, interface idle time, and

channel release time). Hence, we called this protocol the Time-Based KBMJ.

The remainder of the thesis is organized as follows: In chapter 2, we first compare
different types of MMAC approaches to explain why the DCC approach is preferred in our
study. Then, the protocols related to this approach are reviewed. In section 3-1 of chapter 3,
the basic operation of our protocol is presented. In 3-2, we describe the detail designs of the
three components. In chapter 4, we conduct simulation results for our performance evaluation.

Finally, conclusion remarks are given in chapter 5.



Chapter 2 Related Works

In this chapter, we first compare different types of MMAC approaches to explain why
the DCC approach is preferred in our study. Then, the existing protocols related to the DCC

approach are reviewed.

2.1 Comparison of MMAC Approaches

Several MMAC protocols have been proposed in the literature. In general, these
protomls can be classified into 4 types: the channel-fixed, receiver-based, split control phase,
and dedicated control channel approaches.

1) The Channel-fixed Approach [11, 12]: Each interface is fixed on one channel. Any two
adjacent nodes can communicate with each other only if both of them have an interface
assigned the same channel. However, there are two main problems in this approach. First,
hardware cost is too high. For example, if a node wants to use 3 different channels, it
should be equipped 3 interfaces. Second, the inflexible channels’ usage may confine the
network connectivity. For instance, if two consecutive nodes are on the unique path of
some source-destination pairs but having no interface on the same channel, the network
would be partitioned.

2) The Receiver-based Approach [13]: This approach has no connectivity problem. In this
approach, each interface of each node has been assigned a dedicated channel, and the nod
will stay on this channel to listen for request if it has no data to send. Otherwise, the node
can connect with any neighbor by turn its interface to the channel that is pre-specified on
the receiver side. However, since a node’s interface is not always fixed, the multi-channel

hidden terminal and deafness problem may occur. In addition, since a node’s neighbors are

6
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not necessarily on the same channel, it also has the broadcasting support problem.

Spit Control Phase Approach [14, 15]: This approach suggests splitting each beacon
interval into two phases, named control phase and data phase, respectively. In the control
phase, all sender-receiver pairs exchange control packets using a common channel and
select a data channel for data transmission later. Then, at the data phase, each pair can
switch their interfaces to the selected data channel and communicate with each other.
Because all nodes shares the same channel in the control phase, the multi-channel hidden
problem, deafness problem, and broadcasting support problem, are automatically solved.
However, this approach has two drawbacks. First, the channels except the common
channel used for exchanging control packets are idle in the control phase. Second, this
approach relies on strict synchronization mechanism to align the two phases among nodes,
and it is difficult to implement in practice.

The Dedicated Control Chann¢DCC) Approach: The major advantage of the DCC
approach is that it requires no time synchronization. Each node can perform sensing and
sending control packets using its control interface at any time. Moreover, since control
packets are also exchanged in a common channel, named the control channel, all
advantages in the split control phase approach are preserved except the control channel

cannot be used for data transmission in DCC.

Owing to these merits of DCC approach, it is preferred to design a MMAC protocol based on

this approach. However, as introduced in chapter 1, the performance might be restrained by

the bottleneck of the control channel or the selection of data channels. Hence, the related

works on this approach were primarily focused on solving these two problems.

2.2 Existing Protocols on DCC Approach

The first DCC-based protocol for the multi-channel environment, namedyttaaric
7



channel assignmenDCA), was presented in [3]. In DCA, each node maintains a list of
unused data channels, called thee channel lis{FCL). Before sending a data packet, the
sender transmits a RTS carrying its FCL to the intended receiver. Based on the FCL carried by
RTS, the receiver chooses a data channel that is free at both sides, and replies the selected
channel to the sender by sending a CTS. After receiving the response, the sender broadcasts a
RES packet to inhibit its neighbor nodes from using the same data channel. Then, the two
nodes exchange data using the selected data channel.

Compared with the IEEE 802.11 DCF, the DCA protocol needs additional control
bandwidth for the RES packets. To reduce such overhead, Wu and Lee [4] suggested that the
sender shall propose a channel in the RTS based on previously behaviors of the receiver.
Using this way, if the proposed channel is accepted by receiver, the RES can be omitted. A
similar idea is in [5], where the RTS is followed by a reply-to-RTS (RRTS) which indicate
whether or not the channel is acceptable. If not, the process will continue until the both sides
agree on an acceptable channel. In general, the control overhead can be reduced in [4] and [5]
if a proper channel is suggested by the sender. Our protocol can also avoid redundant control
packets by predicting proper control initiation time (by the CIP component).

Another line of researches [6, 7] suggested using multiple control channels instead of a
single one. The authors in [6] suggested that the sender initializes the control process using
the default control channel at the first time. If the default control channel is occupied by
another link, the alternative control channel would be chosen to perform the control process.
Then, the authors showed that the optimal number of control channels is a function of the
total number of available channels and the packet size. For example, with 12 channels, and
data packet size of 1028 bytes, 3 control channels are required. The protocol in [7] also
employs an extra control channel for replying ACK. But its purpose is to avoid collision
between ACK for a receiver and the data packets from other senders, which allows hidden and

exposed nodes to conduct their reception and transmission at the same time. Although using
8



more control channels is beneficial, the available data channels will be sacrificed. In contrast,
the dynamic data aggregation technique in our protocol can resolve the bottleneck problem
using only one control channel (by the DDA component).

About the channel selection strategy, in the DCA protocol, the sender and receiver have
to negotiate a data channel that will be free at both sides. If there are multiple choices, the
channel will be selected at random by the receiver. Thus, the requirement is only to find a
communicable channel. There are two enhancements in [8] and [9]. The strategy in [8]
requires that the received power in the selected channel is the least in order to avoid potential
interference. Similarly, in [9], the most robust free data channel will be chosen, according to
the carrier-to-interference-ratio. In other words, the both strategies concern not only the
connectivity, but also thgquality of the selected channel. However, their strategies do not
concern the influence to nearby nodes, which may lead to a lower channel’s reusability. Our

strategy (the ECS compaonent) will take this factor into consideration.



Chapter 3 TheProposed TBM Protocol

3.1 Protocol Descriptions

In this section, we describe the overview of the TBM protocol. First of all, we define the
netwok model and symbols that will be used in our protocol in subsection 3.1.1. Then, the
basic operation and the major functionalities of the three components are described in
subsection 3.1.2. The explanation and detail design of each component will be presented in

next section.

3.1.1 Network Model and Symbols

The concerned network consists bf £ 1) non-overlapped channels. Each node has a
control interface and a data interface. The first charmel @) is the control channel fixed on
the control interface for exchanging control packets. The other chahrelg,(2, ...,H) are
the data channels used by the data interface for data transmission and reception. For each
node u, it maintains its own statuses as following:

B ch_rel_timéu, h): the release time of thé"rthannel, where h =0, 1, ...; H

B if_rel_timgu): the release time of the data interface.

Any change tah_rel_timéu, h),h =1, ...,H, andif_rel_timgu) will be sent to nearby nodes
carried by some control packets, e.g. CTS or RES. Otherwise, each mauletains two data

structures to record the latest statuses of its neighbor nodes. Omuhasreel release time

table (CRT,) and the other is anterface release time vectdRV,). When the node u receives
the ontrol packets from some other nodeit will update CRT,(v, h) andIRV(v) to keep

records of thech_rel_timév, h) andif_rel_timgv) of nodev, respectively. In addition, leé4,

10



denote the set of nodes adjacent.téor each 1-hop destinatiohnl N, a separated que@ is

creded to buffer any packet that will be sent or forwarded #@ble 3.1 lists the other symbols

used in our TBM protocol.

Table 3.1 Meanings of symbols used in the TBM protocol

Symbol M eaning
r The propagation delay.
Teurr(U) Current time of a node u.
TsiFs Lengh of the short inter-frame spaces.
Toirs Lengh of the distributed inter-frame spaces,
T Lengh of the random backoff period.
Trs Timeto transmit a RTS packet.
Ters Time to transmit a CTS packet.
Tres Time to transmit a RES packet.
Tack Timeto transmit a ACK packet.
Tpata Time to transmit a DATA packet.
H H={1, 2, ..., H; The set of data channels.

3.1.2 Basic Operation

The basic operation of the TBM protocol is illustrated in Fig. 3.1, and it is primarily
extended from the DCA protocol proposed in [3]. In this subsection, we will present the
overview of the TBM protocol and emphasize on the association with the newly introduced
statuses and the three components. The steps of the basic operation are as following:

1. Once the node having data packets to transmit to a ngdhese packets are buffered in

Q«. The nodeu choosgs one of these nodes (here we take ngdehich has the oldest

packet (has the smallest sequence number) in queues as the targeted receiver.

2. Then, u calculates acontrol initiation time of v in this transmission, denoted as
ctrl_ini_timeg(u, v) (presented in subsection 3.2.1). The nod=an not start to initial the

RTS transmission until this time is equalTgQ(u). However, this initiation time is not
11



fixed. It might be continuously postponed as long as noaleerves that it has no chance

to initialize a successful control process, e.g. receiving other node’s control packets with

network allocation vector of the control channel or data channels.

At the timeT.,(u) that is equal totrl_ini_time(u, v), nodeu can start to do the following

processes:

a)

b)

ch_rel_time(u.2) ch_rel_time(u, 1)

First, nodeu decides the number of data packets to be aggregated forvnode
denoted a¥,, (presented in subsection 3.2.2). Accordingly, the network allocation
vecbr of the possible data transmissiddA\baTa) Can be set as

NAVbata= Kyy X (Toatat Tsirs) + Tack + 2L
Next, if there is no carrier on the control channel ifogs plus the remainingge
period, node u will send a RTS to node with NAVbata and other essential
information for the succeeding channel selection at the receiver side (presented in
subsection 3.2.3).
Otherwise, if there is carrier on the control channel, it has to go back to step 2 to

recalculate a new control initiation time

ch_rel_time(a, 2)

ch_rel time(a, Q)
) 3
- 2
1
0

1 RTS REERRTS) |

time(u, 2)

ch_r

[DI_E_IRTS[ -S+RES

ctrl_ini_time(u, v)
Decide K, ,

if rel_time(u)

if rel_time(v)

Decide I *

A

ch_rel time(t, 0) ch_rel time(t, 2)

Fig. 3.1 Basic operation of the TBM protocol
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4. On the nodes receiving the RTS fronu at a timeTcu(v), it has to find a data chanrtel
basedon the information in RTS and its own statuses using an enhanced channel selection
strategy (presented in subsection 3.2.3). If nedselects a data channkl for the
forthcoming data transmission, nodeveuld do the following two steps:

a) Node vupdate its if_rel_tim@) and ch_rel_time( h') such that:

if_rel_time(v) = ch_rel_time{, h) = Teur(V) + Trett + Toies+ NAbaTA— T,
where T, = Tsirs+Tcrs+ 7. Note that the period OF . + Tsirs is the remaining
controling time before u transmits data packets.

b) Then, after &grs nodev replies a CTS ta congining the data channkl and the
remaning time of its if_rel_timef and ch_rel_time( h) whenever received by other
nodes, denoted as if_rel_tinge andch_rel_timé(v, h), for any hO #; respectively.
Their vdues are as following:

if_rel_time (v) = max{0, if _rel_tim&v) —Teurr(V) — Trcrn};
ch_rel time (v, h) = max{0, ch_rel_tim@, h) —Teurr(V) — Trert},
Othemise, if nodev has not selected any data channel, aftég@; it directly replies a
CTS with if rel_time'(v) and ch_rel_timé(v, h) which values are the same as the
abovementioned. (The additional fields carried by CTSHa(# any), if rel_time (v) and
ch_rd_time (v, h).)

5. When node u received the CTS at a timgg(D), it performs the following steps:

a) If there is a channél in CTS, it updates its data interface and channel’s statuses as
following:

if_rel_timgu) =ch_rel_timéu, h) = Teur(u) + ch_rel_timé&(v, h) + 7.

b) Then, after &5rs nodeu broadcasts the and its ownch_rel time (u, h), for any h

0 7, to nearby nodes using a RES packet, where:
ch_rel_tme (u, h) = max{0, ch_rel_tim@, h) =Tecur(U) — Tsrs — Tres— 73

Note that theNAVbara has been implicated in botbh rd time'(v, h') and
13



ch_rel_timé(u, h) in CTS and RES, respectively. (The additional fields carried by
RES ae h and ch_rel_timgu, h))
c) Atthe same time with broadcasting the RES, nodéart to transmit data packets to
v using the selected channel h
On thecontrary, if there is nb” in CTS, it has to go back to step 2 to recalculate a new
control initiation time and restart its control process again.
6. On node \completely receiving data packets from ueplies an ACK packet on h
In order to prevent the other nodes from using the control channel during the
RTS-CTS-RES handshaking, as an irrelevant nofere it isa in Fig. 3.1) received the RTS
from u at a time J(X), it updates its control channel’s status such that
ch_rd_timegx, 0) = Teurr(X) + NAETR,,
where NAVeTrL = Tt + Tsies + Tres + 7, the time wherx may receive a RES from (as
shown in Fig. 3.1). On the other hand, for any nodarrounding to this transmission (here it
is eithera orb), whenever it received the RES or CTS from a no(leere it is eitheu orv)
at a timeTu(X), if a data channdl’ is going to be used, it will update its data channel’s
staus such that
ch_rel_timéx, h) = max{ch_rel_timéx, h), Teur(X) + ch_rel_timé(y, h")}.
Additionally, a nodex (includingu, v, a, andb) will refresh its recorded statues abtRV
and CR for another node y, acabng to the received CTS or RES fromsych that
IRVK(Y) = Teur(X) + ch_rel_timé(y, h');

CRT(Y, h) = Teurr(X) + ch_rel_timé(y, h), for anyh O %

3.2 Components Designs

In this section, we present the detail designs for the three components in the TBM

protocol
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3.2.1 Control Initiation Time Prediction

First, we describe the design of CIP component. Before each data transmission, the
sende has to initiate a control process with its receiver to coordinate a free data channel. If
the coordination fails frequently, it would spend considerable time and bandwidth for
exchanging control packets, and it would aggravate the control channel bottleneck problem.
Even worse, thé&NAVctr. carrying by an ineffective and unnecessary RTS may prevent the
othernodes from initializing or completing their control processes. In order to reduce such
overhead, one important is to properly predict the control initiation time. The idea is based on
utilizing the release time of node’s resources (the data interface and data channels) at both
sides.

Let us consider two nodas andv. At any timeT¢,(u), nodeu cannot initialize the
control process until three conditions has been satisfied. These situations are described as
following:

1) First, nodeu can communicate withh only if there is at least one chanmell # that has
been eleased at both sides, 1.&(u) = ch_rel_timgu, h) andT.(u) = ch_rel_timév,
h). In other words, theearliest channel release time of u and wenoted as
ear_ch_rel_timéu, V), can be calculated as

ear_ch_rel_timéu, V) = min{max{ch_rel_timéu, h), ch_rel_timés, h)}| h O #}.
Cleaty, there is no free data channel between u doefare ear_ch_rel_tin{a, V).

2) For a transmission betweerandyv, neither the data interface wiorv can be under used,
l.e. Teurr(U) 2 if_rel_timgu) andTe,(u) = if_rel_timgv). Therefore, the time, when the link
of u and wcan be released for data transmission, can be defined as,

link_rel_timdu, V) = max{ear_ch_rel_timgu, V), if_rel_timgu), if_rel_timgv)},
which be named the link release time of u and v
3) Node u cannot start its control process until there is neither physical nor protocol

interference on the control channel, i.g{u)= ch_rel_timéu, 0).
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Combining these three facts, we define the control initiation #sne
ctrl_ini_time(u, V) = max{ch_rel_timéu, 0), link_rel_timeg, \)}.
Clearly, any control process initiated from u before ctrl_ini_¢im@ cannot be successful.

In practice, the release time of nearby nodes can be acquired from the CTS and RES sent
by them, and the statuses abchtrel_timdv, h) andif_rel_timgVv) in the above equations can
be replaced by CR{Vv, h) or IR\ (v), respectively. The new equations are as following:

ear_d_rel_timdu, ) = min{max{ch_rel_timéu, h), CRT(v, h)}| hO #};
link_rel_time(u, V) = max{ear_ch_rel_timgu, V), if_rel_timdu), IRV,(V)};
ctrl_ini_timeg(u, V) = max{ch_rel_timéu, 0), link_rel_timeg, )}
However, ctrl_ini_time(u, v) may be postponed. As shown in Fig. 3.2, before initiating the
control process, the value offl_ini_time(u, v) has to be continuously postponed, whenever
ch_rel_timéu, 0) orlink_rel_timdu, v) is changed due to receiving some control packets. In

Fig. 3.2, thectrl_ini_timeglu, v) is postponed twice, caused respectively by the changes of

ch_rel_timgu, 0) and link_rel_tim!, v), and it is marked aga) and (b) in Fig 3.2.

link_rel_time(u, v) @ch_rel_time(u, 0)

“[Data reception from other node]
A [RTS

if rel time(u

if rel time(1)

[« NN

ctrl_ini_time(u, v)

MNAV para(3)

O=1 W

@ link_rel_time(u. t)l

Fig. 3.2 Link release time and control initiation time between two nodeslv.

3.2.2 Dynamic Data Aggregation

Although CIP can reduce unnecessary RTS transmissions, the bottleneck problem is still
subsigent if the control process has to be done before each data transmission. The problem

becomes more serious as the number of data channels, data rate, or node’s density increases

16



[3]. It is because that the requests for contention and coordination in the control channel
become more intensive under these circumstances. In order to completely break through this
limitation, one effective way is to transmit multiple data packets using only one control
process [10]. It has three advantages in this way. First, both the physical collisions and the
logical blocking byNAV:Tr. can be mitigated, because multiple data transmission could be
sentafter one control process. Second, the time of inter-frame spaces and the backoff will
become relatively small due to a long packet’s train. Furthermore, the reception of multiple
data packets can be replied using only one ACK packet.

However, a new problem arisebtow many packets should be aggregated in one
transmissiof? If the number is too small, the effect by the above advantages will not be
significant. Because a node uses its data interface for a short packet’s train, it may still spend
the most of time to contend or wait for the access to the control channel. Thus, lead to a lower
utilization of its data interface. On the contrary, if the number is too large, it may incur large
idle time on its control interface due to too long packet’s train. Consequently the performance
could be deteriorated by the increased retransmission cost and the unfairness problem from
the longer packet’s train. On the other hand, for a given node, the loading of the control
channel in its surrounding area is not always uniform, which would be varied due to some
factors such as flow loading, node’s density, and routing path. For example, in Fig. 3-3, it is
easier foru to coordinate wittv, sincev has only two neighbors, but it is much hardeu if
wants to coordinate wittv, where other four nodes are surrounded and all of them compete to

create a link with w

Fig. 3.3 Non-uniform loading in the control channel of nade
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Our main idea is to dynamically adjust the number of data packets to be aggregated for
each link based on the idle time of both the control and data interfaces. The primary goal is to
balance the utilization of the two interfaces such the average throughput can be maximized.

Consider a node and a destination] N,. The number of packets, that will be aggregated
fromutov, is denoted aK,, and initiated as 1 at the beginning. Note that each transmission
consigs of least one data packet dfg, can not be over the queue size. Hence, the rarigg,of
is bound vithin 1 and@,|.

After nodeu chooses node as the targeted destinatiam,would start to initialize a
control process. Recall that tlwentrol initiation timemay be postponed by some reasons
(described in 3.2.1). Assuming that node u has been waiting to transmit data packetsato
period, and it is preparing to restart the control processwvith shown in Fig. 3.4. At this time
point, if nodeu observes that its data interface has experienced a certain amount ofidil@e in
status, denoted asta _idle_timeg, v) since the start of the current transmission, it will enlarge
its Ky v such that

Kuy = min{|Qy, Ku,v + [ data_idle_timéu, \) / (Toata+ Tsirs) I}.
The rason is that the data interface’s idle time during this period is resulted from the recent
contention in the control channel of either wolt means that the longelata idle_timeu, v)
is, the more serious the control bottleneck problem is. In order to avoid overly sending control
messages and to arise the utilization of u’s data interface, the length of the packet’s train has to
be expended in proportion to the experienced idle time.

1 idle time of data interface 1

O3

[DIE[RTS] [CTS[IRES]

Node u# wants to ctrl_ini_time is postponed by some reasons. ANode u really completes
initialize a control the control process and
rocess and send . . i
P X, phts Node u is preparing to restart starts to transmit data.
WV e

the control process. and
recalculates X,,,.

Fig. 3.4 Data interface idle time (simplified).
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On the contrary, as shown in Fig. 3.5, if nadaberves that its control interface was in
idle status for a period of time during the current data transmission, denotddidke_timgu,
V), in order to increase the control channel’s utilization and avoid possible cost from
retransmission and unfairness problem, it has to shrink badk, itsn proportion to the
ctrl_idle_timdu, V). That is, node u adjusts
Kuw = max{1, K, - Lctrl_idle_timéu, v) / (Toatat Tsire) ),

at the ad of the current transmission to v

| idle time of control interface |

DATA S DATA S DATA ACK

[CTSISIRES
A J

Node u has started data
transmission, and its control
interface is idle after
broadcasting RES.

Node u really completes
the data transmission
and recalculate K,,,,.

Fig. 3.5 Control interface idle time (simplified).

Now, we formally define the two variablesddta_ide_time(, v) andctrl_idle_timgu, v).
For a transmission fromntov (refer to the illustration in Fig. 3.6), we dendaga_tx_time(u, V)
anddata_tx_timéu, V) as respectively thearliestand theactual time when nodel can start
transmitting data packets toMat is,

data_tx_time(u, V) = ctrl_ini_time (u, V) + Tee + Tsies

whereTscr = Toies + Tae + Trrs+ T+ Tees+Ters+ 7, and ctrl_ini_time(u, V) is thefirst control
initiation time predicted for the current transmission by CIP component without any
postponement. By definitions’s data interface need not be active befta&_tx_time(u, V)
andit must be under used afigata_tx_timéu, V). In other words, at any timk(u), the data
interface ofu is in idle status only e, (u) O [data_tx_timeé(u, V), data_tx_timéu, v)).
However, the gap betweelata_tx_timeg(u, \) anddata_&_timdu, \) is not only caused by the
contention in the control channel, but also results from the chanlgek ofel_timeu, v), i.e.
Teur) < link_rel_timgu, v). It means that the statuses of data channels of u or v is not

available. When the later case happens (see the example of the period betosean Fig.
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3.6a), there is no free data channel to be used for data transmission even if the control channel
isfree. For the reason, the data interface’s idle time should ignore this case. Accordingly, we
have the following definition:
At any time Ty (u), the data interface of a nodésudle if and only if

i) data_tx_time*Q, V) < Teur(U)< data_tx_timey(, V);

ii) link_rel_timeu, V) < Teyrr(U).
Similarly, referring to Fig. 3.6b, the control interface’s idle time is defined as follows:
At any time T, (u), the control interface of a node u is idleand only if

i) data_tx_timéu, V) + Tres< Tcun(y < daia_tx_timeq, V) + NAVpara

i) ch_rel_timgu, 0) <Tcun)

iii) There is no physical carrier on the control channel of u.

ne
communicable
data channel |

Tym + Tsirs idle |

| idie |

NAVpaz (3)

NAVpaz: (1)

]
[DIE[RTS I

ctrl_ini_time*(u.v)

data_tx_time* (u.v) cq] ini time(u.v) ctri_ini_time(u.v) data_tx_time(u.v)
link_rel time(u,v) - nla

link_rel time(u,v)

(a)
idle Contention idle
- DATA S DATA S DATA ACK
~[DIEIRTS] JCTSISIRES RTS IWZIZ NAT [N |
vy NAV crrr y'y
data_tx_time(u,v) + Tggs data_tx_time(u,v) + NAVpara
DATA DATA DATA S|ACK

“[_IRTSIS[CTS] [RES] |

(b)

Fig. 3.6 (a) Data interface idle time; (b) Control interface idle time.
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3.2.3 Enhanced Channd Selection Strategy

In the primitive DCC-based protocol [3], there is no well-designed channel selection
strategy, and it is simply to find an available data channel that is free at both sides. If there are
multiple choices, the channel will be randomly selected. Therefore, it results dyriaaic
channel selection problem mentioned in chapter 1. Our ECS component aims at improving the
channels’ reusability such that more data transmissions among different nodes can be active
simultaneously. The main idea is to select the data channel that will cause the least total
increment to the release time of the critical recourses (either data channels or data interface)
essential for the possible transmissions at nearby nodes.

Let us formally describe our strategy using symbol terms. Consider a seradet a
receiverv. The timeTg,(u) is now atctrl_ini_time(u, v). At this time, nodeal performs three
calculations for each neighboriwN, — {v}.

1. First, sender u calculates the current status of neighbor w
2. Node u forms a free channel list as follows, according to the channel statusesC&t
FCL(u|v) = {h O FCLW)| CRT(V, h) < Teur(U) + Tsan},
where
FCL(u) ={h O #| ch_rel_timéu, h)< Teur(u) + Tsan},
Then, nodeu calculates the future status of neighboif node u andv select a data
channel i FCL(u | V) for data transmission.

3. Final, u calculates the total increment to the release time of a data clmani€CL(u | V)
by the current and future statuses of each neighpanavsends the results tby RTS.
After receiving RTS, receiver performs the same three calculations as samndend chooses

the data channel for data transmission according to these calculating results.

Now, we formally define the detailed calculations. Fitstgalculates the earliest time

when at least one data channel will be released atmads, — {v}, denoted a£R,(w), based
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on its CRT, i.e.,
CRy(w) = min{CRTy(w, h)| hO #}.
Combiningwith w's data interface release timelR\V,, we define
NR,(w) = max{CR,(w), IRV(w)}.
Thetwo variables ofCR,(w) andNR(w) are called theritical channel release timandnode
release timef w, respectively. Th&lR,(w) implicates the earliest time when noadean start a
transmission, since for any destinatiol 8l,, its control initiation time is confined as
NRy(w) < link_rel_timdw, s) < ctrl_ini_timgw, 9).
In other words, nod& can not start a transmission bef®&®8,(w), and it can represent the
staus of wbefore u and gelect a data channel for data transmission.

Then, if nodeu has selected a data charimel FCL(u |v), the new critical channel release

time ofw O N, — {v}, denoted asCR’ (w|h), may be enlarged by thAVbata 0N channeh. It

can be formulated as follows

CRT (w,h),
CR (w|h) = min max{ T (0% T + Tors + NAVDATA}’
min{ CRT( w )| hOgr ~{ hi}

This equation indicates the original value may be replaced by the release time of another
channeh' OO H — {h} if the release time of the original critical channel is enlarged so that it is no

longer critical. Similarly, the corresponding node release timea#mbe rewrote as

NR'(w|h) =max{ CR(w b, IRV(w)},
andit can represent the new status of neighlafter nodeu andv select a communicable
channelh O FCL(u | v) for data transmission. Using these terms, the increment to the node

release time ofv, resulted from the data transmission betweandv on data chann&l can be

characterized as

22



A, (wh) = ( Max{NR (W[ h), Te,, (U + Toey + Tojes + Tres * 73 _J
u maX{ NB( W! -Eurr(u)+T +TS|FS+TRES+T}

sctrl
Notice that this equation neglects the part of increment befgréu) + T, + Tges + Tres + 7
since the neighbow cannot use the control channel due to receiving the RTS packetcard w
initial the control process after it has received the RES packeturéwmwcordingly, the total

increment to the node release time sfneighbors can be defined by
A,(h) = mev}Au (w, h).

Nodeu will calculate thed,(h) for eachh O FCL(u | v) and sends this information ahj to v
accanpanying with the RTS packet. (There are four additional types of information carried by
RTS:NAVbata, FCL(U | V), 4y(h), and N.)

Whennodev received the RTS at a tinfg,(v), it performs the same calculation for each
free data channel  FCL(v) n FCL(u | v) and neighbow [J N, — {u} — N, where

FCL(v) = {h O | ch_rel_timev, h) < Teur(V) + Trear},

excet
{CR'[(W,h), }
. max )
CR (w|h)=min Ture (U F T + Tops *NAVGura =T ¢,
min{ CRY w k)| hOH «{ h}}
and

maX{NRj (Wl I) ’ -IZ:urr( L) +Trctrl} _J

A, (h)= ZV\ENV“{ w-N, (max{ NR(W, T, (U +T .}

Then, for eachh [0 FCL(v) n FCL(u | v), the total increment to the node release time of all

neighbors of either ar vare merged into the following cost function

A, (h=A,(h)+A,(h).

The channelh that has the leagl, (h) will be chosen as the communication channel, and

derotes ad1 . The selected channtei will be sent back ta using a CTS and then broadcasted
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to Uus neighbor using a RES packet.

An example of this channel selection strategy is illustrated in Fig. 3.7, wherewnode
transmits tov using channel 1. The node release timé of increased byl (b,1) > 0, since
channel 1 is no longer the critical channebott also influences nodg but the range is started
by the time wherr received the RES. Likewise, the critical channel &f altered from 1 to 3,
but theNR,(d) is not changed, because the interface release tirdedaiinates the value.
Lastly, the transmission has no influence to nmdgnce channel 1 is not critical &0

T curr(u)+ Tsctrl' ______ _A_“_ (_C_.’_l_z ______ (C)

NR, (a)
NR,(a)

NR,(¢c)

DA - S new NAVpr4(1)
NAV erp1 RES

a14(2)

474(1) ——
NAV c1aL R_ES new NAVpr4(1)

I DATA S DATA TT ACK
D[ B [RTS] [CTS[SIRES]
T, jurr(u) T””'r () T, currt t) + T, sctrl
[ DATA ] DATA ] DATA [S| ACK
RTS[S[CTS[ [RES]

new NAVpr4(1)

from other node

new NAVpara(1)

| I | ]
Tourry + Trear CR(d)  NR\(d) Ab,1) o ¢
o) I NR () NR(b) NR,"(b)

Fig. 3.7 Increments to node release time if selecting channel 1.
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Chapter 4 Experiments

In this chapter, we conduct simulation results to evaluate the performance of our TBM
protocol, and compare with IEEE 802.11 MAC protocol and DCA protocol proposed in [3].
Our simulations were conducted using the network simulator 2 (ns-2) [16] with CMU wireless
extensions. The network topologies under test are classified into two categories:

1) Random Single-hop Networkisi each run, there are 100 nodes randomly placed on a
region. We generate single hop flows for 50 distinct node pairs. The performance here
measures the link layer throughput.

2) Multi-hop Networks: Wédocus on the end-to-end throughput. There are two subcases:

b) Grid Multi-hop Networks: Asshown in Fig. 4.1, a X10 grid topology with 10
horizontal flows and the other 10 vertical flows was tested. The distance between
adjacent nodes is 100m. In each run, the source node and the destination node of each
flow are randomly chosen from the margin of the grid.

¢) Random Multi-hop Network&or each random multi-hop network, we also randomly
place 100 nodes on a region, while 20 multi-hop flows are established 20 distinct
source and destination pairs. Each flow will go through the shortest routing path,
fixed at the beginning.

Under these network topologies, we study the impact from three factors:

a) Number of data channels is varied from 2 to 11.

b) Datarate of data channels are varied by 0.5Mbps, 1Mbps, 2Mbps, 5.5Mbps, and
11Mbps.

c) Data frame size is varied by 256 bytes, 512 bytes, 1024 bytes, and 2048 bytes.

Thedetail parameters setting are listed in Table 4.1.
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Table 4.1 Simulation Values

Parameter s Values
Deployment Regic 1000nx1000n
Number of Node 100 node
Transmission Rant 250 meter
Carrier Sensing Ran 250 meter
Number of Channe (H) 12 nor-overlapped channe
Data Rate of the Control Chan 11 Mbps
Data Rate oeachData Channt 11 Mbps
Data Frame Si: 1024 Byte
Queue Siz 50 packet
Traffic Type UDP flow with Constant Bit Rate (CB
Flow Rate 11 Mbps in the sing-hop topolog

2 Mbps in the rulti-hop topolog

Simulation Duratio 100 seconc
Number of run 20 run:
L 2 4 2 L 2
2O OpOses O
100 m .
= O O °
1QOm
= () o
+Ow00f) O s O®
1 1+ 1+ 1

Fig. 4.1 1610 Grid Topology

4.1 Comparison in varied number of data channels

In this section, we study the impact of the number of data channels to observe two things:
the effect on the aggregate throughput of the networks and the utilization of data channels of
each scheme. Fig. 4.2a and 4.2b indicate that our CIP scheme can elevate the aggregate

throughput at least 5% and 7% in random single-hop networks and random multi-hop networks,
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respectively. The upgrade comes from that CIP can effectively prevent from unnecessary RTS
transmission. Fig. 4.2c shows the improvement from CIP can be up to 120% in the grid
topology. The significant enhancement in the grid topology has two reasons. First, the
transmission target changes frequently. Compared to DCA, the node using CIP scheme has
more detailed information of its neighborhood’s channel release time after the transmission
target switches to another one. Therefore, the node using CIP could transmit RTS when the
destination has the same free channel. Second, the node density in the grid networks is more
uniform than the density in the other two networks. Therefore, each node in the grid topology
confronts much more contention than the other two topologies. Because of the more
contention, the unsuccessful control processes which CIP focuses are so much that the
performance DCA achieves is only a little higher than 802.11. Hence, CIP can gain good
improvement by reducing the unsuccessful control processes.

In addition, the curves in Fig. 4.2 depict that the throughput of DCA is saturated as the
number of data channels is more than three. In contrast, our protocol with DDA component is
not saturated until the number of data channels is more than six. Fig. 4.2 also indicates that the
aggregate throughput synergically achieved by DDA and CIP is higher than DCA over 97% in
single-hop topology (Fig. 4.2a), 340% in grid topology (Fig. 4.2b), and 86% in random
multi-hop topology (Fig. 4.2c). The results have verified that DDA have higher throughput and
achieves higher utilization of data channels. Finally, Fig. 4.2a presents that ECS can effectively
improve the throughput of the link layer and upgrade the utilization of data channels further. In
Fig. 4.2a, ECS improves 18% compared to DDA scheme as there are six data channels, and
ECS has 30% enhancement more than DDA as there are 11 data channels. However, Fig. 4.2b
and Fig. 4.2c display that compared to DDA, ECS only upgrades the throughput at most 18%

and 6% in the grid topology and in the random multi-hop topology, respectively.
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Fig. 4.2 Variation in the number of data channels (a) Random single-hop; (b) Grid multi-hop; (c) Random

multi-hop
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4.2 Comparison in varied datarate of data channels

Analytic evidence in [3] has shown that the bottleneck problem will become more
serious if the data rate increases. In this subsection, we vary the data rate of data channels to
observe its effect. In Fig. 4.3a, as the data rate of data channels is 5.5 Mbps, DCA has 145%
improvement more than 802.11, but it is down to 93% when the data rate of data channels is 11
Mbps. The results verify that the faster the data rate is, the more serious the bottleneck
problem is. Compared to DCA, CIP scheme gets significant improvement of the throughput in
the grid topology even if the data rate is 0.5 Mbps. Besides, in Fig. 4.3a and 4.3c, the
throughput achieved by our TBM protocol is not saturate even the data rate is up to 11 Mbps.
The simulation results in Fig. 4.3 demonstrate that our TBM protocol can achieve higher
throughput as the data rate of data channels increases because the control channel bottleneck

problem can be resolved by TBM protocol efficiently.

4.3 Comparison in varied data frame size

In this section, we vary the frame size of the data packet. In Fig. 4.4a, DCA has 90% and
1476 improvement more than 802.11 when frame size is 1024 bytes and 2048 bytes,
respectively. It indicates that the level of the control channel bottleneck problem decreases as
the data frame size increases. In the contrary, DDA upgrades the throughput 192% and 63%
more than DCA as frame size is 1024 bytes and 2048 bytes, respectively. The results in Fig. 4.4
demonstrate that our DDA scheme can achieve higher throughput than DCA even if the data

frame size is as small as 256 bytes.
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Fig. 4.3 Variation in data rate of data channels (a) Random single-hop; (b) Grid multi-hop; (c) Random multi-hop.
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Fig. 4.4 Variation in data frame size (a) Random single-hop; (b) Grid multi-hop; (c) Random multi-hop.
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Chapter 5 Conclusion

In this thesis, we have proposed a Time-based MMAC (TBM) protocol to overcome the
contol channel bottleneck and the dynamic channel selection problem for the DCC approach.
There are three components in the TBM protocol. ddrerol initiation time predictiof{(CIP)
can reduce the unnecessary control process by properly predicting the control initiation time
to increase the chance for a successful coordinationdyin@mic data aggregatio(DDA)
can dynamically adjust the number of aggregated packets according to the real-time condition
of both the control and data interfaces. Hmhanced channel selection stratd§CS) can
gain better channel reusability by selecting the channel that has the least influence to nearby
nodes. Simulation results have shown that our protocol with these components achieves
significant improvement in comparison with previous works, especially when the number of

channels, data frame size, and data rate of data channels are large.
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