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Small World Phenomenon for Time Synchronization

In Large Scale Wireless Sensor Networks

Student: Jeng-Yi Lin Advisor: Dr. Chien Chen

Institute of Computer Science and Engineering

National Chiao Tung University

Abstract

Recently, the development-of the wireless sensor nodes is a hot research topic.
Due to its small size, low-cost and easy deployment, the sensor nodes already have
many practical applications such as object detection, information gathering in
battlefields...etc. However, these applications need sensor nodes have consistence in
time. In this thesis, we develop several effective mechanisms for time synchronization
in large-scale wireless sensor networks. Based on the existing time synchronization
mechanism, coupled with the concept of small world, this thesis proposed a
mechanism that can greatly reduce the time for the time synchronization in the
wireless sensor networks. The result shows that our schemes can greatly reduce the
time spending in the time synchronization, and shows that this methodology used in
the multihop time synchronization is better than existing methods. There are so many
people trying to develop a wireless sensor network for an underwater environment.

There are many applications for an underwater wireless sensor network, such as



environmental monitoring, ocean current observation, energy exploration...etc. These
applications need a time synchronization scheme also. However, the transmission
medium is an acoustic wave that causes a long propagation time in the underwater.
Nevertheless, the existing time synchronization schemes neglect the propagation time,
because the propagation time is short with the electronic wave on the land. Therefore,
the existing time synchronization schemes are not suitable for the underwater wireless
sensor networks. In this thesis, we use the Underwater Positioning System (UPS)[15]
and the technique of time difference to finish the time synchronization in a single-hop
for the underwater. The simulation shows that the accuracy level is #S and the time
synchronization we proposed can finish the procedure in the application layer without

any modification in other layers.

Keywords: Time Synchronization, Small- World, Shortcut, Wireless Sensor
Networks(WSN), Directional -Antenna,—-Underwater, Long Propagation Delay,

Acoustic.
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Chapter 1: Introduction

Recently, the wireless sensor networks are a hot research topic. Wireless sensor
networks include many small-size and power-saving devices, normally used for
sensing data and exchange information. In the wireless sensor network, a device
called a node does not need a control system to control all transmission. It forms a
network by itself and transmits information to remote destinations through multihop.
The wireless sensor networks have some characteristics, such as limited energy
consumption, high-density deployment, the implementation of low-cost, and so on.
Based on the above reasons, wireless sensor network has widely be used in many
applications, such as emergency applications, environmental monitoring, object

detection, data collection in battlefield andimonitoring system at home.

In a distributed system, time. synchronization- mechanism is a very important
topic in wireless sensor network for the following reasons. First, they need a standard
time in order to coordinate and communicate to each other. Second, the nodes must
wake up and sleep at the same time for power-saving reason, so they need
synchronization. Third, some scheduling algorithms such as TDMA need time
synchronization, because they need to know the exact time slide to communicate
information to each other. For these reasons, we must have an effective mechanism

for time synchronization in order to facilitate the practical application.

There are so many people trying to develop the wireless sensor network for an
underwater environment. The wireless sensor network in the underwater there are

many applications, such as environmental monitoring, ocean current observation,



energy exploration...etc. These applications need time synchronization as well. The
biggest difference is the transmission medium between land and underwater. There is
a long propagation delay in the underwater, because the transmission medium is the
acoustic wave. The speed of the acoustic wave is nearly 5 order of magnitude slower
than radio on the land. The existing time synchronization schemes have a
characteristic on the land, that the propagation delay is short. Therefore, we can
ignore this propagation time for the time synchronization on the land. Nevertheless,
the result will cause a great error, if we use the same method to finish the time

synchronization in the underwater.

In the land, the most widely used scheme is NTP[1] for time synchronization in
internet in wired environment. This scheme used:the traditional way to achieve time
synchronization. The traditional time synchronization is that two nodes transmit a
packet to each other, respectively. The-nodes-record the transmit time and the receive
time, then they can calculate the time offset for each other. It is not appropriate to the
wireless sensor networks because of the non-determinism problem. The
non-determinism is that the time difference between the time of the packet be
construct and the time of the packet be send. In wireless sensor networks, RBS[3]
proposed a scheme that can eliminate the non-determinism problem in the sender side.
This method was based on the relative time difference of reference message packets
arrived in each wireless sensor node. Therefore, we can get precisely time
synchronization in the wireless sensor networks. In [4], they used the tree structure to
achieve the time synchronization in wireless sensor networks. In [5], they greatly
reduce the packet number than RBS in order to prolong the lifetime of the sensor node.
The above schemes, all of them can use its methods to finish the time synchronization

in single-hop. But, they usually were based on a principle that a reference node start
2



the procedure of the time synchronization in its transmit range. After that, a node
which is picked up in this area redo the procedure in its transmit range until all nodes
finish the time synchronization. Although this procedure can complete the time
synchronization in multihop, they have some drawbacks. First, it needs to spend long
time to finish the time synchronization in multihop, especially in large scale wireless
sensor network. Second, each node has some time error because of the clock drift.
Which means that the node which far away the reference node at very beginning will
get more time difference than others. Therefore, we need a scheme that can reduce the

hop counts in certain way.

We proposed a modified time synchronization in single-hop from RBS[3],
coupled with the concept of small.world. This method can greatly reduce the problem
that we mentioned before. The small world phenomenon has two characteristics. The
average path length (hop count) is low-between the nodes in the network, and the
cluster coefficient is high in the network. Small world is a phenomenon that discussed
how each individual in the real world has relationships to other people. [7] performed
a series of mail delivery experiments in 1967. By given receiver’s information, each
individual who received this mail forwarded it to the next person according to
receiver’s information such as address, career or race. In this experiment, Milgram
found that an average of five and six intermediate delivers before the final receiver
gets the mail. This work first quantified the famous concept of “six degrees
separation” between any individual on earth. In [9][10], they further found that the
cluster coefficient is good in the regular graph, but the average path length is very
long. We just need to re-wired some links with the node in long-distance result in the
average path length greatly reduces between the nodes. The kind of the links called

shortcut. This kind of the network called a small world network.
3



The time synchronization in the wireless sensor network, nodes usually
communicate information to each other by radio waves. In the view of small world,
the link between nodes can be regarded the link as the relation between the nodes.
Original idea is that how we can create a small world phenomenon in wireless sensor
networks. At this moment, some nodes must have a long-distance transmission
capacity that can send the packet to the node in long-distance. This called shortcut in
small world. We use the directional antenna to communicate the node in long-distance

to form the small world phenomenon in the large scale wireless sensor network.

The scheme we proposed is as follows: First, we randomly pick up a node that
called reference node. This node broadcasts a reference packet to the neighbors within
its transmission range. The nodes.which receiving this reference packet can use the
technique of the time difference-to estimate-the time offset between itself and the time
server. Second, the nodes that finished.the. time  synchronization in this area start a
new round to its neighbors that did not finish the time synchronization. And, some
nodes that finished the time synchronization use the directional antenna to
communicate the node in long-distance to finish the time synchronization. Third, the
nodes that finished the time synchronization become a time server to repeat the step 1
and 2 until the all nodes complete time synchronization. In step 2, we use the
transmission model from [8]. Each node connects another node in long-distance with
random way. The result shows that we can greatly decrease the hop count in the

wireless sensor network.

In the underwater, [16] proposed a method that finishes the time synchronization

by time-stamping the packet in the MAC layer. In [17], the author found that the
4



overhead is high in the previous method. The previous method will cause excessive
power-consumption. The author uses mathematical analysis to find the main error
source: to decrease the number of the packets in order to prolong the life cycle of the
sensor node. In previous works, in order to finish time synchronization, the authors all
stamp the time information in MAC layer to decrease the time error from the
non-determinism time. Although, these methods can finish the time synchronization in
underwater, but there is a drawback as below: we have to modify the MAC layer.
Before we deploy the wireless sensor network, in order to achieve the purpose of the
time synchronization, we need to modify the MAC layer. Let the packet can be

stamped the time information in MAC layer before the packet be sent.

The method we proposed is as-follows. First;.we use the Underwater Positioning
System (UPS) [15] to locate the position of each nade. Second, we use the technique
of the time difference to estimate the time-offset between each node and the time
server in order to finish the time synchronization. The biggest characteristic is that we
can finish the time synchronization in the application layer without any modification

in other layers.

The results show that the mechanism we proposed can greatly decrease the
convergence time for the time synchronization in the large-scale wireless sensor
networks. We use the directional antenna to form small world phenomenon in the
wireless sensor network. Each node reduces the hop count between itself and the time
server in the wireless sensor networks. In other words, the time error will be relatively
lower between the nodes. In the underwater, the simulation shows that the accuracy
level of the time synchronization is xS and the time synchronization we proposed

can finish the procedure in the application layer without any modification in other
5



layers.

The organization of this thesis is as follows: We discuss what is the traditional
time synchronization mechanism, the problems in the traditional time synchronization
mechanism, and the previous works in section 2. In section 3, we will explain the
concept of small world phenomenon. In section 4, we describe that the time
synchronization we proposed in more detail, including the time synchronization in the
land and the time synchronization in the underwater. In section 5, we present the

simulation results and analysis.



Chapter 2: Related Work

2.1 Traditional Time Synchronization Method

Before we discuss the related works, we first describe traditional time
synchronization. In general, we can understand traditional time synchronization from

Fig. 1.

TO\

Tl

/TZ

Node A Node B

T3

Fig. 1 Traditional Time Synchronization

Where TO is that node A sends a packet with time information to node B at the
local time TO. T1 is that node B receives the packet from node A at the local time T1.
T2 is that node B replies a packet with the time information of TO and T1 to node A at
the local time T2. T3 is that node A receives the packet with time information of TO,

T1, and T2 at the time local time T3. Therefore, we can calculate the time offset

7



between two nodes in order to complete the purpose of time synchronization. The

calculation method is easily derived as Eq. 3 or Eq. 4.

P=T-T, Eq.1
P,=T,-T, Eq. 2
o = (Tl_TO);(T3 _Tz) Eq. 3
ﬂ:(Tl_To)‘;(Ts_Tz) Eq. 4

P: Propagation Time
a : the relative clock drift between nodes

[ - the propagation delay between nedes

We can easily calculate the*propagation-time between the node A and the node B
from the difference of T1 and TO. In the 'same way, we can calculate the propagation
time between the node A and the node B from the difference of T3 and T2. Therefore,
we can average these two values to estimate the propagation time between the node A

and the node B in order to get the time offset between nodes.

2.2 Non-determinism Time

Generally, there is a server that periodically sends packets to the client in
traditional time synchronization. The client is using the above method to obtain the

time offset with the server to finish time synchronization. Such method has a serious



problem, which is that a long non-determinism time result in the client cannot
precisely estimate the time offset between itself and the server. We will discuss is the
non-determinism time in wireless sensor networks. The OSI seven-layer architecture

is shown in Fig. 2.

s N A N
Application Application

N ~ | Send Time N J

s N s N
Presentation Presentation

_ J \_ J

s N s N
Session Session

_ J _ J

e D . . . )

Receive Time

Transport 5 - Transport

\ J ; > \ J

Access Time

v Propagation Time >

Fig. 2 OSI Architecture

We can divide the time into four parts[6] when the server sends a packet to the
receiver, as follows:

Send Time: the time spent by the sender to construct the message.

9



Access Time: delay incurred waiting for access to the transmit channel.

Propagation Time: the time needed for the message to transit from the sender to
receivers once it has left the sender.

Receive Time: processing required for the receiver’s network interface to receive

the message from the channel and notify the host of its arrival.

The time slots, as we mentioned before, greatly affect the reach time of the
packet is the access time. This is called the non-determinism time. In wireless sensor
networks, we usually wait for a random backoff time before the packet is send out in
order to reduce the collision probability of the packets. Therefore, the arrival time of
the packet from the sender to receiver is unpredictable. So, the traditional time

synchronization mechanism will result in a great synchronization error.

2.3 Previous Work

In [3], the author proposed a method that can eliminate the non-determinism time
error, called Reference-Broadcast Synchronization (RBS). The method shows as
follows: A transmitter broadcasts m reference packets. Each of the n receivers records
the time that reference was observed, according to its local clock. The receivers
exchange their observations. Each receiver i can compute its phase offset to any other
receiver j as the average of the phase offsets implied by each pulse received by both

nodes i and j.

Using the above method, all receivers that received the reference packet is use

the time of receiving packet to estimate the time offset. Therefore, we can eliminate
10



the time synchronization error due to the non-determinism time.

In [4], the author used the tree structure and the characteristics of RBS to
develop a novel time synchronization mechanism, as follows: Construct a tree
structure for all nodes. We selected a node as the reference node with tree level 0. This
node broadcasts its tree level to its neighbors. The nodes that receiving this packet
checks the tree level in the packet, then increase the value to become its tree level. All
nodes do the same procedure until all nodes have a tree level. All nodes do the
procedure of the time synchronization with its parent until all nodes finish time

synchronization.

In [5], the author reduces the‘packet transmissions due to time synchronization
mechanism in RBS. The method Is.as follows: The base station sends a packet to start
the time synchronization. The reference-node-broadcasts the Reference Packet after it
received the start message from the base. station. Each node writes its local time
received the reference packet. The base station node broadcasts the time of receipt of
the reference packet. Each node interpolates its local time based on the time

information broadcasted by the base station node.

The methods as we mention before can finish time synchronization in single-hop.
After that, they selected a node to become the base station to do the procedure of time
synchronization for its neighbors who not finish time synchronization until all nodes

finish time synchronization.

With the above description, it is not difficult to find that most of time

synchronization schemes do the procedure of time synchronization from specific
11



region to its neighbors who did not finish time synchronization until all of them are
completed time synchronization. In wireless sensor networks, we usually put many
sensor nodes to do a specific task. There are some problems, if we did time
synchronization that likes we described before. Each node has some time drift of the
clock. In large scale wireless sensor networks, because relay hop counts are too many
times, we will get large time offset error between the time server and the last one that
finish time synchronization when all of them finish time synchronization. We need a
long period to finish the time synchronization in the large-scale wireless sensor
networks. Because all of them that like we discuss before are finish the procedure of
time synchronization from one specific region to another until all nodes finish the

procedure.

Therefore, we proposed a-novel scheme, this method can precisely finish the

time synchronization in single-hop tand-quickly complete time synchronization in

multihop with the concept of small‘world.

12



Chapter 3: Small World

3.1 Small World Phenomenon

The human can be connected by the relationship between people. The concept of
small world is observed from here. In [7], the author did an experiment that we are
trying to delivery a letter to someone in far place through the person we known. Each
person who received this letter has to re-delivery this letter to next one who closes the
receiver depending on receiver’s information through the person he known. The
results show that there is about 5 or 6 times of re-delivery the letter before the letter

be sent to the receiver. This phenamenon.called six .degree of separation.

In order to prove small world phenomenon can get how much influence in
practical application. [9][10] found that we-just re-wired some links in a regular graph
to become a new one. The new graph can greatly reduce average path length. For

example:

Fig. 3 Small World-Regular Graph

Fig. 3 is a regular graph with k=4 which means each node has four links with its
13



neighbors. We can calculate the shortest path between nodes in the graph by
Dijakstra’s algorithm. We found that the shortest path is very long in this graph. The

graph shows as follows if we re-wired some links in the graph.

Fig. 4 Small World-Small World Graph

In Fig. 4, we can observe that:we greatly reduce the shortest path by Dijkstra’s
algorithm due to some links -are re-wired in -the- graph. At the same time, the

connections between nodes are not change -much.

In wireless sensor networks, the nodes exchange the packets of time
synchronization by radio wave. Each node just connects to its neighbors. There is no
long transmission capability as shortcut in small world because the transmission
distance is limited. Therefore, we will use the characteristic of long-distance

transmission of the directional antenna to be shortcut in small world.

3.2 Firefly Phenomenon

Except small world phenomenon, there is an interesting effect in the nature, that

is firefly phenomenon. We can observe a phenomenon that is the blank of the fireflies

14



in the habitat. Their blanking frequency is consistence in the same area. That is means
all of them adjust their blanking frequency by one of them result in the blanking

frequency is consistence in the same area.

If we extend this concept to the time synchronization scheme, we can find an
interesting phenomenon, as Fig. 5 shows below, where a sensor node as a firefly, the

blanking behavior as the procedure of time synchronization.

QOLOUORQ
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Fig. 5 Firefly-Local area

In Fig. 5, each node is a firefly in the graph. Node A and node B both are the
leader. The fireflies will adjust its blanking frequency nearby the leader by the
blanking frequency of the leader. We can discover that the fireflies that nearby the
leader form a region and the fireflies will adjust their blanking frequency by the
blanking frequency of the leader. The leader B is also. In the above graph, we can
think that each point is a sensor node. The node A and the node B are the reference

node. The nodes around the node A and the node B will do the procedure of the time
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synchronization with the reference node. After finish the time synchronization, the
nodes around the node A get the time offset between itself and the node A in order to

achieve the purpose of time synchronization. The nodes around the node B are also.

At this point, we can find another phenomenon, if the node A can communicate

with the node B in the graph, as the Fig. 6 shows below.
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Fig. 6 Firefly-The long distance communication between nodes

The firefly A is the leader of the firefly B. The firefly B adjusts its blanking
frequency by the blanking frequency of the firefly A. After that, the fireflies around
the firefly A and the firefly B do the procedure as we described above, as the Fig. 7

shows below.
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Fig. 7 Firefly-Global area

We can find that all of the flreflles around the firefly A and the firefly B use the
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Chapter 4: Our Proposed Time Synchronization

In this chapter, we will discuss the time synchronization we proposed clearly. We
will divide the time synchronization into three parts. In single-hop, we use the
broadcast and the technique of the time difference to finish the time synchronization.
In multihop, we use the directional antenna to connect the node in long-distance to
form the small world phenomenon in wireless sensor network, and finish the time
synchronization with the node in long-distance. In the underwater, we use the UPS[15]
and the technique of the time difference to finish the time synchronization in

single-hop.

4.1 Time Synchronization [in'Single Hop

In [3], we need to select a node that called reference node to broadcasts a
reference packet, if we want to finish time synchronization in single-hop. The rest of
nodes record the time that receiving the reference packet in the same region. After that,
each node has to exchange the time information for each other in order to finish time
synchronization. The nodes that get the all time information can calculate the time

offset with each other by least-squares linear regression.

For example, the Fig. 8 is shown as below.
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Fig. 8 RBS: Time Synchronization in Single-hop

Where node A is the reference node, node 1-4 are the sensor nodes.

First, the node A broadcasts a reference packet to its neighbors. Node 1-4 record
the time that receiving the reference packet. If node A send the reference packet with

m times, the receiving table of each niode is shown as below.

Node 1 T, T.> Tom
Node 2 T, T, Tom
Node 3 T, T, . Tom
Node 4 To1 T2 Tom

Table. 1 RBS-Receive Table for each node

Where T, is the time of node r when it received the reference packet b

The next step, the node 1-4 exchanges its receiving table for each other. For
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example, the receiving table of the node 1 shows as below.

Packet
Node Packet, Packet, .. Packet,,

Node 2 Trz,l Trz,z Trz,m
Node 3 Tr3,1 Tr3,2 Tra,m
Node 4 Tr4,1 Tr4,2 Tr4,m

Table. 2 RBS-Receive Table of Node 1

After the node 1 get the all receiving table for each node, it can calculate the time
offset with each node by least-squares linear regression. The offset table is shown as

below.

Offset
N Offset Value

Node 2 Offset,
Node 3 Offset,
Node 4 Offset,

Table. 3 RBS-Offset Table of Node 1

Through the discussion as we mention before. It is not hard to find that RBS has
several drawbacks. First, the number of the reference packet is too much. In order to
get the time offset between itself and others, the node has to exchange the receiving
table for others after the node records the time that receiving the reference packet.

Therefore, the number of the packet is too much. Second, each node demands a lot of
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memory size. Each node gets the time offset for each node in RBS, result in each node
need a large memory size to store the related information. Third, the time to finish
time synchronization is too long in single-hop. In wireless sensor networks, there is a
random backoff time to reduce the collision probability before the node sends a
packet to another. Each node want to send a lot of the packets to another, result in the
channel is busy all the time in RBS. Therefore, each node needs more time to process

the packets.

In wireless sensor networks, the nodes usually do the same task in the same
region, such as object detection, information gathering in the battlefield. Base on this
point, we can modify the method of RBS to fit the implementation in wireless sensor
networks, the steps show as below

Step 1. We select a reference.node to broadcast a reference packet within its
transmission region. The nodes- that:belong-to-this region record the time that they
receive the packet.

Step 2. The node that is closest to the reference node, called the time server,
replies a packet to the reference node with its receiving time on the packet.

Step 3. The reference node relays the time information to all nodes within its
transmission region.

Step 4. At this point, all nodes have two time information. One is the time that it
receiving the reference packet. Another one is the time that the time server receiving
the reference packet. We can get the time offset between itself and the time server by
the difference of two values. After we get the time offset, we can estimate the time of

the time server in order to achieve the purpose of time synchronization in single-hop.

For example, the Fig. 9 is shown as below.
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Fig. 9 Our method: Time Synchronization in Single-hop

Where node A is the reference node, the node 1-6 are the sensor nodes.

First, the node A broadcasts a reference packet within its transmission region.
The nodes record the time when it receiving the reference packet. The receiving table

is shown as below.

Node 1 T,
Node 2 T,
Node 3 T
Node 4 T,
Node 5 T,
Node 6 T

Table. 4 Our method-Receive Table for each node
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Assume the node 1 is the time server. The node 1 will reply a packet to the
reference node with the time when it receiving the reference packet. Then, the
reference node will broadcast this time information to its neighbors within its
transmission region. After the step, all of nodes will get a time difference table. The

table is shown as below.

N

Node T
Node 2 T -T,
Node 3 T T,
Node 4 T.-T,
Node 5 -
Node 6 " N

Table. 5 Our method-Time Difference Table for each node

This table tell us, the time difference of itself and the time server when the node
received the reference packet. Because the propagation time is very short, we can
ignore the propagation time of the packet from one node to another. In other words,
the packet almost reaches each node in the same time. After node n gets this time

difference table, node n can estimate the time offset with the time server.

The algorithm we proposed has the following advantages. First, the fewer
number of the packets. This algorithm just needs three packets to finish time

synchronization in single-hop. Second, the memory size is smaller for each node.
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Each node just needs to record the time offset with the time server. The memory size
is smaller than RBS that needs to record the time offset for all nodes. Third, this
algorithm reduces the convergence time for time synchronization in single-hop. There
are just three packets need to send. The nodes do not send the packet except the
reference node and the time server. Therefore, this method greatly reduces the

overhead for time synchronization.

Why the method we proposed, each node just needs to record the time offset
with the time server? As we mention before, the nodes usually do the same tasks in
the same region. We just care about the order of the events. The absolute time is not
necessary. Therefore, we just need the time server to be a time standard. After all
nodes finish the procedure of time synchronization. Each node can use the relative
time offset of the time server to-record the events..Even in the TDMA scheduling, the
method we proposed is work well, because-all-nodes get the time offset with the time

server. We can use this time information.to schedule the tasks.

4.2 Time Synchronization in Underwater

In this section, we proposed a time synchronization that is suitable for the
underwater environment. We use the UPS[15] and the technique of the time difference
to finish the time synchronization in single-hop. We can finish the time

synchronization in the application layer without any modification in other layers.

The organization of this chapter is as follows: we show the characteristic for

underwater in section 4.2.1. In section 4.2.2, we will explain the problem of the time
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synchronization in underwater. In section 4.2.3, we will describe the method we

proposed. The simulation and analysis will be show in chapter 5.

4.2.1 Characteristic for Underwater

The biggest difference is the transmission medium between land and underwater,

as the table below.

Speed of Light 3x10°m/s

Speed of Sound 1500m/s

Table. 6 Propagation-Speed

For this reason, the time synchronization-scheme is not suitable for underwater,
including [3], [4], and [5]. Because these ‘'methods have a characteristic on land, that is
the packet will almost arrive to all nodes at the same time when a node broadcasts a
packet to its neighbors within its transmission range. Therefore, we can ignore this
error for time synchronization on the land. But, the nodes use acoustic waves to
communicate with each other. The speed of sound is nearly 5 orders of magnitude
slower than radio waves. If we use the same method in underwater, the result will

cause a great error.
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4.2.2 Problem in Underwater

If we directly apply our time synchronization to the underwater environment in

single-hop, there is a problem as below.

Ay

() =) 4 L&

Fig. 10 Underwater-Step 1ifor-Time Synchronization

Where the node 0 is the reference node; the-node 1 is the time server. After the

node O broadcasts a reference packet to'its neighbors, the receive table shown as

below.

Node 1 T
Node 2 T
Node 3 T
Node 4 T,

Table. 7 Underwater-Receive Table
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The node 1 will reply a packet with its receiving time to the node 0, after the

node 1 received the reference packet, as the Fig. 11 below.

O © ©

Fig. 11 Underwater-Step 2 for Time Synchronization

The node 0 will broadcast,the time information of the node 1 to its neighbors,

when the node 0 receives the packet from the node 1,.as the Fig. 12 below.

I C) B U O

Fig. 12 Underwater-Step 3 for Time Synchronization

After each node receives the packet with the time information of the node 1 from

the node 0, the time difference table shown as below for each node.
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Time
Node T

Node 2 T -T,
Node 3 T -T,
Node 4 T. T,

Table. 8 Underwater-Time Difference Table

For example, the value of the node 2 shows as below.

T, -T, =T, +T; Eq.5

Where T, is the time difference between two nodes, T, is the relative

propagation time between two nodes.

With radio communication, node 1-4 will almost get the packet at the same time
that the node O broadcasts a packet to them. Therefore, the value of T, is about 0.
With acoustic communication, there are some differences as following. First, the
transmission speed is slow. This reason causes each node to receive the broadcast
packet at very different times. Second, the transmission range is longer. The
transmission range can reach a few kilometers away in underwater such as [18]
describes. Therefore, the value of T, is bigger. As the above reasons, we need a new
method to finish time synchronization in underwater, where the key point is how to

calculate the time of T,.
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4.2.3 Time Synchronization for Underwater

The method we proposed can divide into two steps. First, we use the UPS system
to locate the position of the node. All nodes can estimate their location in the
application layer. Second, the node can calculate the time offset between itself and the
time server by the time difference technique and the position information in the

previous step in order to achieve the purpose of time synchronization.

The first step, we use the known location of the four nodes to estimate a

unknown location of the node. The known position of the nodes are (x,,Y,,z,),

(%) ¥er25) (X, Y.r2.), and (x,.9,2, ). respectively. The unknown location of the

nodeis (x,y,z) as the Fig. 13 below.

Surface

f Seabed

Fig. 13 UPS

We can drive the following formula:
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oy =
daC :\/(Xa_Xc)2+(ya_yc)2+(za_zc)2 Eq. 6
d

Let A be the master anchor node, which initiates a beacon signal every T seconds.

Each beacon interval begins when A transmits a beacon signal. Considering any

beacon interval i, at time t!, t!, t!, and t}, sensor S and anchor nodes B, C, and D
receive A’s beacon signal, respectively. At time t, which is > t., B replies to A
with a beacon signal conveying information t. —t! = At . This signal reaches S at
time t}. After receiving beacon signals from both A and B, at time t!', C replies to A
with a beacon signal conveying informationst’ <t = At!. This signal reaches S at
time t}. After receiving beacon signals from A, B, and C, at time t, D replies to A
with a beacon signal conveying information -t} —t, = At} . This signal reaches S at
time t,. Based on triangle inequality, t] <t) <t} <t, . Letting At =t)—t/,

Aty =ti -1, and At} =t, —t;, we obtain

d,+d, —d, +V-Atl =v-At)
d, +d_—d, +V-Atl =v-At] Eq.7
d,+d, —d_ +V-At] =v-At]

which gives
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d,=d, +V-At, —d_ —Vv-At =d_ +k
d,=d_ +Vv-At) —d, -v-At. =d_, +k, Eq. 8
d,=d, +V-Ati—d_, —v-At) =d_ +k;

where d_, dy, d., and d are positive real numbers; v is the speed of

sa ! sc?

sound.

We can estimate the position of the node S by the Eq. 8 as the Eq. 9 below.

(X_Xa) +(y_ya)2+(z_za ‘= sa
x—x, ) +(y-y, ) +(z-2,) =d,* =(d, +k )

Eq. 9
(X_Xc)2+(y_yc)2+(z_zc)2=ds<:2=(dsa+k2)2 |
(x=xg )" +(y=vy ) +(z-2) = dy’ = (d itk )’

Therefore, we can get the unknown position of the node.

For the second step, we use the technique of the time difference to finish time
synchronization in single-hop. The steps are shown as below.

Step 1. Node A sends packet with its position. All nodes record the receiving
time. Then, each node calculates its distance between node A and itself.

Step 2. Node 1 replies a packet with its receiving time and its distance.

Step 3. Node A broadcasts this message to all nodes in its transmit range.

Step 4. Each node calculates its time offset for time server depend on these two

packets.

For example, the Fig. 14 shows as below.
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Fig. 14 Underwater- Time Synchronization in Single-hop

Where the node A is the reference node, the node 1-6 are the sensor node.

After the node A broadcasts a reference packet to its neighbors within its

transmission range, the receive table.of the nodes as below.

-N T D
Node 1 L, D,
Node 2 T D,
Node 3 T, D,
Node 4 T, D,
Node 5 T, D;
Node 6 T D,

Table. 9 Underwater-Receive Table for Each Node

Assume the node 1 is the time server. The node 1 will reply a packet with its time
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information and the distance with the node A to the node A. Then, the node A will
broadcast the information to its neighbors within its transmission range. The time

difference table of the nodes shown as below.

Time

Node T D
Node 2 T, -T, D, -Db,
Node 3 T -T, D, - D,
Node 4 T -T, D,-D,
Node 5 T. T, D, - Ds
Node 6 T, —T, D, — Dy

Table. 10 Underwater-Time ‘Difference for Each Node

Where AT s the time difference with relative distance error between nodes,

AD is the relative distance between nodes.

After above steps, we have enough information to achieve time synchronization.

For example, the time difference of the node 2 is shown as below.

AT =T, =T, =T, +T, =T, +Tp o, Eg. 10

We can get the time difference between two nodes and the relative propagation
time by the Eq. 11. The relative propagation time means the propagation time between

the time server and the node 2 when the reference node broadcasts a reference packet
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to its neighbors. Because the speed of sound is slow, we can calculate the relative
propagation time by the position information in the step 1. For example, D, means
the distance between the time server and the reference node. D, means the distance
between the node 2 and the reference node. Therefore, AD =D, —D, represents the
distance difference between these two nodes and the reference node. We can estimate

the time offset between these two nodes, as below.

Tg =AT _TDl—Dz Eq. 11

We can finish the time synchronization by the method we above discussed. The

simulation result we will show that in theichapter 5.

4.3 Time Synchronization in-Multihop

In order to finish time synchronization in multihop, the most methods are as
follows. First, a node called the reference node starts to finish time synchronization in
single-hop. Second, a node be selected from the nodes that finished time
synchronization to be new time server. This node becomes the time standard to re-do
the procedure again depend on which algorithm we chose. Repeats the step 2, choose
a node to re-do the procedure of time synchronization until all nodes finish the

procedure of time synchronization.

The method is like this in RBS, for example.
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Fig. 15 RBS: Time Synchronization between Two Hops

Where the node A and B are the reference node, the node 1-7 are the sensor node.

The node 4 will get the time offset with the:node 1-3 after the procedure of time
synchronization is finished. Next step, the node B broadcasts a reference packet to its
neighbors. The nodes that receiving this‘packet will estimate the time offset with the
node B by the algorithm of RBS. After this, the-node 5-7 can calculate the time offset
with the node 1-3 through the relation of the node 4. For example, the offset table of

the node 5 shows as below.

w
Node Offset Value

Node 4 Offset,
Node 6 Offset,
Node 7 Offset,

Table. 11 RBS-Offset Value of Node 5

The offset table of the node 4 shows as below.
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N Offset Value
Node 1 Offset,
Node 2 Offset,
Node 3 Offset,
Node 5 Offset,
Node 6 Offset,
Node 7 Offset,

Table. 12 RBS-Offset Value of Node 4

The node 5 can use the time information-of the node 4 to construct its own offset

table for all nodes, because the node 4 -has the offsettable for all nodes, as follows.

N Offset Value
Node 1 Offset; , + Offset, ,
Node 2 Offset, , + Offset, ,
Node 3 Offset, , + Offset, ,
Node 4 Offset; ,
Node 6 Offset;
Node 7 Offset; ,

Table. 13 RBS-Offset Value of Node 5 for all nodes
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Where offset, ;i the offset value between the node i and the node j.

The node 5 already gets the time offset for all nodes as we discussed before.
Another example, if we want to finish time synchronization for a large scale area in

wireless sensor networks, we will have a situation as below.

Fig. 16 RBS-Time Synchronization in Multihop

Where the node A-D are the referencenode; the-node 1-13 are the sensor node.

In Fig. 16, the execution order of time synchronization is that A, B, C, and D. We
can find that the node D will be last one to finish the procedure of time

synchronization in RBS.

As we mention before, we can find some drawbacks. First, the time
synchronization scheme has the large time error. The relay hop count is large from the
first reference node to the last one. This method will get higher time error, because the
node has the clock drift result in the time offset is inaccuracy. Second, the
convergence time is long when this method finishes time synchronization. In Fig. 16,

it is not difficult to find that the node needs to wait previous one before it starts the
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procedure of time synchronization. For example, the node D cannot start the
procedure of time synchronization before the node C finish it. Therefore, the node D
has to wait a long time to start the procedure since the node A starts the time
synchronization. Third, the memory size is large. We can get a clue from the Table. 13.
There are a lot of node numbers in wireless sensor networks. We need a large memory

size to store the information of the offset value with others if we use this method.

The time synchronization in multihop, we can divide this into three parts. First,
we will discuss the average path length in worst case for each time synchronization
mechanism, including RBS[3], Tree[4], RIP[5], and ours that we use the connection
method for the long-distance node in [8]. In [8], each node connects to the
long-distance node with probability way. These ‘links become shortcut to form the
small world phenomenon in the.network. .Second, the time synchronization we
proposed has 5% nodes with the directional-antenna that transmission range is 2-4
times as far as the normal one. These:nodes-connect to the long-distance node with
random way to form the small world phenomenon in the practical wireless sensor
networks. Third, we use the directional antenna to finish time synchronization with

the long-distance node.

First, in time synchronization scheme, the time error due to sensor node relay is
quite common, because each node has the clock drift. Therefore, the relay hop counts
mean the accuracy of time synchronization scheme in wireless sensor networks. In [8],

the author used the decentralized structure to pre-produce the connections between

nxn

nodes with probability way in the grid by and proposed a simple transmission

model to transmit data. Which model can calculate that the average path length is

Clogn)* where C is a constant. The topology shows in the following manner.
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Fig. 17 Transmission model-r=2, p=q=1

In Fig. 17, each point connects to the. far point with the probability way. For
example, d(a5)" means the connection probability between the node A and the node
5. Where d(A5) is the distancezbetween-the-node A'and the node 5, r is a constant, p
means that the node A connects the nodes-in 1 hop away, g means that each node just
only can connect the node in far away. Therefore, we can create the small world

phenomenon in the network.

Each node has this kind of characteristic in the wireless sensor network. The
figure is as above one. We can calculate the average length path in this model as

follows:

C(logn)* =C(log8)* = C x2.079% = C x 4.322 Eq. 12

Where r=2, p=g=1 in Eq. 6. The result shows that the average path length is
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C x4.322 between nodes. For example:
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Fig. 18 Transmission Model-node A to node T

In Fig. 18, the path length is 4 between node A and node T.

Next, we will compare the hop counts in [3][4][5] after all nodes finish the
procedure of time synchronization. For example shows as below, where node A is the
reference node, node T is the target node. In [4], the author used the tree structure to

finish time synchronization as follows, where Ln is the tree level.
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Fig. 19 Transmission Model-Tree structure

In Fig. 19, the arrows mean the p055|ble path in this graph. The path length is
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Fig. 20 Transmission model-RBS and RIP
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In Fig. 20, the arrows mean the possible path in this graph. The path length is

2n—2, which is 14.

From the above discussions, we can found that the average path length is lowest

from the transmission model of [8] in worse case, as shown in the table below.

method value average path length in worst case

transmission model from [8] C(logn)*
transmission model from [4] 2n-2
transmission model from [3][5] 2n-2

Table. 14 Transmission;model-Comparison

The table shows that the transmission model-we used has a lowest average path
length. In the other words, the time synchronization scheme we proposed has better
accuracy. In wireless sensor networks, another task has better efficiency and reduces

the error rate under this kind of time synchronization, ex. TDMA.

Second, the transmission distance of the directional antenna is limited in the
practical wireless sensor network. The transmission range is 2 to 4 times as far as the
normal one. In our method, there are 5% nodes with the directional antenna. The
nodes randomly use the directional antenna to communicate the long-distance node in
the transmission range. For example, in Fig. 21, where the node A can use the
directional antenna to communicate the node in long-distance, the node 1-4 are the

neighbors within 1 hop away, the node A can use the directional antenna to
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communicate the node 5-12. In the time synchronization we proposed, the node A will
randomly select a node among the node 5-12 to connect it, and finish the procedure of

the time synchronization with this node.
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Fig. 21 Using the directional antenna to connéct the node in long-distance.

Third, we will discuss the time synehronization for long-distance as following.
Assume that we have a sensor network as the Fig. 22, where the node A is the
reference node, the node 1-4 are the node in single-hop, the node 5 is the node in

long-distance.

Fig. 22 Sensor Network Topology
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We can divide this procedure of the time synchronization into two steps. Step 1,
the node A and the node 1-4 will finish time synchronization as we mention before.
Step 2, the node A uses the directional antenna to finish time synchronization with the

node 5 as below.

Fig. 23 Our method-Step.1 for Long-distance Time Synchronization

In Fig. 23, the node A transmits @ packet to the node 5 after the node A finish
time synchronization in single-hop. If the deployment density is large enough, there is
a node that already finish the procedure of the time synchronization between the node
A and the node 5. We can use this node to be the time server. The receive table is

shown as below, when the node A transmits a reference packet to the node 5.

Time
Node T

Node 3 T,

Node 5 T,

Table. 15 Multihop-Receive Table
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The node 3 will reply a packet to the node A with the information of when
receiving the reference packet, because the node 3 did not has the directional antenna

to communicate with the node 5 as the Fig. 24 shows below.

Fig. 24 Our method-Step-2 for Long-distance Time Synchronization

The node A will transmit the time-information of the node 3 to the node 5, when

the node A receives the packet from'the node 3 as the Fig. 25 shows below.

Fig. 25 Our method-Step 3 for Long-distance Time Synchronization

We can calculate the time difference between the node 5 and the node 3, when
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the node 5 receives the packet from the node A as the Table. 16 below.

Time
Node T

Node 5 T, -T,

Table. 16 Multihop-Time Difference Table

In order to achieve the purpose of time synchronization, we can estimate the time

offset between the node 5 and the node 3 from the Table. 16.

The node A uses the directional antenna to communicate with the node 5, after
the node 5 finish the procedure of'the time synchronization. The topology shows as

below.
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Fig. 26 Our method-Step 2 in Multihop

The gray nodes are the node that finished the procedure of time synchronization.
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Next, we can use the nodes that already finish time synchronization to do the
procedure of the time synchronization with others. For example, the Fig. 27 shows as

below.
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Fig. 27 Our method-Step 3 in i\/lulltihop

The node 5 as the node A do the procedure again as we describe before. The Fig.

28 shows as below, after the node 5 finishes the procedure of time synchronization.
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Fig. 28 Our method-Step 4 in Multihop
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The gray nodes are the node that finished the procedure of time synchronization.
Next, we can use the node 6-10 to do the procedure of time synchronization with

others. For example, the Fig. 29 shows as below.
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Fig. 29 Ourimethod-Step.5 in Multihop

The node 10 as the node A do the procedure again as we describe before. The Fig.

30 shows as below, after the node 10 finishes the procedure of time synchronization.
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Fig. 30 Our method-Step 6 in Multihop

The gray nodes are the node that finished the procedure of the time
synchronization. From these examples, we._can clearly see that how to finish time
synchronization from the node-A starts the procedure of time synchronization to the
node A uses the directional antenna to finishtime synchronization with the node 5.

Then, the node 5 uses the same way to finish time synchronization with others.

By the time synchronization scheme we proposed, we can find that we use the
directional antenna to construct the shortcut in the small world. Let the time
synchronization not just from the specific region to another, we use the directional
antenna to extend the transmission range in the wireless sensor network. Therefore,
the scheme we proposed greatly reduces the average path length between nodes,

decreases the convergence time to finish the procedure of time synchronization.
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Chapter 5: Simulation and Analysis

There are two main parameters to determine the method is good time
synchronization scheme or not in the wireless sensor networks: the accuracy and the
convergence time. Where the accuracy is the time difference between each node and
the time server. When this value is small means that the node got a good estimation
with the time of the time server. The convergence time is how much time we need to
finish the procedure of the time synchronization scheme. When this value is less
means that this method has lower overhead in order to finish the procedure. We will
discuss these two values as below. We also will have some results to discuss the effect

of the small world phenomenon for the time synchronization scheme.

Our simulation is finished-by: C++ on the linux platform. We will compare the
following data with [3][4][5].
® The average time error between-each node and the time server

® The convergence time

The whole scenario as we describe below. We randomly generate 2048 sensor
nodes in the area by 1500 * 1500 m? with the number from O to 2047. We start the
procedure of the time synchronization from the node O depending on which scheme
we chose until all nodes finish the procedure of time synchronization in this area. The
transmission range is 75 meter for each node. The transmission range of the
directional antenna are 150 meter, 225 meter, and 300 meter, respectively. The clock

drift is 1 min/month for each node, where is 1 sec + 23.15/s5.

50



Because the random backoff time also is an important variable in the wireless
sensor network. We do the simulation and analysis for the contention window from
0-127 to 0-511 in order to discuss the effect of the random backoff time on time

synchronization.

In Fig. 31, we present the convergence time of time synchronization for all
schemes, including RBS[3], Tree[4], RIP[5], and our proposed mechanism. Where the
horizontal line is each time synchronization method, the time unit of the vertical line
is 4S. There are two values in each method: the left side is the convergence time
when the random backoff time is 0-127x20us, the right side is the convergence time
when the random backoff time is 0-511x20.s. The value of 5% means that there are
102 nodes with the directional antenna. The value of 0.1D, 0.15D, and 0.2D means
the transmission range are 150-meter, 225 meter,.and 300 meter, respectively. From
the result, we can see several conclusions.-First; the method we proposed is the best in
all of them. Because the time synchronization-is finished through nodes by relay way
in the large scale wireless sensor network. We use the directional antenna to extend
the transmission ability of the node result in the relay hop count is greatly decreased.
Therefore, the convergence time is less. Second, the convergence time is increase
when the random backoff time is longer. In the wireless sensor networks, we usually
wait a random backoff time before the packet be send out in order to reduce the
collision probability of the packets. The contention window size is bigger, means the

random backoff is longer. Therefore, the convergence is increased.
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Fig. 31 Convergence Time

In Fig. 32 and Fig. 33, we,show that the' Iirﬁé'error between each node and the
time server after each scheme:finishes the procedﬁfe of the time synchronization,
including RBS[3], Tree[4], RIP[5]; and‘the'sbheme we proposed. Where each unit of
the horizontal axis is multiply by 10, the time Unit is 1S . The vertical axis is the
cumulative error ratio. In these two figures, we can observe the following points. First,
the time error was minimal by the method we proposed. The curve is the left one. The
reasons as follows: I, the method we proposed is similar to RBS[3]. Therefore, the
accuracy level is uS when we finish the time synchronization in single-hop. I, we
use some techniques to finish the time synchronization for long-distance node. The
accuracy level also is uS. I, we construct the small world phenomenon in the
wireless sensor network by using the directional antenna to communicate with the
node in long-distance. The convergence time greatly reduced by this way result in the
error of the clock drift reduced also. Second, the random backoff time will affect the

accuracy of the time synchronization. In the figure, we can observe that the time error
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will rise when the contention window size is bigger. For example, the random backoff

time is bigger result in the node needs to take more time to transmit a packet to

another one. That is, the time needs to spend more when we finish the procedure of

the time synchronization. Therefore, the effect will rise by the clock drift.
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Fig. 33 CDF-Random Backoff Time: 0—511x20us
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In Fig. 34, and Fig. 35, we can observe that the convergence time affected by
using the directional antenna to construct the small world phenomenon in the wireless
sensor network. In the Fig. 34, the horizontal axis means that we randomly deploy
2048 sensor nodes in the wireless sensor network, where there are 21-185 sensor
nodes with the long-distance ability. In the Fig. 35, there are 205-1844 sensor nodes
with the long-distance ability. In both figures, the vertical axis is the convergence time
that the time unit is xS . Each figure has three curves that means the transmission
range are 150 meter, 225 meter, and 300 meter, respectively. We will observe the
effect of the small world phenomenon in the wireless sensor network by the behavior
of the convergence time. In any one of the figures, we can get a conclusion that the
convergence time will reduce, when the shortcut number radio is increase. When the
shortcut number ratio increased; the ‘opportunity is higher through the nodes with the
long-distance ability to communicate to-another. In-these two figures, we present a
theoretical result. In the real world, we.cannot put the directional antenna on each
node in the wireless sensor network to construct the small world phenomenon. Each
directional antenna means the cost increase. This is a tradeoff issue between the

convergence time and the cost.
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For time synchronization in an underwater environment, the main consideration
IS accuracy. The accuracy is the time difference between each node and the time
server. This value is lower, meaning that the time of each node is closed to the time of

the time server. We have a result to discuss that as below.

The scenario happens as we describe below. We randomly generate 32 sensor
nodes in single-hop with the number from 0 to 31. We start the time synchronization
procedure from node 0 depending on which scheme we chose until all nodes finish the
procedure of the time synchronization in this area. The transmission range is 1500

meter for each node. The clock drift is 1 min/month for each node, where is 1 sec =+

23.15 15 .

In Fig. 36, this result shows that-the accuracy of the time synchronization with
and without the UPS[15] system.‘Where error- n means there is an n centimeter
error in the UPS system. The horizontal axis is the time difference between the time
server and the sensor node that the time unit is xs. The vertical axis is the
cumulative error ratio. In the figure, the very right curve means the accuracy of the
time synchronization without the UPS system. We can find that the accuracy level of
the time synchronization is sec without the UPS system after finish the time
synchronization in single-hop. We can reduce the error of the propagation time and
increase the accuracy of the time synchronization with the UPS system. In the Fig. 37,
the result shows that the average time error between each node and the time server.
The horizontal axis is the methods with UPS system and without UPS system. The
vertical axis is the time difference between each node and the time server that the unit

IS 5. In the figure, the last one is the method without the UPS system. The average
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time error is bigger than others, even the error of the UPS system is about 50
centimeter. In the Fig. 38, the result shows the convergence time with the UPS system
and without the UPS system. The horizontal axis is the methods with the UPS system
and without the UPS system. The vertical axis is the convergence time that the unit is
s . In the figure, we can find that the convergence time is the same. We get the
position of each node by the UPS system, before we begin the procedure of the time
synchronization. Therefore, we can put the position information on the time
synchronization packet. We didn’t send extra packets to finish the time

synchronization in the underwater sensor networks.
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Chapter 6: Conclusions

This thesis presents two time synchronization mechanisms. We improved the
time synchronization method from RBS[3] that use the broadcast and the technique of
the time difference to finish the time synchronization in single-hop. We just need to
transmit the packet for 3 times in single-hop. There are 5% nodes with the directional
antenna. The nodes randomly use the directional antenna to communicate the
long-distance node in the transmission range and finish the time synchronization with
this node in order to form the small world phenomenon in the wireless sensor network.
In the underwater, we use the UPS[15] system to locate the position of the node. All
nodes can estimate their location in the application layer. The node can calculate the
time offset between itself and the.time server. by the time difference technique and the
position information in the UPSysystem in-order' to achieve the purpose of time

synchronization.

The simulation results show that there are some characteristics. First, the
convergence time is smaller than [3][4][5]. Second, the accuracy is better than the
previous methods. Third, we use the directional antenna to construct the small world
phenomenon. The result shows that the shortcut number ratio greatly affects the
convergence time of the time synchronization. In the underwater, the simulation result
shows that there are some characteristics. First, the accuracy level is us. After
finishing the time synchronization, the time difference level is s between each
node and the time server. Second, the scheme we proposed can finish the time

synchronization in the application layer without any modification in other layers.
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