\ >, == Y )
w = wﬁ“%‘

ﬂ\lﬁmm_ %Ew}[b FJ:F‘

i+ 5 X

bl

fodstast B e B - PR R FAU R B R

A Cluster-Based Routing in DTN with Space and Time
Information

s ;E 4 53.#)?«7”7’

—_—

EES S RN N

HERBE LTt XA



foatat BRI RS L B E PR SR )

A Cluster-Based Routing in DTN with Space and Time

Information
oy oA L3k Student : Jhen-Yang Wang
R M i Advisor : Chien Chen

3
|4
“k
2
A
4%

EARCS S - R A

oL o2

A Thesis

Submitted to Institute of Network Engineering
College of Computer Science
National Chiao Tung University
In partial Fulfillment of the Requirements
For the Degree of
Master

In
Computer Science
June 2008

Hsinchu, Taiwan, Republic of China

Fl1EE Sl e = 2 4 F

il



Bt B e b A PR R R A BN 184

iAo 2R hEsE MR

§

o=
3
A
P
3
o
de
&
‘rF
RE
F_L
R1s
|
4
&
3
A
P
~=h
k:
>
ﬂ?

EOS

S
By

et 2 V2 e i 5
B

Zu| A it B 410 A Bl BT L@ TR I 3 FEER AT

\
)

WA KRB AR RS Y Bm A - BE RS T S nE A o B
ERILFH B SR FAS A e BIREL IS ) B F G E G PR AR
o T EA A B A R o AataEE R Y > FIH Bk R
P RPERE K 0 A BB RCERS SR T T E R A K AR
X EEz ek k@SR Rv d B EFEOET o R - B E B
PP EiTho | BRSNS IR B o AP E FRa g LR N e
HoXIr E RV E AR LR ERORTE e R L EE
PR AP FRERE -NHRERTRESET M 2R B A B eR
OFL R T U PR T A BRI o A U FR R AT SRR
Fod wEREEEELFFR Y R B He EREBFEE [ HEL > TN
PRNEEEPTFERRKL BN LB ISR SRR
% °

423 : ZFLEEETRa, mfudppt, w@d, KREip#, KR
EApms pgim

il



A Cluster-Based Routing in DTN with Space and

Time Information

Student: Jhen-Yang Wang Advisor: Dr. Chien Chen

Institute of Network Engineering

National Chiao Tung University

Abstract

Routing in Delay Tolerance Network (DTN) is different from that in
conventional networks because of high delivery delay. The main difference is that
packets in DTN do not have end torend paths in the space domain. Therefore, we use
space and time information to ferm.a graph with links in the space and time domain,
and apply the Dijkstra algorithm to find-the-shortest routing path. Because the graph
contains links in time domain, the graph size s proportional with time. In DTN, the
high delay leads to a larger graph, so the complexity of finding the shortest path
becomes large. In this thesis, we assume the connections between nodes can be known
by a knowledge oracle, and propose a cluster-based algorithm to reduce the size of the
space and time graph needed by finding the shortest routing path with minimal
delivery delay. Our proposed method is using clustering to group the nodes into
clusters, and using the clusters to form a cluster topology with links in the space and
time domain. Then, we can use the cluster topology to find the routing path. Through
simulation, the complexity of cluster-based routing is decreased, and the routing path
is also close to the path with minimal delivery delay. However, the load of cluster
heads becomes heavier because packets will be sent through cluster heads in

cluster-based routing. So we propose load balance clustering to choose nodes with

v



lower loads to be cluster heads and gateway nodes in order to avoid congestion of
nodes with higher loads.
Keyword: space and time, Delay Tolerance Network (DIN), knowledge oracle,

cluster topology, load balance clustering, cluster head, gateway node;
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Chapter 1: Introduction

The conventional routing protocols applied to the wireless ad-hoc network
always assume that nodes are mostly connected with each other. But in some special
environments, ex. Terrestrial mobile networks, as Figure 1, buses can be used to store
and forward messages, but the mobility of buses makes the network become
intermittent connected; Exotic media networks, as in Figure 2, contain satellite
networks, long-distance wireless network, or underwater networks, hence we can
predict this will result in intermittent connection, high delay, and broken cause of the
environment; Military Ad-Hoc Networks, routing in this kind of network may be in
hostile environments where mobility, environmental factors, or intentional jamming
may cause for disconnection;. Sensorinetwork; . these networks are frequently
characterized by extremely limited end-node power, memory, and CPU capability. In
addition, they are envisioned to ‘exist-at tremendous-scale, with possibly thousands or
millions of nodes per network. Communication within these networks is often
scheduled to conserve power, and sets of nodes are frequently named only in
aggregate. The challenges of routing in the network are high delivery delay,
intermittent connection, large queuing delay, and buffer limitations at intermediate
nodes. This kind of network is the so-called delay tolerance network (DTN) [1][2].

Messages need to be stored and forwarded at another time.



Figure 1: Terrestrial mobile networks
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Figure 2: Bxotic media network

Although messages can be sent to the destination by storage and forwarding of
relayed nodes, we cannot promise that messages will have the minimal delivery delay.
For example, Figure 3, messages from node A to node B are routed through node A at
time=0, node C at time=0, node C at time=1, node C at time=2, node C at time=3,

finally node B at time=3. But the second path through node A to node B at time=2 has

smaller delivery delay.
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Figure 3: Can not promise that messages'will have the minimal delivery delay

Hence, we use space and time information to generate graph with links in space
and time domain. And the links ‘in the time-demain are connections between the same
nodes in different time intervals. For example, we transfer Figure 3 to Figure 4. In
Figure 4, the lines between nodes mean that the nodes are in the same transmission
range in the same time interval. The dotted lines connect the same nodes in different
time intervals. The shortest path from node A to node B is Ay -> A; -> A, -> By, so we
will adopt the second path in Figure 3 to send the message from node A to node B.
Routing in space and time can be applied to GPS (global positioning system); the
information of dynamic position, time, speed, and schedule of the path to destination
can be known by GPS. The navigation center displays the trajectory of the vehicles’
mobility, and vehicles can also get the information needed from the navigation center,
for example, who data needed from other vehicles has to be relayed from whom. [3]

proposes to find the path with minimal delivery delay with space and time



information. [4] also uses a knowledge oracle to obtain the connection between nodes.

Figure 4: Finding the path with mifiimaldelivery delay in space and time

The complexity of applying the Dijkstra algorithm to find the routing path using
space and time information is (N xT )* where N is the number of nodes, T is total

time, and (N xT) is the graph size. Hence, the complexity is proportional with the
number of nodes and the total time considered of finding the routing path. In DTN,
the high delay between nodes will lead to larger total time intervals needed by finding
the routing path, so the complexity becomes large. For example, Figure 5 shows that
if the number of nodes is 50 and the total time intervals are 20, the complexity will be
(50x 20). Our purpose is to decrease the complexity of routing with space and time
information in DTN, we focus on reducing the topology by using cluster topology to

get the routing path. We propose the cluster-based routing with space and time



information to group the nodes into clusters, thus the topology is reduced.

T=20 & @

Figure 5: High'delay lead te higher complexity

The topology of finding the routing-path in cluster-based routing is cluster
topology. Every node in cluster tbpology is.acluster, and the weight of edges is the
time cost by sending messages between two clusters, and the links between clusters
are formed by deploying the members of each cluster as the gateway node, like Figure
6, the links between clusters are Ay -> Bg -> B; -> Cy, and Ay -> B ->B; -> B, -> C,.

By, B; and B, are gateway nodes. If we ignore the delay in the same time interval, we
can obtain that 4,C, =1, and 4,C, =2 in the cluster topology. Compared to the

original topology, which uses all the nodes to find the routing path, cluster topology is
less complex. However, using cluster-based routing to decrease the complexity will
lead to two problems. The first one is the additional space delay because messages
will be sent to cluster head first, but the space delay is much smaller compared to the

total delivery delay in DTN, so it can be ignored. The second one is the heavier load



of cluster head, and we use load balance clustering by choosing nodes with lower

loads to be cluster heads and gateway nodes to avoid congestion.

Node topology Cluster topology

time O

m cluster head

gateway node

Figure 6: Change'the mode topology to cluster topology



Chapter 2: Related Work

In terms of routing in DTN, we can divide it into two cases. The first one is the
deterministic case, which sends packets by predicting future connections. The second
one is the stochastic case, which sends packets to any encountered node. We will

discuss the deterministic case and the stochastic case in the following two sections.

2.1 Deterministic case

In order to adapt the network with mobility, the space and time routing comes
into existence by using predictable mobility to find the routing path with minimal
delivery delay[3]. This kind of algorithm,inyolves links in time domain into graph,
and modifying Floyd-Warshall algorithoato find the routing path. The complexity is
(N° xT). In terms of predicting the path, [4] mentiofis that a node’s mobility in DTN
can usually be predicted, and proposes-using knowledge oracles to support the
situations of nodes in the future. Exploiting'the oracles derives five algorithms, and
the five algorithms individually use the oracle to predict the connection between
nodes, the sending and receiving of buffer of nodes, and the flow in the network, and
then raise delivery success rate according to the oracles; [5] [6] assume that each node
knows every node’s position at anytime completely, and builds the tree diagram to
search for the routing path. Therefore, it can build connections in wireless network

and even in intermittent connected network.

2.2 Stochastic case
With “epidemic routing”, mentioned in [7][8], the source node broadcasts the

messages continuously, and the node that receives the messages will also broadcast



the messages as the source node. The routing method also uses the timer mechanism
to delete the messages to reduce the load of nodes. When messages are successfully
sent to the destination, “epidemic routing” uses a passive cure to remove the
successfully relayed messages from the buffer of nodes which help relay the
messages.

“PROPHET”[9] defines the transmission probability between nodes and updates
the probability when nodes encounter each other. Using the probability to decide
whether the packet needs to be relayed by encountered node or not can reduce the
load of network efficiently and can obtain acceptable delivery success rate.

“Message Ferrying” [10] [11] [12] [13] [14] [15] [16] uses gateway nodes
(which gather data at each area and exchange data with ferry nodes) and ferry nodes
(which move around in every area:and exchange data with gateway nodes) to transmit
data in different areas. [12] divides.the decision of gateway node used to contact with
ferry nodes into three cases: stochastic; propertional; and the node close to the source
node. The ways to transmit data between ferry nodes and gateway nodes are also
divided into three types, outgoing first, incoming first, and round robin. It exploits

different configurations in different networks to achieve best performance.



Chapter 3: Cluster-based Routing with Space and

Time Information

In order to find the routing path, we find the cluster which involves the source
node and the cluster which involves the destination node. Apply the Dijkstra
algorithm with cluster topology to find the routing path between the two clusters.
Then, use the routing path between clusters to find the mapped path between nodes to
get the complete path between the source node and the destination node. The routing
method is divided into two steps.

(1) Construct cluster: Exploit greedy method to find the node which covers the most
nodes to be the cluster head, and turd'the covered nodes into a cluster.

(2) Links between clusters: Exploit the: members®of clusters to connect to other

clusters to form the links between clusters.

Detailed discussions are in the following two sections.

3.1 Construct cluster
We divide the cluster construction into two parts. One is that cluster will have
two-hop member at most. The other is that connected nodes will be a cluster. Detail

discussion is as following two sections.

3.1.1 Two-hop cluster

Exploit greedy method to find the node which covers the most nodes to be the
cluster head, and the covered nodes become a cluster. Then, remove the nodes in the
cluster from the graph. Keep finding the cluster head until all nodes are removed from

the graph or the remaining nodes are isolated nodes which are not connected to other



nodes. The isolated nodes may be unconnected with other nodes or originally
connected with other nodes, but will become isolated because of the removing act, as
in Figure 7. So the isolated node will be checked to see if it is connected with any
other cluster or not. If the isolate node is connected with another cluster, it will
become the member of a connected cluster. Otherwise, the isolated node will be
formed to be a cluster itself because of the necessity of all nodes being deployed to
find the routing path. If the isolate node is not formed to be a cluster, it will not be
considered in the cluster topology, and this will lead to the absence of some routing
paths. Therefore, the isolated node will also be formed to be a cluster. Hence, the
members are at most two hops away from the cluster head. The members that are
three hops away will not exist because if there are two connected nodes which do not

belong to any cluster, the two nodes will be a cluster.

izolate

Figure 7: Becomes isolated because of the removing act

3.1.2 Connected cluster

Exploit greedy method to find the node which covers the most nodes to be the
cluster head. Then make all connected node be involved into the cluster. Remove the
nodes in the cluster from graph. Keep finding the cluster head until all nodes are

removed from graph.
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3.2 Links between clusters

Deploy the nodes of each cluster to connect to other clusters. Links in the space
domain are only in the same time interval, and links in the time domain are deploying
clusters of nodes to check if any cluster can be connected in other time intervals, and
the number of time intervals being checked is t_ref. Here we set the value of t_ref to

be 2 to discuss links in space and time in the following two sections.

3.2.1 Links between clusters in space domain

Deploy the members of each cluster to connect to other clusters in the same time
interval. There are two cases. The first one is that if a member’s neighbor is a cluster
head, the two clusters are connected, as in Figure 8, node d is cluster a’s member, and
node f is node d’s neighbor, so clusters a and f'ate connected by node d. The second
one is that if the member’s neighbor belongs to other clusters, the two clusters are
connected, like Figure 9, node d is cluster-a’s-member, and node d’s neighbor, node 1,

is cluster f’s member, so clusters a and f are connected by node d and node i.

Mode topology cluster topology

m :cluster head

Figure 8: Links between clusters in space domain, case 1

11



Mode topology cluster topology

m :Cluster head

Figure 9: Links between clusters in space domain, case 2

3.2.2 Links between clusters in time domain

Connect the clusters in time domain to make a message that can not only route in
space but also in time. Six situations will be discussed as following.

The first two cases are deploying'cluster hiead to build the links, and the first one
is that the node is a cluster head now and is also*a cluster head in the next time
interval. The second one is that'the node isa cluster head now but is not a cluster head
in the next time interval. In the first case, we can directly connect two nodes and set
the weight to be the time as an interval. In the second case, we need to check which
cluster the node belongs to in order to connect them. For example, in Figure 10, the
first case is that node f is cluster head at time=0 and time=1, directly connect the two
clusters, cluster f at time=0 and cluster f at time=1, and the weight is 1. The second
case is that node a is a cluster head at time=0, but it’s not a cluster head at time=1,

connect cluster a at time=0 to cluster ¢ at time=1 which contains node a.

12



Mode topology cluster topology
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Figure 10: Links between clusters in time domain, case 1 and 2

The third case is that if a member is a cluster head in the next time interval, the
two clusters are connected, as in Figure 11, node d belongs to cluster a, and node d is
a cluster head at next time, so cluster,a. at time=0 and cluster d at time=1 are

connected.

Mode topology cluster topology

m:cluster head

Figure 11: Links between clusters in time domain, case 3

The fourth case is that if a member belongs to another cluster in the next time
interval, the two clusters are connected, as in Figure 12, node d belongs to cluster a at

time=0 and belongs to cluster f at time=1, so cluster a at time=0 and cluster f at

13




time=1 are connected by node d.

MNode topology cluster topology
a . f
b
Hme =1 : U h C . f
C ee___-"A (:_j‘h-______d__.![’g'
» ;cluster head f

Figure 12: Links between clusters in time domain, case 4

The fifth case is that if a member’s neighbor is a cluster head in the next time
interval, the two clusters are connected, as in Figure 13, node d belongs to cluster a at
time=0 and node d’s neighbor, node f,.is-a-cluster-head at time=1, so cluster a at

time=0 and cluster f at time=1 are Connected by node d.

MNode topology cluster topology
a f
a f

- -

mcluster h_ead

Figure 13: Links between clusters in time domain, case 5

The sixth case is that if a member’s neighbor belongs to another cluster in the

14



next time interval, the two clusters are connected, as in Figure 14, node d belongs to
cluster a at time=0, and the neighbor of node d, node h, belongs to cluster f at time=1,

so cluster a at time=0 and cluster f at time=1 are connected by node d and node h.

MNode topology cluster topology
““““ a f
a3
a f

mcluster head

Figure 14: Links between clusters i time domain, case 6

15



Chapter 4: Complexity analysis

The graph size without clustering is the number of nodes plus the total time
intervals, #nodexT (T: total time intervals), and the complexity of finding the
shortest path by Dijkstra algorithm is (fotal nodes)*, so the complexity of finding the

routing path with space and time without clustering is X, asin  Equation 1.
X=(NxT) Equation 1

The meanings of the mathematical symbols in ~ Equation 1 are as follows:
1. N: The number of nodes
2. T: Total time intervals

3. NxT: Graph size in non-clustering

The total complexity of finding the routing path with cluster-based routing is Y, as

in  Equation 2.

t_ref-l1
Y =(total _degxt ref — Zavg _deg)+(nxT) +T Equation 2

i=1

The meanings of the mathematical symbols in ~ Equation 2 are as follows:
lI. n : Number of clusters
2. T : Total time intervals

3. total deg: Sum of every node’s degree

total _deg
4. avg deg : ——————

5. nxT : Graph size in clustering

total degxt ref comes from the fact that nodes will check all of their

t_ref-1
neighbors in the time intervals, t ref. And Zavg _deg means that when a node is
i=1

16



at the time=t, the node does not need to check the time interval, ¢+¢ ref —1 if the
time ¢t+¢_ ref —1 is larger than T. The complexity of applying Dijkstra to find the
routing path is (nxT)>+T , where T is result from the destination node belongs to
different clusters in different time intervals.

The analysis of the complexity in the two methods of non-clustering and

clustering is as Equation 3.
X N? :
Z=—=0(—) Equation 3
Y n

The cluster topology is smaller than node topology because n < N, so Z will be
larger than 1. It means that topology with, clustering will reduce the complexity of

finding the routing path.
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Chapter 5: Load Balance Clustering Method

Cluster-based routing will lead to a heavy load of the cluster head, so we propose
load balance clustering to avoid congestion of nodes with heavy load. Load balance
clustering is divided into two steps: choosing nodes with lower load to be cluster
heads and choosing nodes with lower load gateway nodes. We discuss the two aspects

as following.

5.1 Choosing a proper cluster head

Change the decision of choosing cluster head from only caring about the node’s
degree to also take the past load into consideration. The purpose here is to choose the
node with a higher degree and lower load:'Higher degree will lead to less number of
clusters because chosen nodes will cover more nodes, and lower load will decrease
the load of cluster head. Therefore, we use a-priority function to choose the node with
a higher degree and lower load to be cluster‘head. The priority of being chosen to be
the cluster head is shown in Equation 4. The higher the priority, the higher the
degree and the lower the load in the past, hence, it can decrease congestion in the

network.

1
Node load accu,[t—1]

d
Node_prii[t]:ax%+(l—a)x

Equation 4
deg

Node _pri,[0]=a x

The meanings of the mathematical symbols in ~ Equation 4 are as followes:
l-a : Ratio of degree and load
2 - deg :The number of nodes connected

18



3-N : The number of nodess

The value of a affects the proportion of degree and load. If « is too high,
nodes may congest easily, and it will lead to a lower delivery success rate because
messages will be delayed in heavy load nodes and miss the possible routing path. If

a is too low, it will lead to more clusters because the range covered by a cluster

becomes small. We discuss the value in our simulation. And the load’s definition is as

Equation 5,
1+#member ,node € cluster head.
OutDeg,
node _load [t]= 1+# member x # ,node € member
Z OutDeg ,
x=0

Equation 5

The meanings of the mathematical symbeols'in = 'Equation 5 are as follows:
1 - #member : The number of members in the cluster

2 - OutDeg  : The degree of nodes excluding the members of the self cluster

Because messages will be sent to the cluster head first, the load of cluster head
involves the member of self cluster and itself. The load of member takes how many
nodes will transmit messages from itself into consideration. Therefore, if the out
degree ( the degree of nodes excluding the member of self cluster ) of the node is
large, the probability of helping relay data will also increase, and the load becomes
high. And the load of nodes will be accumulated and also will decay with time, the

definition is as Equation 6,
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Node load accui[t]= Node load accu[t—1]x(1—y)+ Node load [t]
Node load _accu,[0]=0

Equation 6

The meanings of the mathematical symbols in ~ Equation 6 are as follows:

Y . Decay ratio

The value of 7 will effect decay of the load, if 7 is high, it means messages

will be sent quickly and load will decay right away. And we will discuss the value of

v in our simulation.

5.2 Choosing a proper gateway node

The main purpose is to chogse a node'with a lower load to help relay in order to
avoid congestion. We assume that if a node is'often chosen to be gateway node, it will
have a higher load. Therefore, if'thesnode is-often’chosen to be a gateway node, it is
not proper to be the gateway node between clusters. It means that if two more nodes
can be used to connect the two clusters, we choose the node which is seldom chosen
to help relay to be the gateway node between two clusters in order to decrease the

load of the node and also to not affect the connections between clusters.
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Chapter 6: Simulation

Because of the difficulty of developing a delay tolerance network, the
experiments are made through simulation, and deploy ns2 network simulation
environment to generate patterns of the connections between nodes. The mobility
model uses a random method. The sparse nodes and movement with high speed are
used to simulate an intermittent connected and rapid varying network.

The DTN simulator is an event-driven simulator written in C and links are
attached to nodes by patterns with finite propagation delay and finite bandwidth. Its
main purpose is to simulate DTN-like store and forwarding of messages over long
period of time.

“Cluster-based routing space and time with ‘space and time”, additional space

delay, and “Load balance clusteting” are simulated in‘the following.

6.1 Cluster-based routing with space and time information

We use simulation to compare the performance of the algorithms with two-hop
clustering, connected clustering and without clustering in different environments and
discuss with the three merits, time complexity, average delivery delay, and path not
found. In order to observe the difference of delivery delay obviously, the weight of
space link is set to be 0.1. Before the discussion of different algorithms, we need to
know the influence of the parameter, t ref, which is the time interval checked when
exploit members to find the routing path between clusters in our simulator. The
influence of t_ref and the performance of cluster-based routing are discussed in the

following two sections.
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6.1.1 Influence of t_ref

Figure 15 shows that the complexity will increase with the value of t ref
increasing. It’s because the more time intervals are checked, the more edges be found
in the cluster topology. Figure 16 shows that the delivery delay is almost the same in
different value of t_ref except for the value of t ref'is 1. If the value of t ref'is 1, this
means that members only find the neighbors in space with a lack of time, so the

delivery delay will become higher. Hence, we use 3 to be the value of t_ref.

120
100 s
— //‘ ——(_ref=1
g &0 //A —&—t ref=)
2 7.
g 60 M —A—t_ref=5
2 40 = (_ref=10
20 —*—t_ref=15
O | | | | | |
10 20 30 40 50 60 70 80 90 100
node number
Figure 15: Complexity of different t ref
4
35 F
2 3 ——t _ref=1
f:.; 2.; K 4 / —&—t_ref=)
= 15 o —A—{_ref=5
.% '1 i —>—t ref=10
© 05 | —%— {_ref=15
0
10 20 30 40 50 60 70 &0 90 100
node number

Figure 16: Delivery delay of different t ref
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6.1.2 Performance of cluster-based routing
The simulation is performed with two scenarios, static node density and static

graph diameter. In the scenario of the static node density, the graph’s diameter is set to

be ZSOX\/node_number, and the node degree is like Table 1 which shows that

every node has about 4 to 6 links. The number of clusters is 20% of the number of
nodes in two-hop clustering and 10% of the number of nodes in connected clustering
as Table 2. Therefore, the time complexity of two-hop clustering and connected
clustering should be (0.2)* = 4% and (0.1)* = 1% of non-clustering’s theoretically.
Figure 17 and Table 3 show that the complexity of two-hop clustering and connected
clustering are individually almost 4% and 1% of non-clustering’s and the result
matches to the theoretical value. Also, the delivery delay of clustering is increased
slightly as Figure 18. And all paths, canfbe foundin the scenario by using the three

algorithms.

#node | 10 20 30 40 50 60 70 80 90 100

Degree | 4.6 426 475 |562 |596 |6.08 |6.08 |627 |673 |635

Table 1: Graph’s diameter : 250 x \/ node number , node’s average degree

Algo w110 20 30 40 50 60 70 80 90 100

two-hop | 2.1 | 485 | 7.35 | 9.15 | 11.4 | 13.15| 154 | 18.1 | 2045 | 22.25

Connect | 1.75 | 2.85 | 4.15 | 455 | 6.1 6.3 7.2 9 10.3 | 10.55

Table 2: Ratio of #cluster
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Figure 17: Diameter: 250 x \/ node number , time complexity
Algo ode 10 20 30 40 50 60 70 80 90 100
Original | 0 10 46 108 | 202 75354 | 586 | 858 | 1170 | 1712
Two-hop | O 1 3 4 6 19 28 41 53 81
Ratio 0 10.0 | 15.35'27.0 | 33.7 | 186 | 209 | 20.9 | 22.1 | 21.1
Connect | 0 1 2 2 2 4 4 6 6 9
Ratio 0 10.0 | 23.0 |"54.0 | 101.0 4 88.5 | 83.7 | 107.3 | 117.0 | 114.1

Table 3: Diameter: 250 x \/ node _number , the analysis of time complexity

6.00
5.00
4.00
3.00
2.00
1.00

delivery delay(s)

10 20 30 40 50 60 70 80 90 100

node number

—=—ori

—— two-hop

—&— connect

Figure 18: Diameter: 250 x \/ node number , delivery delay
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In the scenario of the static graph diameter, the graph diameter is set to be 2500.
Time complexity, average delivery delay, and path not found are discussed. Figure 19
shows that the complexity of clustering is smaller than the non-clustering’s and the

ratio is as shown in Table 4. The delivery delay of clustering is increased slightly as in

Figure 20.
2000
= /
ié:/ 1500 o
£ 1000 —e— two-hop
2z 500 —&— connect
0
10 20 30 40 50 60 70 80 90 100
node number

Figure 19: Diameter:2500; time complexity

Algo fode 110 | 20 | 30 | 40 50 60 70 80 90 100

Original 0 10 16 38 122 | 228 | 454 | 764 | 1154 | 1730

Two-hop | 0 1 4 6 18 20 34 50 56 90

Ratio 0.00 | 3.33 | 400 | 633 | 6.78 | 11.40 | 13.35 | 15.28 | 20.61 | 19.22

Connect 0 1 4 4 12 14 14 14 14 16

Ratio 0.00 | 5.00 | 4.00 | 9.50 | 10.17 | 16.29 | 32.43 | 54.57 | 82.43 | 108.13

Table 4: Diameter:2500, the analysis of time complexity
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Figure 20: Diameter:2500, delivery delay
6.2 Additional delay

The graph diameter is 250><\/n0de_number for the same node density, data

rate is 54 M bit as the max data.tate in,802.11a and packet size is 2304 octets as the

maximum packet size in. ‘802.11. - Table 5 shows that The ratio

complexity of cluster

is ranged from 0:012%.to 0.024%, the additional space
complexity of original

delay results from cluster-based routing can be ignored because the total delivery

delay is larger than it.

node

10 20 30 40 50 60 70 80 90 100
Algo

Cluster | 1.7789 | 2.6933 | 3.2844 | 2.9249 | 3.2552 | 3.1383 | 2.9036 | 3.2452 | 3.7254 | 2.4778

Original | 1.7786 | 2.6929 | 3.2840 | 2.9244 | 3.2547 | 3.1377 | 2.9031 | 3.2446 | 3.7247 | 2.4772

Ratio ]0.019%]0.012%]0.013%]0.016%]0.016%]0.017%]0.018%]0.018%0.020% | 0.024%

Table 5: Additional delay in different environments

6.3 Load balance clustering

To simulate the load balance clustering, the four cases as being without
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balancing (cluster), improving choosing the cluster head (imp CH), improving
choosing the gateway node (imp_gate), and improving both (combine) are deployed
in the DTN-simulator. And when node wants to send a message, it will send a request
and then send the message until it receives a reply. The request size is 1Kb, reply
message size is 1Kb, and message size is 10Kb. The queue size is infinite here. The
data rate is 1Mb and the connection in every time interval will exist for half an
interval. We define delivery success rate of a routing algorithm as the ratio of the
number of messages that are successfully delivered to the total number of messages
that are forwarded. The discussion of the simulation is divided into three parts as the
influence of the parameters used in the load balance clustering, the improvement of
delivery success rate, and the influence of the cluster head’s rise by load balance

clustering.

6.3.1 Influence of the parameters in load.balance clustering

The simulation here will fix"the value-of* @ and 7 individually to see the

influences of the two values. The graph diameter is 250x\/n0de_number , the

number of nodes is 50, messages are sent from every node to every other node, and
v s fixed to be 0.5 to see the influence of « with different loads. Figure 23 shows
that the influence of « to the ratio of clusters is below 5%. Figure 21 and Figure 22
show that if a is 1, the delivery success rate is the lowest at different message sizes.
This is because the load is not taken into consideration when choosing the cluster

head. Therefore, we set a to be 0.7 to be performed in our DTN simulator.
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Figure 21: Message size:10, delivery success rate in different value of «

95.00%

90.00%

85.00%

80.00%

delivery success rate

75.00%

01 02 03 04 05 06 07 08 09 1
a

Figure 22: Message size:15, delivery success rate in different value of «
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Fix a tobe 0.7 to see the influence of 7 with different loads (The number of
message every node send to any other node). Figure 26 shows that the influence of ¢
to the ratio of clusters is below 5%. Figure 24 and Figure 25 show that if y is 1, the
performance is the worst with different loads. This is because when v is 1, just
consider the load at a previous time instead of the load in the past while choosing the

cluster head. Therefore, we set y to be 0.5 to be performed in our DTN simulator.

101.00%
100.00% —
Q
= 99.00% | \'\/,
§ 98.00%
= 97.00% F \
o
S 96.00% |
95.00% |
94.00%

0.1 02 03 04 0.570.6 0.7 08 09 1

Figure 24: Message size:10, delivery success rate in different value of 7
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delivery success rate

Figure 25: Message size:15, delivery success rate in different value of 7
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6.3.2 Improvement of delivery success rate

We observe the improvement with different loads in the scenario of the static

node density (graph’s diameter is.’250 * \/ node_ number ) and static number of nodes.

When the number of nodes is-50"and messages- are. sent from every node to every
other node, Figure 27 shows that improving-choosing cluster head and gateway node
can improve the delivery success rate about'5% to 10 %. Also, the delivery delay is

increased slightly as shown in Figure 28.

100.00%
O
2 90.00% | —e— cluster
§ 80.00% \x —&— mp_gate
Z7000% N\ﬁ el
;:é €0.00% — combine
i)

50.00%

10 12 14 16 18 20
message size

Figure 27: Number of nodes is 50, delivery success rate.
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Figure 28: Number of nodes is 50, delivery delay.

When the number of nodes is 100 and messages are sent from half nodes to other

half nodes, Figure 29 shows that improving the choosing of the cluster head and

gateway node can improve the delivery success rate by about 5% to 10 %. Also, the

delivery delay is increased slightly.as shown in Figure 30.
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Figure 29: Number of nodes is 100, delivery success rate
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Figure 30: Number of nodes is 100, delivery delay

6.3.3 Influence of the number of clusters after improving cluster choosing

We observe the influence in the;$cenario of the static node density ( the graph’s

diameter is 250*\/n0de_number ). Improving. cluster choosing will lead to the

increase of clusters as Table 6,50 thetime.complexity will also increase. Figure 31
shows that the influence is slight, and-the result matches to the theoretical value as
Figure 32 counted by the number of clusters (nx7T)> and the number of

nodes (N xT)*.

Algo node 110 20 30 40 50 60 70 80 90 100

CH 2.1 4.9 7.4 92 | 114 | 13.2 | 154 | 18.1 | 20.5 | 223

Imp CH| 23 5.0 80 | 10.0 | 129 | 148 | 187 | 21.5 | 240 | 263

Table 6: Average number of clusters in each time interval
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Figure 32: Time complexity theoretically
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Chapter 7: Conclusion

In this thesis, because messages delivered by storing and forwarding can’t have
minimal delay, we adopt the method of predictable mobility to find the routing path.
We focus on reducing the topology by using cluster-based routing. Using the cluster
topology will reduce the graph needed by finding the routing path, and this will lead
to lower complexity. The first one of the extended problems is the additional space
delay because messages will be sent to cluster head first, but the additional space
delay is much smaller compared to the total delivery delay. And the second one of the
extended problems is the heavy load of cluster heads. It is improved by load balance
clustering, and simulation shows that:load balance clustering can improve the delivery

success rate.
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