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An Automatic Recognition System of Leaves

Student: Hsun-Ying Huang Advisor: Dr. Lingvei Chen

Institute of Computer and Information Science
National Chiao Tung University

Abstract

When wandering around the field, we can touch naamts. It is useful knowing
them through image recognition technique.- Sincé ikane of the important features
for characterizing various plants, it is often taki®r plant recognition.The thesis
proposes a hierarchical automatic region-basedaddthr leaf recognitionFirst, delete
impossible species to which the input leaf belorrgsording to the leaf shape
represented by five extracted features. Next, basdtiese candidates, the system finds
out the most similar images in our database amvalleach user to choose the correct
one. The precision rate is 95.14% for top 5. Iniald the proposed method is rotation
invariant and solves the noises caused by lightatdn in preprocessing.

Index term: leaves, region-based, leaf image ratogn
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Chapter 1
Introduction

When wandering around the field, we can touch n@agts. We may consult their
name with the book about plants so that we can ktite@m from tremendous plant
species. However, it is inconvenient with such akodn hand all the time.
Accompanying the computer aided, some systems, asidbalFlora [1] and TaiBNET
[2], have been developed for plant recognition gaht data management. These
systems help users recognize plant species by tesitgal inputs (such as plant name,
scientific name, etc). Nevertheless, neither ofrthgipports image search techniques.
Leaf is one of the important features:for charaziteg various plants; it would be useful
to develop an automatic system;to recognize tHealeé retrieve the related information
about the plant.

Content-based image retrieval (CBIR), also knownqgaery by image content
(QBIC), is an application of computer vision to iheage retrieval problem, which is to
search the correct images from large databasedefime “content”, may refer to colors,
shapes, texture or other information that can bivelé from the image itself.

Vein, one content for CBIR, is one of the charastes of leaf, but how to extract
the complete veins of the leaf automatically isaadhtask. Park et al. [3] proposed a
venation-based analysis for leaf categorizatioBdA6; nevertheless, the images in this
research are hand-drawn. Additionally, a methodgmted by Fu and Chi [4], achieving
an accuracy of 97.33% of venation extracting, wasied out by thresholding and
neural network. Furthermore, these images are tdkethe capture apparatus that
includes a fluorescent light bank and a high-resmtudigital camera. However, owning

such equipment is not easy. Thus, it is difficat &mateur photographers or tourists



taking pictures with clear venation of a leaf witthéhe environment.

Shape, another content for CBIR, is commonly usedbject recognition. In
general, shape recognition is classified into twategories: boundary-based and
region-based [5]. The former describes region derast (ROI) by its external
characteristics; the latter describes ROI by iterimal characteristics. In boundary-based
category, the majority of researches have focusedemtroid-contour distance (CCD)
and curvature scale space (CSS). Wang et al. [8epted a leaf shape representation
with a CCD curve and recognized the leaf with etrogity and angle code histogram
(ACH). The average recall rate is 38.1% for 20 netumages.The CSS image was
introduced by Mokhtarian and Mackworth [7] as amotbhape representation for planar
curves. The precision rate in the retrieval method [8] gsi@SS is 95.25% for 5
returned images.Unfortunately,:the, common failing of boundary-basstape
recognition is that the starting poeints of.a lef hard to find.

It must be noticed-that the representation invariantranslation, scaling and
rotation for leaf is an important ‘and-essentialecion. Unlike Lee and Chen’s system
which is not rotation invariant [9],’our region-lealssystem satisfies the criterion.

In this thesis, we propose a two-stage automatmgionebased method for
recognizing the leaf. First, we use some techniqgaeemove the noises and solve the
rotation problem in preprocessing phase. Then, ine fpossible species to which the
input leaf belongs according to the leaf shapeesgted by five extracted features.
Finally, based on these candidates, the systens fautl the most similar images in our
database and allows each user to choose the comect

The following is the organization of the remainisgctions of this thesis. In
Chapter 2, we describe the leaf images used insthdy. Chapter 3 presents the
proposed recognition method. The experimental tesahd discussions are given in

Chapter 4, and concluding remarks in Chapter 5.



Chapter 2
Leaf Image Database

Leaves are usually clustered, so it is difficalautomatically extract a leaf from an
impure background. As a result, a leaf plucked feopiant was put on a piece of white
paper and then taken pictures with a digital cam&hraus, leaf images without the
complex background can be obtained.

The database in this work collects 20 speciesffardnt plants. For robustness, we
plucked 10~15 leaves from each species plant. Baelties plant includes 60 leaf
images, of which 20 images were randomly selecteddaabase images and the

remaining is taken as query data,Fig. 1 showspaties plant leaves for recognition.

Fig. 1. Twenty species of plant leaves used foogadion.



Chapter 3
Proposed Method

Fig. 2 shows the flow chart of our proposed methidte whole process contains
three major phases: preprocessing, feature exiraamd recognition. In preprocessing
phase, we use some techniques to remove the ramdeadistortions of the leaf image,;
feature extraction phase, we introduce how to ektfaatures for recognitionA
two-stage recognition based on the extracted featisrapplied in the last phase. These

phases will be presented in Sections 3.1, 3.23ahdespectively.

Training Data

Result
Images

Pre- Feature

Recognition

processing Extraction

Fig. 2. The flow chart of the proposed method.

3.1 Preprocessing

When we take the leaf images, there are somertiste shown in Fig. 3(including
rotation, translation and scaling) and few noiseews1 in Fig. 4 (caused by light
reflection). Therefore, we have to eliminate thdstortions and remove these noises to
produce a uniform standard for future manipulatiéig. 5 shows the flow chart of the

preprocessing steps.



(@) (b)

Fig. 4. The example of light reflection and blodégckground.

Original Gray-scale Bi-level Noise Edge
Leaf Image Transformation Transformation Remowval Detectu:m

Principle
Component
Transformation

Fig. 5. The flow chart of the preprocessing steps.

3.1.1 Gray-scale Transformation

The colors of leaf are usually green, but the geanof shade, temperature and



season cause the color various. For the reasonransfer color images to gray-level

ones. Each pixel is computed from the original imbayg

R@, j) + GG, J) + B, j)
3 :

gray(i, j) = 1)

whereR(i, j), G(i, j) and B(i, j) denotes the red value, green value and blue \atlue

pixel (i, j). An example of gray-level transform is shown ig.f.

e Y (b)
Fig. 6. An example of gray-levelil‘t;rannsform} (a)gdmal image. (b) Gray-level image.

1
1

3.1.2 Bi-level Transfov'rmatib"n‘ e

To simplify the cost of cdmpufétion, we transfothe 256-graylevel image to
bi-level image. Otsu’s method [10] is a classica&timod, which performs thresholding
and the reduction of a gray-level image to a binargge. The algorithm assumes that
an image contains two classes of pixels. It fifgs aptimum threshold separating the
two classes so that their within-class varianaai@mal.

Pixels with gray-level larger than the threshottetermined by Otsu’s method are
considered as background, and their gray valuesedréeo 255; others are regarded as
ROI and their gray values are set to 0. An exaroplai-level transformation is shown

in Fig. 7.



(@) (b)

Fig. 7. An example of bi-level transformation. (&ay level image. (b) Bi-level image
of (a).

3.1.3 Noise Removal

That the surfaces of some leaves are glossy nigkeseflection; thus we have to
reduce these picture-takenserrors.

Dilation and erosionare two.“basic ~operators in #rea of mathematical
morphology. The basic effect.of-dilation on'a binanage is to gradually enlarge the
boundaries of regions of foreground pixels. Thusasa of foreground pixels grow in
size while holes within those regions become smalle

An example of a binary dilation for noise remowakhown in Fig. 8. The structure
element is a 3x3 square, as shown in Fig. 8(a).8¢ is a bi-level leaf image and the

result of performing dilation in Fig. 8(b) is shownFig. 8(c).



111
0]1]0
(@) (b) (c)

Fig. 8. An example of dilation for noise removal) The structure element of dilation.
(b) A bi-level image. (c) The result of applyindadion on (a).

Even though dilation is a popular method, it diéls a flaw in noise on the leaf
images. Note that the wavy-toothed edge in Fig) B&s been smoothed by dilation;
erosion can not resume the tooth characteristickekp the shape of the original leaf
edge, we propose a 2-step method to solve thidgamob

The following is the steps forthe proposed no&geaval method:

1. Fill the gaps with-one-pixel

1.1For each white pixel, usex® and X1 sliding windows to count the
numbers of the black pixels respectively.

1.2We observe that the counts of most pixels in R@Igreater than or equal
to 2. Based on the fact, if the count of one wipigel satisfies the
condition, the pixel will be considered as a p&mR®I. Then the pixel will
be set to be black.
Repeat steps 1.1 and 1.2 until there is no newm@s&Ent.

An illustration of stepl is in Fig. 9.



(@) (b) (c

Fig. 9. The proposed method for noise removalT (&) original bi-level image. (b)
The illustration of using axB and X1 sliding window in noise removal stepl. (c) The
result image.

2. Fill the gaps with more pixels
2.1Let
ng =3,
Nk=2*ngg + 1, fork= 2...;.4,
k=2.
2.2For each white pixeli(j);-use amy x ng sliding window with the pixel as
its center to check whether the colors of all tberdary pixels of sliding
window are black. If the answer is true, then diite pixels in the sliding
window are colored; otherwise, do nothing.
2.3Add one tok, and repeat step 2.2 to 2.4 uktéquals 4.

An illustration of step 2 is shown in Fig. 10.



(@) (b) (c

Fig. 10. The proposed method for noise removalT (&) bi-level image after step
1. (b) The illustration of using an x n sliding window in noise removal step 2. (c)
The final result image.

3.1.4 Edge Detection

In order to reduce the_amount of data and leav&ulusdormation, we apply an
edge detector and thinning algerithm to get leaifruiary.
First, we use Sobel.operators to get edge poirgst,Mve use Hilditch's Algorithm

[11], which is the process of peeling off as'mamels as possible without affecting the

general shape of the pattern, to thin the obtamdge points. An example of edge

(\3
WA
-\\.f\—\\

detection is shown in Fig. 11.

(@) (b) (©)

Fig. 11. An example of edge detection. (a) A bielemage. (b) The edge points
obtained by applying Sobel operators on (a). (& fhinning result of (b).

10



3.1.5 Principle Component Transformation

That the directions of the leaf images are varisuan issue for feature extraction.
To solve this problem, we use the principle comporie align the image with the
direction of maximum variance.

Let

X=X Y) be the position of thke-th boundary point of a leaf pixel,

n = the number of boundary pixels.
Steps of principle component transformation aesented as follows:
1. Compute the center poimi, of the boundary pixels by
m.= 5 2 X (2)
2. Compute the covariance matrix
Cr=n 2 XX~ M, (3)
3. LetV = (g, g) be:the normalized associated eigenvector of tiwe @genvalue
of Cy, and the angle betweenrit arehxis is . Note thatV is the principle

component of the boundary-points.

cosd sine}

—-singd cosf
5. Rotate the leafd degree according to

4. Let the transformation matrix be{

Yk:A(Xk_mx) (4)
such that the principle component of the boungeints will coincide with the
X-axis.

Fig. 12 shows an example of principle componeartgformation.

11



(@) (b)

Fig. 12. An example of principle component transfation. (a) The boundary of a leaf
image and its principle component. (b) The tramsfmt boundary of a leaf image.

3.2 Feature Extraction

According to the theory of plant. taxonomy [12], exxial leaf characteristics are
important for identifying plant specieshese structures are a part of what makes leaves
determinant; they grow -and achieve a specific pated shape, then stop. However,
there are morphological differences in differentds of leaves; even in the same kind
of leaves, there also exist some variance on scale.

Thus, we use ratios instead of those variable gaM# find a rectangle enclosing

leaf, and call it as a bounding bd,shown in Fig. 13.

Fig. 13. The bounding box of a leaf.

12



3.2.1Aspect Ratio (AR)

The aspect ratio represents the ratio of the bota length and the vertical length

of B. It is computed by

R= width of B

- - 5
height of B ®)

3.2.2 Rectangularity Ratio (RR)

The rectangularity ratio represents the ratichefarea of leaf and the areaBofit

is computed by

_thearea of leaf

RR )
thearea of B

(6)

3.2.3 Circularity Ratio (€R)

The circularity ratiorepresents the ratio of dwerage of the top one-tenth of the
largest centroid-contour ‘distance(CE€D) and theramee of the top one-tenth of the

shortest CCD. It is computed-by

_ CCD short

CR=——.
CCD long

(7)

The longest CCD and shortest CCD is shown in Hg. 1

Fig. 14. An example to illustrate CGfarand CCLRyng.

13



3.2.4 UpAndDown Ratio (UDR)

The UDR represents the ratio of the area of thpeupart and the area of the lower

part of the leaf. It is computed by

Area upper
Area ower

UDR= (8)

3.2.5 LeftAndRight Ratio (LRR)

The LRR represents the ratio of the area of theplaft and the area of the right

part of the leaf. It is computed by

Area et
LRR=———
Area rignt . (9)

Fig. 15 shows an example of UDR and LRR. Fig. 18(astrates the upper part
and the lower part of the:leaf with-the-horizoraakiliary line. Fig. 15(b) illustrates the

left part and the right part of the leatf:

(a) (b)

Fig. 15. An example of UDR and LRR. (a) UDR. (b)RR

14



3.2.6 Training Data

3.2.6.1 Normalization

For robustness, the values of the features stmittbrmalized. The following is
the steps of normalization.
1. Let
Avg nin be the average of the top one-tenth of the minirfeatures,
Avg rex be the average of the top one-tenth of the maxifeatures.
2. The rules as following:
2.11f the original values of the features are gratentthe corresponding Avg
max then set the normalized values of the featuréetb.
2.21f the original values of the features are less tthe corresponding Avg
min, then set the normalized values of the featurés 0.

2.30r, compute:the normalized values by

the normalized value = theorignal value - Avg,,,
Avgmax - lAngi N

3.2.6.2 Modified Basic Sequential Algorithm Schem@IBSAS)

Algorithm [13]

The MBSAS algorithm is an algorithm to clusteobjects based on attributes into
k partitions,k < n. Unlike k-means, MBSAS algorithm does not know tienbers of
the classes in advance. In order to reduce theofidee database and to speed up the
search process, here, for each plant species, weMBSAS algorithm to select
representative images as the key images.

The feature vecto AR, RR, CR, UDR, LRR) is taken as attribute= {f, f,, f3, fs, fs},

and it is used in the MBSAS algorithm. The folloggnare the steps of the algorithm:

15



1. For each plant species, randomly takseveral images as seed images of the
corresponding classes, Ink< 20.
2. For each images of the plant specie, computalidtances between it and all

seed images by

1] >
distk:Zm,kzlz ..... m
i=1

wheref; denotes the-th element off , ands; denotes the-th element of the
attribute of the&k-th seed image.
3. If digtj is the minimum, and
3.1digt is less than or equal to a threshold; classifyirtrege to thg-th class.
3.2distj is larger than a threshold; set the image asébkd snage of a new
class.
4. Compute the centroidiattribute of each class.
Repeat step 2 to-step 4 until there IS no new as®gQt.
5. Set the closest image, to.the centroid. of eaatsdb be the key image.

After applying MBSAS . algorithm, we"will have randonumber classes for each

plant species.

3.3 Recognition

Fig. 16 is the flow chart of recognition method. eTiproposed two-stage

recognition method contains two phases. The preényi phase is to omit some

impossible species the query image belongs to ubmeg features; the essential phase

is to recognize the query image using five featumdscal view.

Preliminary Essential Result
Classification Classification Images

Features

Fig. 16. The flow chart of recognition method.

16



3.3.1 Preliminary Classification

Since each plant species has specific shape patter@ can use the shape
characteristics to omit most impossible specieseHee take AR, RR, andCR) as
features. The followings are the steps of prelimjir@assification:

1. Letrange(AR), range(RR) andrange(CR) be the ranges ddR, RR andCR of

thei-th plant specie in database, respectively.

2. Letrange = {range(AR), range (RR), range(CR)}.

3. Consider each plant species in database aglaassplant species of the query
image if the featureAR, RR, andCR) of the query image are in the range of the
plant species.

Table 1 shows the ranges of AR, RR and CR of alifgbpecies in our database

and the illustration of the distributions of-theaages are shown in Fig. 17(a), Fig. 17(b)

and Fig. 17(c) respectively.

Table 1. The ranges @R, RR andCRof every plant species in our database.
(continued)

AR RR CR
Plant Species , . .
min | max min :  max min max
S1 | / 0.3021978 | 03638088 | 0.6917577 | 0.7429926 |0.31192043}0.36635575
s2 | . 0.61165047} 0.936255 | 0.5543392 | 0.6898887 |0.52551013 }0.76205605
s3 \ 0.20111732} 05825243 | 0.5946818 | 0.7114526 |0.20618778 }0.56196773
S4 . 04068441 $0.76724136 | 0.5412388 | 0.68510383 |0.41154012 0.6782402

17



L 0.5626684

S5 03800813 50.63380283 0.5211714550.68991154 038765764

S6 07803738 09232737 | 06941148 50.76962507 0.3528153650.45798305
s7 0.653374255 0.8229665 0.2618226450.39001942 0.2551214750.34907347
S8 05780886 07204969 0.622000635 0.713519 0.556688135 0.6687718
S9 0.3681818250.63799286 0613013 50.74635494 0.357717075 06110392
SlOé 0.32509506’5'IO‘.;6.51..1:.1_.5? 06280546 07379492 0.323150225 06298897
S11 0.808 : 0!-9Lob91071349865 077655447 | 073534054 0.86972296
S12 03347732 05275 Fossisser 07228905 | 0.31594595 050810903
S13 074496645 0.99590164 | 0.6471868 50.81376123 0.236742175 06788229
S14 043260187 076344085 | 0.4896226 50.66393507 038459423 06690141
s15 0.269230785 0.5268817 |0.52427256 0.68889624 | 026636413 04937982
8165 04235537 0.5601578 0.61008215 0708394 | 0.3923918 05372656
5175 0.4016736450.85897434 05294677 50.64786536 0.393520125 0592582

1

8




Table 1. The ranges &R, RR andCR of every plant species in our databe

(continued)

18-
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S19:

041276595 | 0.74475527

0.6697521 1 0.7476528

0.39881355 0.71584564

S20

y

0.12008733 0.30921054

0.594006495 0.76971114

0.1268859 0.26997045
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Fig. 17. The illustration of the distributions tiese ranges. (a) The distribution of
AR. (b) The distribution oRR. (c) The distribution o€R.

Fig. 18 shows an example of the result of the dlaaton. Fig. 18(a) is a query

image. There are 20 plant species in our datalfrase;Fig. 18(b), we know that there

are only five species left as the candidate spexdtes the preliminary classification.
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Possible S 3 Possible S 9 Possible S 10

4

Possible S 12 Possible S 18

(b)

Fig. 18. An example of the result of the preliminalassification. (a) The query
image. (b) The possible species of (a).

Query S12
(a)

3.3.2 Essential Classificatioq I

After preliminary cldssificatia‘n; “‘some ‘jcandidateeps have been extracted.
Based on these candidates; Wé taﬁ@ RR CR, UDR, andLRR) as a feature vector to
find the exact species of the" query irhage. Theovwalg is the steps of essential
classification:

1. Calculate the distance between the feature ve@ftthe query image and the
feature vector of each key image in the possibleciss extracted from
preliminary classification by

dist =3 (f, -K)?
i=1
wheref; denotes thé-th elements of the feature vector in the querygenand
Kidenotes the-th elements of the feature vector of a key imaga possible
species.
2. We can get the higher ranking of the correspamngiant species with the smaller

dist.
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Fig. 19 shows an example of result. Fig. 19(anis guery image of the species S
12, and the final result for top 10 is show in Hi§(b). The number of total training
images of the species S 12 in our database isdShase training images rank No. 1, 2,

3, 4 and 6 respectively.

Query S12
(a)

No.1 S1 No.2 S1 No.3 S1 No.4 S1 No.5 S1

No.6 S1 No.7 S!'' No.8 _S: No.9 S No.10 S1

@ o vOeO®

(b)

Fig. 19. An example of the essential classificatesult. (a) The query image. (b)
The final result for top 10.
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Chapter 4
Experimental Results

A database containing 1200 color leaf images frénplants taken by us was used
to conduct the experiment. Each species includesn@@es, of which 20 images are
selected randomly as database images and the iamas used for testing data.
Moreover, some key images were selected from thesgbase images according to
MBSAS algorithm described above.

Two measures to estimate the performance are netalland precision rate. The
recall rate is defined asNg / Ny) x 100%, whereN. is the number of the returned
image which has the same species:as_that of thg gmage and\; is the number of the
key images which have the same species; the pyaaiate is defined as the numbers of
the successful query images over the total numifetise query images. Note that the
successful query image means there‘is one imagectan top k returned images.

Two experiments, only essential phasel essential phaséth preliminary phase,
were conducted by our approach. The result is satieed in Fig. 20. The finger
indicates that the overall precision rate for tojs 87.63158% and 92.97297% in only
essential phasand two-phase, respectively. On the other handateeage execution
time for each query image in two-stage method @iab seconds; it is less than that in
only essential phase method. It proves that a tageshierarchicanethod has higher

precision and efficiency.
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Fig. 20. The ranking-precision curve.

We compare the proposed method with the retrievehod using DFH descriptor
provided in [14]. Swedish trees leaves databadéected by the Swedish Museum of
Natural History for a project with Linképing Uniwaty, was used in this research. It
contains 15 different Swedish trees species. Epehiess is represented by 75 images,
and all of them demonstrate isolated, leaves. Theltref the comparison depicts with
the rank-precision curve=shown in Fig. 21. Notet thame methods (such as CSS
descriptor, Hough transform [15], CCH descriptod &0OH [16]) have already been
implemented to measure’.the ‘contributions of DFHcde®r proposed in [14]. From

Fig. 21, we can see that our method'is superitrdse in [14].

100

95

// —e—DFH
90

y —8—(CSS
Hough
CCH

85 | —x—EOH

—e— Proposed Method

Precision Rate

80

75

[

5 10 15
Rank

Fig. 21. The result of comparisons between our gsed method and [14].
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Chapter 5
Conclusion

A region-based hierarchical classification methad feaf images has been
proposed in this study. The goal of the research twasatisfy translation, scaling and
rotation criterion and to recognize an unknown .ldafthe preprocessing stage, we
solved the rotation problem and proposed a nois®val method, which can solve the
problem of light reflection. Next, the five feataraccording to the characteristics of the
leaf shapes had been extracted. Then we presessthf@species according to the leaf
shapes. Finally, the system found out the simitaages to the query one and allows the

user to make the final decision andthe illustratsshown in Fig. 22.

BT~ TRT - ST BT

reeper
- B : chEAFRTAR ~ ENIE ~ 60 ~ TR - A8 ~ BIMAEE

-6 T GRS - EHRIS RO E WA -
- : RABEY - PRIRES * (TSR F TR «
: At

SR » ESEIDERMSERT -
- $% : htp:itpby.tir.gov.twPlants/plants_info.asp?rid=126

Fig. 22. The illustration of final decision.

On average, the classification accuracy for top v 92.97297% and the recall
rate for 15 returned images is 72.36487%. In amiditithe hierarchical strategy is
adapted to raise precision and efficiency.

Future work can be listed as follows.

1. More leaf images should be collected to germrdhe proposed classification
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method.

2. More features of leaf should be included to rowp the classification
performance of the proposed method. For example, tdxture of venation or
contour-based features can provide useful infoilrnati

3. It would be systematic in botany to integrdtaver image system, stem image

system as well as the whole plant image systemti@@roposed one.
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