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（基於改良移動預測之最佳化影像失真保護方法） 

學生：吳秉承 指導教授：蔡文錦教授

國立交通大學 

資訊學院產業研發碩士班 

摘 要       

不對等保護(Unequal Error Protection)是一種透過重要度來改變保護資料比

例的方法。當網路在傳輸時封包的掉落會造成影像失真，使用上述方法即可降

低錯誤機率的發生。本篇論文中，我們提出了一個透過『不對等保護』來最佳

化影片的位元率-失真(Rate-Distortion)，並且使用了 Flexible Macroblock 

Ordering(FMO)的方式，讓比較重要的影格(Macroblock)可以放在相同的群組

(Slice Group)中，且給予其較高的保護。我們參考了 Rose 所提出的 ROPE 方法

[16]來進行分類，透過影格的失真率，來決定他在影像中的重要度；也參考了

Shih 所提出的方法[15]將影格分類到不同的群組中。接著以最佳化影片的位元

率-失真演算法，來決定分配每一個群組的前向糾錯碼(Forward Error 

Correction)的數量，讓較重要的資料給予更高的保護。我們還更改『全零區塊

動態預測』方法用來進行收斂性動態預測，使動態預測能夠提高『不對等保護』

的效能。上述的收斂性動態預測方法是 Shih 所提出[15]，是以修改過的動態預

測來選取較重要的影格，來確保影格有最好的前向糾錯保護。然而，Shih 的方

法有可能會造成資料量增加，而影響到可用的 FEC 數量。因此，我們修改了其

方法，實驗結果也顯示出我們提出的『全零區塊動態』預測方法有更優良的效

能。 
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關鍵字： 不對等保護、彈性宏塊次序、全零區塊動態預測、位元率-失真最佳
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ABSTRACT 
 

 

Unequal Error Protection (UEP) is a method to efficiently protect the more important 

portions of the data. It has been widely used for video transmitting over the 

error-prone channels. In this thesis, we present a Rate-Distortion (R-D) optimized 

UEP scheme for video transmission over error-prone wireless networks. Our UEP 

scheme is incorporated with Flexible Macroblock Ordering (FMO), by which the 

more important macroblocks in a picture are grouped into the same slice groups and 

protected more than others. We had adopted the ROPE method, proposed by Rose 

[16], for macroblock distortion estimation in order to determine the importance of 

each macroblock. Also we adopted a modified dispersed FMO mode proposed by 

Shih [15] for classifying macroblocks into slice groups. And then, an R-D optimized 

FEC allocation algorithm is proposed to efficiently protect the more important slice 

groups than others. In addition, a modified Converged Motion Estimation (CME) 

based on the concept of all-zero-block (AZB) detection algorithm is proposed to 

further improve the proposed UEP. The CME is a method proposed in [15]. It makes 

macroblocks been referenced in a skewed manner so that highly important 
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macroblocks are converged on only few and the use of FEC is efficient. However, 

CME may result in an increase in the source bit rate. We modify the CME to cope 

with this problem and our experiments on many video sequences show promising 

results.  

 

Keywords: Unequal error protection, Flexible macroblock ordering (FMO), All Zero 

Block motion estimation (AZB), Rate-Distortion 
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which provides basic video quality is much more important than enhancement layers. 

The higher enhancement layers which depend on the lower enhancement layers are 

less important. In [1,6], scalability layer based UEP methods are proposed, which 

allocate different channel rate for different layers according their importance. 

 

 Data Partitioning based 

There are three different partition types used in data partition mode of H.264: 

Partition A for Header information Partition, Partition B for Intra Partition and 

Partition C for Inter Partition. Among them, Partition A is the most important and 

Partition C is the least important. Although Partition C is less important than Partition 

B, the volume of bit stream in Partition C is far more than that in Partition B. Besides, 

different inter macroblocks in Partition C may have different importance, but there is 

no further partition for them in current H.264 standard, which means the error 

protection degree for all the data in Partition C are the same. In [7], an UEP method 

based on data partitioning for H.264 is proposed. It’s partition method subdivides 

inter-coded macroblocks in Partition C into several subtypes according to the effect to 

error propagation. 

 

 Slice-based 

Flexible Macroblock Ordering (FMO) is a tool included in the H.264 standard to 

partition the entire frame into many slice groups. Because the slice groups will be 

transported separately, we can assign UEP to these slice groups according to their 

importance, we call slice groups as “SG” in the following of this thesis. In [8,9], data 

classification schemes with the H.264 explicit FMO mode are proposed as shown in 

Figure 1.3. They estimate which macroblock would produce more distortion than 

others, and assign those macroblocks to the same SG with more protection. 
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Figure 1.3 Macroblock classifications (a) without FMO, (b) dispersed map, 

(c) original frame of Foreman, (d) explicit FMO mode [9] 

 

Generally, error concealment is well performed in dispersed FMO mode. In [10], a 

new FMO mode is proposed. They combined dispersed FMO mode and box-out FMO 

mode, named Explicit Spiral-Interleaved (ESI) FMO mode, as shown in Figure 1.4. 

 

 
Figure 1.4 ESI mode (a) combination of the dispersed mode and box-out mode 

(b) Dispersed mode (c) box-out mode [10] 

 

In [11], the importance of each macroblock is first determined called “important 

factor”. Assume two SGs are used with SG 1 more important than SG 2. The 

macroblock with highest impact factor will be moved to SG 1. However, since this 
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action will influence the neighboring macroblocks of the just moved macroblock, the 

importance of the neighboring macroblocks must be updated accordingly. The 

recalculation of macroblock importance and macroblock assignment are performed 

repeatedly till an optimal solution is found. This approach needs a great deal of 

computation complexity. In [12] they used three SGs and compared the impact factors 

with two thresholds, Th and Tl, as follows, but the two thresholds are not easy to be 

determined.  

 If impact factor >= Th : high importance SG 

 If impact factor < Th and >= Tl : medium importance SG 

 If impact factor < Tl : low importance SG 

 

For slice-based UEP, the importance of each macroblock will be estimated first. Some 

researchers determined the importance of a macroblock according to its location [13]. 

The macroblocks located in the center of the frame are more important that those 

located on the frame boundaries. Region of Interest (ROI) based UEP [2,10] 

emphasizes the regions which human favors, therefore, macroblocks located in the 

foreground regions are more important. In [11], they considered the three parameters: 

(1) the macroblock’s number of bits, (2) the distortion of the coded macroblock with 

respect to the original picture, and (3) the distortion of the macroblock if it is lost and 

concealed only using the surrounding macroblocks. In [12], they considered the 

reconstructed distortion (that is, quantization error) only.  

 

After what slice for each macroblock is belonged to have been decided, the encoding 

process can encode bit stream according to the FMO table now and the encoded bit 

stream will consist of separate slices. The issue then would be how to distribute the 

available FEC among these slices with different importance. In [14], the expected 
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length of error propagation (ELEP) is used to describe the effect of packet loss on the 

decoded video quality in order to achieve optimal FEC assignment. Initially, each 

slice has the same number of FEC packets, and then processes a while loop with 

different number of FEC packets until the minimal distortion calculated using ELEP is 

achieved. Finally, the number of FEC packets is how much protection we will assign. 

 

In [15], Shih proposed Converged Motion Estimation (CME) to achieve a better 

perForemance of UEP. The CME changes the general concept of motion estimation. 

Instead of choosing the macroblock with the least Mean Square Error (MSE) as 

reference for prediction, CME chooses the macroblock which is more important as 

reference if the increase in MSE is within an acceptable range. To realize the concept 

above, it modified the definition of MSE by including penalty to the pixels that is 

referred to. The pixels located inside more protected area will be assigned with less 

penalty, while inside less protected area will have more penalty. The disadvantage for 

CME is that it might cause extra bit rate because the macroblocks selected is not the 

one with minimal MSE. 

 

In the thesis, an R-D Optimized UEP method is proposed. We had adopted the ROPE 

method, proposed by Rose [16] for macroblock distortion estimation in order to 

determine the importance of each macroblock and adopted a modified dispersed FMO 

mode, proposed by Shih [15], for classifying macroblocks into slice groups. And then, 

an R-D optimized FEC allocation algorithm is proposed to efficiently protect the more 

important slice groups than others. Besides we modified Converged Motion 

Estimation (CME) by using All-Zero Block (AZB) algorithm [17] idea to select 

macroblock located in the important SG for reference. We also take account wireless 

modulation in to our UEP method. The rest of this thesis is organized as follows. 
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Chapter 2 gives the introduction to related works of End-to-End distortion, Unequal 

Error Protection, Forward Error Correction, All-Zero Block and Wireless Modulation. 

Our proposed scheme is discussed in chapter 3 and the experimental results are shown 

in chapter 4. The conclusion is given in the last chapter. 
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Chapter 2 Related Works 

Related Works 

 

In this Chapter, some precious works relate to this thesis are presented. 

 

2.1. End-to End Distortion 

A number of methods have been proposed to estimate end-to-end distortion. The 

problem was originally considered for optimizing intra-inter decisions to combat 

temporal error propagation. In [16], the authors suggest a recursive optimal per-pixel 

estimate (ROPE) for optimal intra/inter mode selection. In ROPE, the expected 

distortion for any pixel is calculated recursively as follows. Let ௡݂
௜  denote the 

original pixel value at location i in frame n and ሚ݂௡௜ the reconstruction of the same 

pixel at the decoder. The expected MSE distortion ݀௡
௜  of the pixel at that location can 

then be written as  

௡݀ൣܧ  
௜ ൧ ൌ ܧ ቄ൫ ௡݂

௜ െ ሚ݂௡௜൯ଶቅ ൌ ൫ ௡݂
௜൯ଶ െ 2 ௡݂

௜ܧ൛ ሚ݂௡௜ൟ ൅ ሼ൫ܧ ሚ݂௡௜൯ଶሽ (1)

 

At the encoder, the value ௡݂
௜ is known and the value ሚ݂௡௜ is a random variable. So the 

expected distortion at each location can be determined by calculating the first and 

second moment of the random variable ሚ݂௡௜.  

 

Assume the encoder uses full pixel motion estimation and frame copy error 

concealment, each lost pixel is reconstructed by copying the pixel at the predicted 

location k in the previous frame. The predicted location is determined by the median 

motion vector of the three macroblocks that are nearest to the lost pixel i. Assume a 

Bernoulli-independent [18] packet loss model where the probability that any packet is 
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lost is independent of any other packet. Then further assume that the packet lost rate, 

denoted by p, is available at the encoder. The respective recursion equations of ROPE 

are as follows and we will reference this concept for determining the importance of 

macroblocks in this thesis. 

 Pixel in an intra-coded macroblock 

ൣܧ   ሚ݂௡௜൧ሺܫሻ ൌ ሺ1 െ ሻ൫݌ መ݂௡௜൯ ൅ ሺ1݌ െ ൛ܧሻ݌ ሚ݂௡ିଵ
௞ ൟ ൅ ൛ܧଶ݌ ሚ݂௡ିଵ

௜ ൟ (2)

ܧ   ቂ൫ ሚ݂௡௜൯ଶቃ ሺܫሻ ൌ ሺ1 െ ሻ൫݌ መ݂௡௜൯
ଶ

൅ ሺ1݌ െ ܧሻ݌ ቄ൫ ሚ݂௡ିଵ
௞ ൯ଶቅ ൅ ܧଶ݌ ቄ൫ ሚ݂௡ିଵ

௜ ൯ଶቅ (3)

 Pixel in an inter-coded macroblock 

ൣܧ   ሚ݂௡௜൧ሺܲሻ ൌ ሺ1 െ ሻ൫݁̂௡݌
௜ ൅ ൛ܧ ሚ݂

௡ିଵ
௝ ൟ൯ ൅ ሺ1݌ െ ൛ܧሻ݌ ሚ݂௡ିଵ

௞ ൟ ൅ ൛ܧଶ݌ ሚ݂௡ିଵ
௜ ൟ (4)

ܧ   ቂ൫ ሚ݂௡௜൯ଶቃ ሺܲሻ ൌ ሺ1 െ ܧሻ݌ ቄ൫݁̂௡
௜ ൅ ሚ݂

௡ିଵ
௝ ൯

ଶ
ቅ ൅ ሺ1݌ െ ܧሻ݌ ቄ൫ ሚ݂௡ିଵ

௞ ൯ଶቅ

൅ ൛ܧଶ݌ ሚ݂௡ିଵ
௜ ൟ

ൌ ሺ1 െ ሻ݌ ቀ൫݁̂௡
௜ ൯ଶ ൅ 2݁̂௡

௜ ൛ܧ ሚ݂
௡ିଵ
௝ ൟ  ൅ ܧ ቄ൫ ሚ݂௡ିଵ

௜ ൯ଶቅቁ  

൅ ܧሻ݌ሺെ݌ ቄ൫ ሚ݂௡ିଵ
௞ ൯ଶቅ ൅ ܧଶ݌ ቄ൫ ሚ݂௡ିଵ

௜ ൯ଶቅ (5)

 

2.2. Macroblock Assignment 

The straightest method for macroblock assignment the importance of macroblocks is 

to sort and then choose the more important ones to be assigned to the SG of high 

importance. But doing in this way make important macroblocks connected. If one SG 

was lost, the error concealment would be ineffective because the macroblocks around 

the lost macroblock are also lost as shown in Figure 2.1.  
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Figure 2.1 Connected macroblocks would cause the error concealment ineffective 

 

The macroblock assignment in [15] adopts the dispersed mode with two SGs (say 

slice 1 and slice 2) first and then adopt K-means clustering algorithm [19] to further 

split the two SGs into more SGs according to the importance of macroblocks. For 

example in Figure 2.2, it classify macroblocks into three different levels of 

importance and six SGs will be generated, three SGs comes from slice 1 (all even 

macroblocks) and the other three from slice 2 (all odd macroblocks). It is obvious to 

notice that any macroblock belonging to slice 11, 12, and 13 must have adjacent 

macroblocks coming from slice 21, 22, as well as 23, and vice versa. Since no 

contiguous macroblocks will be assigned to the some SG, the error concealment could 

be effective. In this thesis, we use this method to allocate macroblock into SGs. 

 
Figure 2.2 Macroblock assignment based on dispersed mode 
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2.3. Forward error correction 

Forward error correction (FEC) is a channel coding technique used to recover data 

from packet losses in the transmission. The type of FEC used depends on the 

requirements of the application and the nature of the channel. The most commonly 

studied erasure codes are based on RS codes [13], which have good erasure correcting 

properties. In this work, we consider RS codes, but the basic framework could easily 

be applied to other codes. 

 

An RS code is represented as RS(n, k), where k is the number of source symbols and 

(n-k) is the number of parity symbols. The protection capability of an RS code 

depends on the block size and the code rate. The block length, n, is usually 

determined based on the end-to-end system delay constraints, and the code rate of an 

RS(n, k) is defined as k/n. An RS(n, k) decoder can correct up to (n-k)/2 errors or up to 

(n-k) erasures, regardless of which symbols are lost. The channel errors in the wired 

link are typically in the form of packet erasures, so an RS(n, k) code applied across 

packets can correct up to (n-k) lost packets. Thus, the block unrecoverable probability, 

 ୳୬୰ୣୡ୭୴ୣ୰ୟୠ୪ୣ, (i.e., the probability that at least one of the original k packets is in error)݌

is. 

 
௨௡ௗ௘௖௢ௗ௔௕௟௘݌ ൌ ෍ ቀ

݊
݅ ቁ ௖௛݌

௜ ሺ1 െ ௖௛ሻ௡ି௜݌
௡

௜ୀሺ௡ି௞ሻାଵ

 (6)

 ݕݎ݁ݒ݋ܿ݁ݎ ݎ݋ݎݎ݁ ݁ݎ݋݂ܾ݁ ݏݏ݋݈ ݐ݁݇ܿܽ݌ ݂݋ ݕݐ݈ܾܾ݅݅ܽ݋ݎ݌ ݄݁ݐ ݏ݅ ௖௛݌ ݁ݎ݄݁ݓ
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2.4. Motion Estimation with AZB 

In H.264 standard, motion estimation takes the most computation cost in the encoding 

process. All-Zero Block (AZB) detection is a way to early terminate motion 

estimation and speed up the encoding. After DCT transform and quantization, it may 

produce many all zero blocks, where all the coefficients in the blocks are zero. If it 

can find any AZB before DCT transform and quantization, then motion estimation can 

be terminated for current macroblock and save time for non-necessary calculation. 

The detection of AZB is done by checking if the SAD value of a macroblock is inside 

threshold. If it is inside the threshold, then the coefficients must be all-zero after DCT 

transform and quantization. Based on the characteristic of DCT transform, Sousa [20] 

proposed a condition for AZB detection in H.263. Moon [21] analysis the 

characteristic of DCT transform and quantization in H.264 and modified Sousa’s 

condition for H.264 as follows.  

 
ܦܣܵ ൌ ෍ ෍ ห ௜ܺ௝ห ൏

2ଵହାொ௉
଺ െ ݂

4 · ሺܳܲܯ %6,0ሻ

ଷ

௝ୀ଴

ଷ

௜ୀ଴
 (7)

The % and f denote the modular operator and a constant ranging from 0 to 2ଵ଺ାೂು
ల . 

The M(QP%6,0) is the quantization coefficient value. Moon has modified this 

condition by inserting the threshold with different r values to classify SAD into four 

modes  

 
ܶሺݎሻ ൌ

2ଵହାொ௉
଺ െ ݂

ሻݎሺܥ · ሺܳܲܯ %6, ሻݎ for ݎ ൌ 0,1,2 (8)

where ܥሺݎሻ ൌ 2ଶି௥ and T(0) < T(1) < T(2) 

 

The four modes defined by Moon are listed Table 2.1, where SADmin is the current 

minimum SAD value.  
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Modes Conditions The corresponding zero 

frequency components 

M0 SADmin < T(0) r = 0,1,2 

M1 T(0) < SADmin < T(1) r = 1,2 

M2 T(1) ≤ SADmin ≤ T(2) r = 2 

M3 T(2) ≤ SADmin None 

Table 2.1 SAD and Threshold for Moon’s condition [21] 

 

Figure 2.3 shows the threshold of T(0), T(1) and T(2) which will detect the AZB in 

region M0, M1 and M2. From this figure, it can easily tell that the most AZB are 

located in M0, M1 and M2. 

 

 
Figure 2.3 AZB threshold [21] 

 

By Table 2.1, Sousa’s algorithm can detect AZB in M0 and the quantized coefficients 

corresponding to r = 1 and 2 in M1 are already guaranteed to be zero. Moon wants to 

find more AZB in a special condition for r = 0 in M1. He had proposed another 
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condition.  

ܦܣܵ  ൏ ܶሺ0ሻ ൅  
݉݅݊ ሼhsሺ0,3ሻ ൅ ሺ1,2ሻሽݏ݄

2 ൌ ܶሺ0ሻ ൅ ൬
λ
2൰ (9)

,ݑሺݏ݄ ݁ݎ݄݁ݓ ሻݒ ൌ ෍ ሼ|X୳୨| ൅ |X୴୨|ሽ
ଷ

୨ୀ଴
 

 

Wang bring up new condition [17] that will satisfied all r = 0 and r = 1 that will have 

value zero after quantization in 4x4 macroblock. 

ܦܣܵ  ൏ ܶܵ, ܶܵ ؜ ݉݅݊ ሺ݄ܶ1, ݄ܶ2, ݄ܶ3ሽ (10)

 

Three threshold Th1, Th2 and Th3 had defined Thi where 1≦ i ≦ 3. 

 ݄ܶ1 ൌ  
ܶሺ1,1ሻ

2 ൅ 
1
2  ݉݅݊ ሼܵଷ െ 2 ଵܵ, ܵସ െ 2ܵଶ, ܵଶ െ 2ܵସ, ଵܵ െ 2ܵଷሽ (11)

 ݄ܶ2 ൌ
ܶሺ0,1ሻ

2 ൅  
1
2  ݉݅݊ ሼܵଶ ൅ ܵଷ, ଵܵ ൅ ܵସ, ܵଷ ൅ ܵସ, ଵܵ ൅ ܵଶሽ (12)

 ݄ܶ3 ൌ ܶሺ0,0ሻ (13)

 

 

where ܶሺݑ, ሻݒ ؜ ଶ೜್೔೟ೞି௙
ெሺ௨,௩ሻ

 (14)

According to Figure 2.4, it divided a 4x4 block into four regions: A1, A2, A3 and A4 

defined as follow, 

 A1 ൌ ሼሺx, yሻ|x ൌ 0,3, y ൌ 0,3ሽ, A2 ൌ ሼሺx, yሻ|x ൌ 0,3, y ൌ 1,2ሽ 

A3 ൌ ሼሺx, yሻ|x ൌ 1,2, y ൌ 1,2ሽ, A4 ൌ ሼሺx, yሻ|x ൌ 1,2, y ൌ 0,3ሽ 
(15)

 

 0 1 2 3  

0 A1 A2 A2 A1  

1 A4 A3 A3 A4  

2 A4 A3 A3 A4  

3 A1 A2 A2 A1  

Figure 2.4 Region division in a 4x4 block [17]  
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The Table 2.2 describes which condition will be use for different position (u,v) 

 

Condition Position (u,v) 

ࡰ࡭ࡿ ൏ ሺࢀሺ૚, ૚ሻ ൅ ૜ࡿ െ ૛ࡿ૚ሻ/૛ (1,1) 

ࡰ࡭ࡿ ൏ ሺࢀሺ૚, ૚ሻ ൅ ૝ࡿ െ ૛ࡿ૛ሻ/૛ (1,3) 

ࡰ࡭ࡿ ൏ ሺࢀሺ૚, ૚ሻ ൅ ૛ࡿ െ ૛ࡿ૝ሻ/૛ (3,1) 

ࡰ࡭ࡿ ൏ ሺࢀሺ૚, ૚ሻ ൅ ૚ࡿ െ ૛ࡿ૜ሻ/૛ (3,3) 

ࡰ࡭ࡿ ൏ ሺࢀሺ૙, ૚ሻ ൅ ૛ࡿ െ  ૜ሻ/૛ (0,1),(2,1)ࡿ

ࡰ࡭ࡿ ൏ ሺࢀሺ૙, ૚ሻ ൅ ૚ࡿ െ  ૝ሻ/૛ (0,3),(2,3)ࡿ

ࡰ࡭ࡿ ൏ ሺࢀሺ૙, ૚ሻ ൅ ૜ࡿ െ  ૝ሻ/૛ (1,0),(1,2)ࡿ

ࡰ࡭ࡿ ൏ ሺࢀሺ૙, ૚ሻ ൅ ૚ࡿ െ  ૛ሻ/૛ (3,0),(3,2)ࡿ

ࡰ࡭ࡿ ൏ ,ሺ૙ࢀ ૙ሻ (0,0),(0,2),(2,0),(2,2) 

Table 2.2 Sufficient condition for detection zero quantized DCT coefficients in a 4x4 block [17] 

 

In this thesis, the idea of AZB algorithm is incorporated into the Converged Motion 

Estimation (CME). Instead of early terminating motion estimation, we use AZB to 

avoid the problem of increase in source bit rate for CME. 

 

2.5. Wireless Modulation 

The Institute of Electrical and Electronics Engineers, Inc. (IEEE) had defined 802.11a 

standards [22], for transfer data over wireless network. Inside the standard, it specifies 

an orthogonal frequency division multiplexing (OFDM) technology for modified data 

into different modulation. The OFDM physical layer (PHY) has been proposed and 

was defined in standard. OFDM is characterized by splitting packet from a high data 

rate data stream into a number of low data rate steams and several modulation modes 
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can be used. It had defined eight modes in Table 2.3. Depending on each modulation, 

code rate and data rate it can support data rate from 6 to 54Mbps. In this thesis, we 

take all the wireless modulation modes into consideration to design the RD-Optimized 

algorithm for channel rate allocation for wireless network. 

 

Mode Modulation Code Rate Data Rate Bps 

1 BPSK 1/2 6 Mbps 3 

2 BPSK 3/4 9 Mbps 4.5 

3 QPSK 1/2 12 Mbps 6 

4 QPSK 3/4 18 Mbps 9 

5 16-QAM 1/2 24 Mbps 12 

6 16-QAM 3/4 36 Mbps 18 

7 64-QAM 2/3 48 Mbps 24 

8 64-QAM 3/4 54 Mbps 27 

Table 2.3 Eight PHY modes of the IEEE 802.11a PHY [22] 
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Chapter 3 Proposed UEP Method 

Proposed UEP Method 
 
In the chapter, we describe our proposed UEP method in detail. In Figure 3.1, the 

source encoder encodes the bit stream first. After encoding, the macroblock 

classification module using ROPE algorithm to estimate distortions for each 

macroblock and treat them as impact factors. After getting the impact factors of 

macroblocks we adopt Shih’s method in the macroblock assignment module to 

generate FMO table. Then, the source encoder uses FMO table as input to encode 

with Converged Motion Estimation (CME) by using modified All-Zero Block motion 

estimation (CME-AZB) for improve the efficiency of the UEP scheme. Finally, RD 

Optimized Channel Rate Allocation uses the expect distortion generated by 

Macroblock Classification module to allocate the channel rates. And then transports 

the compressed video with FEC. 

 

 
Figure 3.1 Flow Chart 
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3.1. Macroblock Classification Scheme and Assignment 

This section describes how the macroblock classification module and macroblock 

assignment module are preformed in our approach. In a frame, different macroblocks 

have different importance. Our proposed scheme will regard those macroblocks which 

will cause a great distortion if they were lost as more important macroblocks and give 

more protection than others. In macroblock classification module, we adopt ROPE 

end-to-end distortion algorithm [16] (see section 2.1) to calculate the expect distortion. 

We exploit this result to estimate the importance of macroblocks, called impact factor 

(IF). Specifically, the IF of a macroblock i in frame n is defined as follows. 

൫݉௡ܨܫ  
௜ ൯ ൌ ൫݉௡ܦൣܧ

௜ ൯൧ ൌ ෍ ௡݀ൣܧ
௝ ൧, ݎ݋݂ ݈݈ܽ ݄݁ݐ ݏ݈݁ݔ݅݌ ݀௡

௝ ௡݉ ݊݅ ݀݁ݐܽܿ݋݈
௜  (16)

where ݀௡
௝ is defined in equation (1) 

The inter-coding notation above assume as that pixel i is predicted from pixel j in the 

previous frame. The above recursions are performed at the encoder in order to 

calculate the expected distortion at the decoder.  

 

After IF is determined for each macroblock in a frame, we modified Shih’s Dispersed 

and K-means cluster algorithm [15] (see section 2.2) in our macroblock assignment 

module for assigning macroblocks into SGs. The advantage for using modified 

dispersed FMO is to avoid connected macroblocks lost simultaneously. This will 

make error concealment more efficiency. K-means clustering algorithm is used in 

Shih’s method for grouping macroblocks with similar importance together. We simply 

replace the definition of macroblock importance in Shih’s method by our Impact 

Factor calculate by equation (16). 
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3.2. Converged Motion Estimation with AZB 

In this section, a Converged Motion Estimation with All-Zero Block detection 

approach (Called CME-AZB) is proposed to make the UEP more effective. Since the 

more important macroblocks are typically protected more than less important 

macroblocks. The use of FEC would be efficient if the more important macroblocks 

are converged to only few macroblocks. Based on this idea, [15] has proposed a 

method called Converged Motion Estimation (CME) which tries to modify motion 

estimation to achieve a skewed macroblock reference pattern. Instead of choosing the 

macroblock with minimal SAD as reference in motion estimation the macroblock 

located in highly protected area is chosen even if there is an increase in SAD. 

However, since the increase in SAD might cause the increase in source bit rate, 

resulting in reduced bit rate available for error correction code. 

 

To solve this problem, we modify the CME approach by choosing the macroblocks 

which have quantized coefficients equal to that of the macroblock with minimal SAD. 

This implies that we only choose macroblock which will not increase the bit rate to be 

the candidates, among them the one located in the most protected area is selected. 

However, finding out all the candidate macroblocks imposes a heavy computation 

overhead in motion estimate because DCT transform and quantization must be 

performed for every macroblock in the search window of motion estimation (if full 

search is used). To cope with this problem, we adopt the concept of AZB algorithm. 

AZB algorithm is originally designed for early termination of motion estimation 

because it can use the SAD of a macroblock to predict whether the quantized 

coefficients of this macroblock are all zeros or not. If this macroblock is an All-Zero 

Block (or AZB block), then motion estimation is terminated for the current 
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macroblock. Instead of terminating the motion estimation we modify the AZB 

algorithm by putting this AZB block into the candidate set and continue motion 

estimating for searching other AZB block. After all the possible candidates (i.e., 

All-Zero Block), instead of choosing minimum SAD block, CME-AZB select one 

with the most pixel located in more protection. 

 

Figure 3.2(a) shows an example of AZB candidates. On frame n, the macroblock in 

macroblock in red indicates the current macroblock for motion estimation and frame 

n-1 is the reference frame. Due to too many AZB candidates, we only show four 

instances that the quantized DCT coefficients are predicted as all zeros, where the 

macroblock in red, dark-blue, green and light-blue has SAD equal to (38, 43, 58 and 

56 respectively). Assume the FMO generated from frame n-1 are shown in Figure 3.2 

(b) where the slice group 1 (in purple color) is more important than slice group 2 (in 

the white color). That is, slice group 1 will get more protection than slice group 2. In 

this case, the candidate which has the most pixels located in slice group 1 will be 

selected. That is, that one in light-blue color which has SAD equal to 56 will be 

selected, although the SAD for red box is 38 which is the smallest one. 
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(a) 

 
(b) 

Figure 3.2 AZB candidates 

 

Figure 3.3, shows the number of AZB candidates in different block modes for each 

frame in Foreman Sequence with QP=28 and search range=32. It is observed that 

there are 50 to 250 AZB candidates in difference block modes. This implies that there 

are many choices for the proposed CME-AZB method to select for higher protection 

without the penalty of increase in bit rate. 

 
Figure 3.3 Number of AZB candidates in Foreman 
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3.3. RD Optimized Channel Rate Allocation 

Channel rate allocation method is used to determine the amount of FEC assigned to 

each SG. To utilize FEC efficiently, a rate-distortion optimized algorithm is proposed 

here and the symbols used are summarized in Table 3.1 

  

࢔࢒
࢙  protection level for frame n in SG s 

࢔ࡳࡿ
࢙  sth SG group of frame n 

࢔ࢄ
࢙   Total size for frame n in SG s 

࢔ࡷ
࢙  The source size for frame n in SG s 

 SG number in frame ࢙

࢔࢓
࢐  Macroblock for frame n in pixel j 

N The total size for GOP 

 Number of frames in GOP ࢆ

 Number of SGs in frame ܇

ܠ܉ܕࡾ   The maximum bit rate 

 ሻ summation diction for entire GOPࡼࡻࡳሺࡰ

࢔ࡳࡿሺࡰ
࢙ ሻ Distortion for SG group in frame n SG s 

࢔࢓൫ࡰ
࢐ ൯ Distortion for macroblock n in pixel j 

 ሻ Summation bit rate for entire GOPࡼࡻࡳሺࡾ

Table 3.1 The symbol table for rate distortion estimation 

 

Since our algorithm organizes SG by grouping together macroblocks that have similar 

impact factors, we use the same protection level for all the macroblocks belonging to 

the same SG. Let ݈௡
௦  denote the protection level assigned to ܵܩ௡

௦, the sth SG of frame 

n, and ሺܺ௡
௦, ݇௡

௦ ሻ denote the parameters of the RS code associated with this protection 
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level. Since the RS block length is usually determined based on the end-to-end system 

delay constraints, we assume it is constant (say N) over the entire GOP. So, we have 

ܺ௡
௦ ൌ ܰ for all the possible n and s in a GOP.  

 

In order to take into account the importance of each SG, more RS packets (i.e., higher 

protection level) are allocated to SGs carrying important information and less to the 

rest. Our channel rate allocation strategy is to optimize the code rates { ݇௡
௦ /ܰ} for 

each SG in order to minimize the distortion for a given overall transmission rate. Here 

we present a rate-distortion optimized solution that seeks the best protection level for 

each SG. Our objective is to seek for the vector of RS coding parameters, 

 ݇ ൌ ሼ݇ଵ
ଵ, … , ݇ଵ

௒, … , ݇௓
ଵ, … ݇௓

௒ሽ, that minimizes the expected end-to-end distortion of 

the corresponding GOP, where s is the desired number of SGs for each frame and ݊ 

is the number of frames in a GOP. The expected distortion ܧሾܦሺܱܲܩሿ of a GOP is 

given by.  

ሿܱܲܩሺܦሾܧ  ൌ ෍ ෍ ௡ܩሺܵܦሾܧ
௦ሻሿ

௒

௦ୀଵ

௓

௡ୀଵ
 (17)

where ܧሾܦሺܵܩ௡
௦ሻሿ ൌ ൫݉௡ܦሾ∑൫ܧ

௝ ൯൧ for all the macroblocks ݉௡
௝
 belonging to ܵܩ௡

௦, 

and the ܦൣܧ൫݉௡
௝ ൯൧. However, since ܵܩ௡

௦  has protection level ݈௡
௦ ൌ ሺܰ, ݇௡

௦ ሻ, the 

packet loss rate p in the equations (7) must be substituted with ܲ௟೙
ೞ  below: 

 
ܲ௟೙

ೞ ൌ ෍ ቀ
݊
ܿቁ ௖௛݌

௖ ሺ1 െ ௖௛ሻேି௖݌
ே

௖ୀሺேି௞೙
ೞ ሻାଵ

 (18)

where ܲ௟೙
ೞ  is the probability that ܵܩ௡

௦ is not correctly decoded by the RS decoder, 

and ݌௖௛ is the actual channel loss probability. The channel rate allocation problem is 

formulated as: 

 min ሻሿܱܲܩሺܦሾܧ ݐ݆ܾܿ݁ݑݏ ݋ݐ ܴሺܱܲܩሻ ൏ ܴ୫ୟ୶  (19)

 where ܴሺܱܲܩሻ ൌ ෍ ෍ ሺܴሺܵܩ௡
௦ሻ ൈ

ܰ
௡ܭ

௦

௒

௦ୀଵ

௓

௡ୀଵ
ሻ (20)
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The above constrained minimization problems (19) and (20) are naturally recast in the 

standard Lagrange formulation as: 

 ݉݅݊ ሻܱܲܩሺܬ ൌ ݉݅݊ ሼܦሺܱܲܩሻ ൅ ߣ ܴሺܱܲܩሻሽ (21)

 

By appropriately choosing Lagrange multiplier  λ , the above problem (19) can be 

solved within a convex-hull approximation by solving (21). The search for an 

appropriate choice of λ can be carried out by the bisection algorithm or a fast convex 

search technique which is not discussed here. The optimal K then leads to the optimal 

rate distribution between source and FEC rates. 

 

To solve this equation, we had adopted dynamic program (DP) with the conditions in 

equation (22) and (23). Equation (22) means that K of slice i must be less than or 

equal to that of slice j with i < j, assuming that slices are numbered in a descending 

orders of their important. Since the lost important SG will cause high distortion than 

the others, we assign more protection (i.e., smaller k) to important SG. Equation (23) 

means that earlier frames in GOP are more important than the later ones, so we assign 

more protection on earlier fame in GOP. For the first SG, it calculates J is calculated 

for all the combination of K. Then for rest of SGs only the J for possible combinations 

of K that meet the according to condition.  

 ൜ ௡ܭ
ଵ ൑ ௡ܭ

ଶ ൑ ௡ܭ
ଷ ൑ ڮ ൑ ௡ܭ

௒ିଵ ൑ ௡ܭ
௒ , ݁ݎ݄݁ݓ ݊ ൌ 1~ܼ

ଵܭ
௦ ൑ ଶܭ 

௦ ൑ ଷܭ 
௦ ൑ ڮ ൑ ௓ିଵܭ

௦ ൑ ௓ܭ
௦ , ݁ݎ݄݁ݓ ݏ ൌ 1~ܻ 

(22)
(23)

 

To analysis the perForemance of dynamic program, we had use Foreman, Coastguard 

and Stefan for getting running results. The Table 3.2 shows the execution time for 

calculating all the combination of K with 105 frames and 6 slices. 
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 Foreman Coastguard Stefan 

Execution time (s) 116.466 116.640 127.809 

Table 3.2 Execute time for Lagrange 

 

When video stream transfer over error-prone wireless network, it will cause packet 

loss. As discuss earlier, the 802.11a standard had defined eight PHY modes. Assume 

the sender can receive Signal to Noise Ratio (SNR) from receiver, it can use SNR to 

determine the status of the network and then select the best modulation for 

transmitting video data. In [23,24], it will calculate the packet loss rate according by 

SNR and data rate. We calculated all eight PHY modes and use the packet loss rate for 

calculate the minimum J. After all combination has been calculated, it can decide 

which PHY mode has the best K combination. The calculation for bit packet loss rate 

was shown below where s is SNR value and M is M-ary (M=4, 16, and 64) which 

depend on Quadrature Amplitude Modulation (QAM): 

 
௕ܲ
ሺெሻሺݏሻ ൎ

1
ଶ݃݋݈ ܯ · ெܲሺݏሻ (24)

where ெܲ ሺݏሻ is defiend as follow: 

 ெܲ ሺݏሻ ൌ 1 െ ൣ1 െ ܲ√ெሺݏሻ൧ (25)

where ܲ√ெ ሺݏሻ is defined as follow: 

 
ܲ√ெ ሺݏሻ ൌ 2 · ൬1 െ

1
ܯ√

൰ · ܳ ቌඨ 3
ܯ െ 1 · ቍ (26)ݏ

The Q is defended as 

 ܳሺݔሻ ൌ න
1

ߨ2√

ஶ

௫
݁൬ି௬మ

ଶ ൰ (27) ݕ݀

 

The 4-ary QAM and Quadrature Phase Shift Keying (QPSK) modulation are identical. 

For Binary Phase Shift Keying (BPSK) modulation, the bit error probability is defined 
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as follow: 

 ௕ܲ
ଶሺݏሻ ൌ ଶܲሺݏሻ ൌ ሻ (28)ݏሺ√2ݍ

 

For calculate minimum J for all the combination of K, we will calculate all the 

combination of the modulation and use the one with the minimum J: 

௠௜௡ܬ  ൌ min ௜ܬ ݁ݎ݄݁ݓ ݅ א 1 ݋ݐ 8 (29)

 ݊݋݅ݐ݈ܽݑ݀݋ܯ ݏݏ݈݁݁ݎܹ݅ ݂݋ ݐ݁ݏ ݏ݊݋݅ݐܾܽ݊݅݉݋ܿ ݐ݄݃݅݁ ݄݁ݐ ݏ݅ ݅ܬ ݁ݎ݄݁ݓ

 

These can be calculated from the corresponding packet size and BER. Since equations 

(24)(28) are calculated probability for bits, we have to summation them together so 

we can have packet loss rate for bytes where L is the length of bytes: 

 ாܲ
௠ሺܮሻ ൌ 1 െ ሺ1 െ ௕݌

௠ሻ଼௅ (30)

 

The probability that the packet with L-byte data payload is successfully transmitted 

within the R retransmission limit under PHY mode m, we replace ாܲ
௠ሺܮሻ  as 

௘ܲ,ௗ௔௧௔
௠ ሺܮሻ௜ where i is the number of modulation mode: 

 
௦ܲ௨௖௖
௠ ሺܮ, ܴሻ௜ ൌ 1 െ ൣ1 െ ௚ܲ௢௢ௗ

௠ ሺܮሻ௜൧ோାଵ
 (31)

௚ܲ௢௢ௗ ݁ݎ݄݁ݓ 
௠ ሺܮሻ௜ ൌ ൫1 െ ௘ܲ,௔௖௞

௠ ൯ሺ1 െ ௘ܲ,ௗ௔௧௔
௠ ሺܮሻ௜ሻ (32)

 

where ௘ܲ,௔௖௞
௠  is the ACK packet error probability, ௘ܲ,ௗ௔௧௔

௠ is the data packet error 

probability. For calculate Ji, we use replace ௌܲ௨௖௖ሺܮ, ܴሻ୧ as ௖ܲ௛ which is calculate by 

ௌܲ௨௖௖ሺܮ, ܴሻ௜ and the maximum data rate for each modulation: as ܴ௠௔௫: 

 ൜ ௖ܲ௛ ൌ 1 െ ௦ܲ௨௖௖ሺܮ, ܴሻ௜
ܴ௠௔௫ ൌ ௜݁ݐܴܽܽݐܽܦ

 (33)

 ݅ ݁݀݋݉ ݊݋݅ݐ݈ܽݑ݀݋݉ ݏ݅ ݅ ݁ݎ݄݁ݓ
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Chapter 4 Experimental Results 

Experimental Results 
 

In the chapter, we compare the proposed method with the “Raster scan” and the 

“Dispersed” macroblock assignments, both of them are the FMO mode included in 

the standard. The parameters of our experimental environment are set as follows: 

 Test sequence: Foreman, Coastguard, Stefan 

 Group of Picture (GOP): I P P P P …… 

 GOP size: 15 frames 

 Frame rate: 30 fps 

 Frame format: QCIF (176 x 144 pixels) 

 SG number: 6 SGs 

 Packet size: 16 bytes 

 Overall bit rate: 340Kbps (Foreman), 360Kbps (Coastguard), 980Kbps 

(Stefan) 

 

The video sequences are encoded and decoded using JM 12.1 [25] where the code of 

motion estimation is modified to support the proposed CME-AZB. In our experiments, 

“Raster scan” and “Dispersed” are Equal Error Protection (EEP) with the same overall 

bit rate. We add the “Shih’s UEP method without CME” and “Shih’s UEP method 

with CME” for comparison Shih’s UEP method reorders the macroblocks according 

to their defined impact factors (IF) and then sequentially assign to six SGs of unequal 

size using dispersed and k-means cluster as described in Section 2.2. Channel rate 

allocation in Shih’s method is done simply by assign RS depend on number of frames 

and slices linear proportional to the important of slices. Table 4.1 summarizes the 
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difference between Shih’s method and the proposed approach. 

 

 Shih’s UEP method Proposed UEP method 

Macroblock 
Classification 

Scheme 

Shih’s distortion estimation 
method 

Use ROPE formula to 
calculate expect distortion 
and treated it as Impact 
Factor 

Macroblock 
Assignment 

Method 
Shih’s method Shih’s method  

Forward Error 
Correction 

Assign RS by UEP depend on 
number of frames and slices 
linear proportional to the 
important of slices 

RD Optimized algorithm 
with Lagrange multiplier 

Motion Estimation 
Add penalty on higher slice, 
may increase bitrates 

CME-AZB 

Table 4.1 Compare Proposed UEP with Shih’s UEP method 

 

“Proposed UEP method without CME-AZB” and “Proposed UEP method with 

CME-AZB” are both implements in our experiments for comparison. The measured 

average PSNR results of Forman, Coastguard, and Stefan with packet loss rate 10% 

and 20% are shown in Figure 4.1 (a)(b), Figure 4.2(a)(b), and Figure 4.3(a)(b), 

respectively. The efficiency of using packet loss rate 20% is better than that of using 

10% because EEP can not handle high packet loss rate. We can see that Dispersed is 

better than Raster scan because error concealment is more efficient in Dispersed than 

Raster scan. Shih’s UEP method performs well than Raster Scan and Dispersed mode 

in all cases, showing that unequal protection can achieve a better result than EEP. We 

can see that the proposed UEP method without CME-AZB is better than Shih’s UEP 

method without CME, it showing that the proposed RD optimized rate distortion 

channel allocation can improve the quality indeed. The PSNR of Shih’s UEP with 
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CME higher than that if CME is not used showing that CME-AZB will further 

improve CME method indeed. It is show that our proposed UEP without CME-AZB 

performs even better than Shih’s UEP with CME. That proves again the superiority of 

our RD optimized channel rate allocation algorithm. The proposed UEP with 

(a) 

(b) 

Figure 4.1 The PSNR when packet loss rate reach (a) 10% (b) 20% in Foreman 

 

17

19

21

23

25

27

29

31

33

35

37

1 11 21 31 41 51 61 71 81 91 101

PS
N
R

Frame Number

11

13

15

17

19

21

23

25

27

29

1 11 21 31 41 51 61 71 81 91 101

PS
N
R

Frame Number



 

1 
 

CME-AZB performs better than proposed UEP without CME-AZB, showing that 

CME-AZB did take effect in the experiments. Because there are no motion vectors in 

I frame, CME and CME-AZB can not be performed in I frame Thus CME and 

CME-AZB can not improve UEP method at I frame in a GOP as shown in each result. 

  

 

(a) 

(b) 

Figure 4.2 The PSNR when packet loss rate reach (a) 10% (b) 20% in Coastguard 
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Figure 4.4 shows the PSNR result as a function of packet loss rates, ranging from 5% 

to 25% for Foreman sequence. When the packet loss rate reaches 5%, EEP is better 

than UEP because the protection rate is high enough to handle most channel errors, 

but UEP would not be able to in the situation. With the increasing of packet loss rate, 

the efficiency of UEP is more obvious especially in Coastguard because UEP protect  

(a)  

(b) 

Figure 4.3 The PSNR when packet loss rate reach (a) 10% (b) 20% in Stefan 
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the important data with more RS code. When packet loss rate reach 25%, the 

measured PSNR of UEP is almost equal to EEP because the overall bit rate is not high 

enough to handle the high packet loss rate no matter wheatear UEP or EEP is used. 

From the above figures, it is clear that our proposed method could maintain the 

quality.  

 

Given the same SNR, different PHY modes tend to result in different packet loss rate. 

We use SNR as the input and let encoder choose the best PHY mode according the 

algorithm present in section 3.3. The experiment results are shown in Figure 4.5 

where the SNR is shows that the packet loss rates are around 5% to 25% when SNR 

between 5 to 30 dBi. We added two tests which are “Normal PHY mode” and 

“Proposed PHY mode method” as Method 1 and Method 2 with our proposed UEP 

algorithm with CME-AZB. “Normal PHY mode” uses the fixed PHY mode 4 and 

“Proposed PHY mode method” will use the proposed method select the best PHY 

mode according to it SNR. From the above figure, it shows that if it PHY mode is 

changed dynamically according to SNR, and then it will improve its video quality. 
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(a) 

 

(b) 

 

(c) 

Figure 4.4 The average PSNR when packet loss rate equal to 5% ~ 25% in video stream 

(a) Foreman (b) Coastguard (c) Stefan 
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(a) 

 

(b) 

 

(c) 

Figure 4.5 The average PSNR according by SNR between 5% ~ 30% in video streams  

(a) Foreman (b) Coastguard (c) Stefan 
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Chapter 5 Conclusion 

Conclusion 
 

In this thesis, a Rate-Distortion (R-D) optimized UEP scheme for video transmission 

over error-prone wireless networks scheme has been presented. Our UEP scheme is 

incorporated with Flexible Macroblock Ordering (FMO) by which the more important 

macroblocks in a picture are grouped into the same slice groups and protected more 

than others. We had adopted the ROPE method, proposed by Rose [16], for 

macroblock distortion estimation in order to determine the importance of each 

macroblock. Also we adopted a modified dispersed FMO mode proposed by Shih [15] 

for classifying macroblocks into slice groups. And then, an RD optimized FEC 

allocation algorithm is proposed to efficiently protect the more important slice groups 

than others. In addition, a modified Converged Motion Estimation (CME) based on 

the concept of all-zero-block (AZB) detection algorithm and wireless modulation 

selection is proposed to further improve the proposed UEP. We can see that the 

proposed UEP method without CME-AZB is better than Shih’s UEP method without 

CME, it showing that the proposed RD optimized rate distortion channel allocation 

can improve the quality indeed. The PSNR of Shih’s UEP with CME higher than that 

if CME is not used showing that CME-AZB will further improve CME method 

indeed. It is show that our proposed UEP without CME-AZB performs even better 

than Shih’s UEP with CME. That proves again the superiority of our RD optimized 

channel rate allocation algorithm. By given the same SNR, different PHY modes tend 

to result in different packet loss rate. We use SNR as the input and let encoder choose 

the best PHY mode according the algorithm. The proposed method select the best 

PHY mode according to it SNR. The experiment shows that if it PHY mode is 
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changed dynamically according to SNR, and then it will improve its video quality. 

The simulation results show that the proposed UEP method improves the quality of 

the decoded video for H.264 streams, and converged motion estimation with AZB can 

further improve it. 
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