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ABSTRACT

Before executives or mangers make strategic decisions for an organization,
competitive intelligence always plays a critical part on identifying niches within macro
environment. For analyzing the competitive intelligence, either within a business
scope or on a global view, patent is absolutely the most visible factor on evaluating
competence of each participating business. This thesis proposes two approaches for
different patent management purpose: the hybrid patent classification approach for
automatically classifying patents, .and-the patent trend change mining approach for
detecting technological change trends.

The hybrid patent classification procedure combines classic content-based,
citation-based and metadata-based methods, with a novel patent network-based
method to perform patent classification. The proposed patent network, which contains
various types of nodes that represent different features extracted from patent
documents, and the nodes are connected based on the relationship metrics derived
from patent metadata. The novel approach analyzes reachable nodes in the patent
ontology network to calculate their relevance to query patent, after which it uses the
k-nearest neighbor classifier to classify query patents. To further improve the approach,
it is combined with content-based, citation-based and metadata-based classification
methods as the proposed hybrid classification approach. We evaluate the performance
of the hybrid approach on a test dataset of patent documents obtained from the United
States Patent and Trademark Office (USPTO), and compare it with the performance of
the three conventional methods. The results demonstrate that the proposed patent
network-based approach outperforms the conventional approaches, and the proposed
hybrid classification approach performs better than the patent network-based



approach.

The proposed patent trend change mining (PTCM) approach can identify changes in
patent trends without the need for specialist knowledge. The proposed approach
consists of steps including patent collection, patent indicator calculation, and change
detection. In change detection phase, the approach firstly extract rules between two
different time periods, comparing them to determine the trend changes. These trend
changes are then classified into four categories of change, evaluated with change
degree and ranked by their change degree as the output information to be referred by
decision makers. We apply the PTCM approach to Taiwan’s semiconductor industry to
discover changes in four types of patent trends: the R&D activities of a company, the
R&D activities of the industry, company activities in the industry and industry
activities generally. The proposed approach generates competitive intelligence to help
managers develop appropriate business strategies.

Keywords: Patent classification, patent trend mining, patent ontology network,

trend change mining
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Chapter 1 Introduction

For a competitive organization, competence management is critical to organization
development and even to survival issue. Complete competence management generally
consists by processes including competence identification, assessment, acquisition and
knowledge usage (Berio and Harzallah, 2007). Among the four processes of competence
management, for building a solid structure of competence that can establish a business in an
unassailable position, the key point is to determine which competence in hand and which
competence to obtain. To accomplish this task, competitive organizations need to keep tracing
the trends of competence change and find potential elements which may substantially improve
the organization competitiveness. Unfortunately, most competences, especially competitive
intelligence, are neither structured nor quantifiable. So how to effectively discover the trends
of change among these abundant unstructured valuable data like documents of intelligent
properties or patents will be very essential to an organization to “lock on” the target

competences to obtain.

In practice view, the most representative form of the competitive intelligence of an industry is
patent. Patent is one of the most valuable yields developed from an innovative idea and is
essential for abusiness or even for an industry to positiontheir values (Guan & Gao, 2009; Su
et a., 2009). Accompanied with. rapid development of modern technology, patents were
developed with a fast increasing speed for.decades and in nowadays have accumulated to a
large volume. These patent documents embody technological novelty and serve as important
sources of competitive intelligence with which enterprises gain strategic advantages
(Stembridge & Corish, 2004). Besides the direct benefits from the context of the patents, the
accumulation of patents also provides valuable information for strategic decision making.
From the vast amount of patents we may extract strategic information of technological trends
and changes happened before or emerging nowadays within an industry, and tactica
information for identifying patents to acquire. These information are especialy useful when a
business conducting important decisions about investments, like founding business units
versus mergers and acquisition, on the competitive environment within an industry. How to
effectively manage the patent documents and to generate valuable information from these
precious intellectual properties is becoming an important issue and directly helps the quality
of executive decisions of vast industrial investments.



Patent Mining

Patent Patent Trend
Classification Change Mining

Analyze Patent
Documents to
Mine Trends and
Detect Their
Changes

Classify Patent
Documents

Figure 1. Theroles of the proposed approaches in patent mining

In this thesis, two methodol ogies are proposed for patent mining in separate aspects: a hybrid
patent classification approach.and a patent trend change mining approach (Shih et al., 2010),
as shown in Figure 1. Before introducing the proposed approaches, we discuss their positions
and the difficulties respectively.

Many different technological fields have thelr sets.of patents respectively and all the patents
belong to specific categories for their practical use. Patent classification is an important step
to classify the patent documents. Generally it is a laborious work accomplished by manpower
because of the unstructured free-text style of patent context. Patent classification are mostly
based on authority-defined classes like United States Patent Classification (UPC) schemes or
based on classes defined by business users. In fact many patents are difficult to classify
because of their generality or belonging to undefined classes. They may be highly involved in
many different fields and also play key roles to competence. Therefore, the complicated
relations and connections among different patents shall be considered for industrial analysis.
Obviously, thereis a pressing need of an effective automatic patent classification approach.

Patent trend change mining is also essential to the patent analysis. Any variation on patent
trends in an industry as a whole will directly influence the research and development
strategies of all involved enterprises. It emerges when a novel technique developed or when a
revolutionary product (or parts) are invented. To maintain a leading position in the highly

competitive business environment, enterprise managers need comprehend key intelligence
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properties of their own organization, of their competitors, and of the environment in which
they operate. By analyzing patent data, managers can evaluate and understand trends in the
devel opment of technologies and plan suitable strategies (Stembridge, 2005).

For patent classification part, it covers our proposed novel patent network-based classification
approach (see chapter 3) and our proposed hybrid patent classification approach (see chapter 4)
that combines classic content-based, citation-based, metadata-based methods and a novel
patent network-based method to perform a more effectively patent classification (see chapter
5). For patent trends change mining part, it is comprised of patent trend mining process and

change detection process, the details are described in chapter 6.



Chapter 2 Related Works

In this chapter, we present an overview of state-of-the-art patent classification,
ontology-based network analysis, association rule mining, and change mining techniques.
Then we introduce patent analysis and discuss commonly used patent indictors.

2.1 Patent classification

Patent classification schemes classify patent documents. In recent years, a considerable
number of such schemes have been proposed (e.g., Kim & Choi, 2007; Kohonen, et a., 2000;
La & Wu, 2005; Larkey, 1999; Richter & MacFarlane, 2005; Cong & Tong, 2008; Cong &
Loh, 2010; Trappey, et a., 2006). The features extracted from patent documents for
classification purposes can be divided into three types: content features, citation information
and metadata. The detailed parts of patent documents are showed in Appendix C.

2.1.1 Content-based patent classification

Since patent classification is formulated as a text categorization problem that involves assigning a
patent document to the correct class, most studies only.consider patent content information to address
the problem (e.g., Loh, et al., 2006). In.content-based patent classification approaches, the content of a
patent document dj, is represented by avector of term weights, dj = (Wip, ., Wir|p) » Where T is the
set of terms. The similarity of two patent documentsis defined as the cosine value of their term vectors
(Yang, 1994). The most popular term weighting function is term frequency / inverse document
frequency (tfidf), developed by Salton and Buckley (Salton & Buckley, 1988). It is defined as follows:
tfidf (t,,dy) = #(ty, dy) x logiiN /n;, ),

1)
where #(t,, dy) denotes the number of times term t, occursin patent document d, (the term. .. cyuency);

and lo g(N /ntk)represents the total number of patent documents divided by those in which t, occurs

(the inverse document frequency).

The smilarity of two patent documents is defined as the cosine value (Yang, 1994) of their respective

term vectors, as shown in Eqg. 2:

2

|
l

U
5

—
dy|

4

—

dp

Sim(q,p) = |

where q is the query patent document to be classified; and p is a patent document in the training patent
dataset.



Based on the similarity of patent documents, the kNN classifier selects the k-nearest neighbors of a
query patent to predict the class of the patent based on magority vote. The class that most of

nei ghboring patents belong to is chosen as the class of the query patent.

Instead of using the full text of a patent document as the basis for classification, some approaches
classify patent documents by considering normative sections, such as the abstract, background, and
results (Kim & Choi, 2007; Fal, 2003, 2004; Larkey, 1999; Cong & Tong, 2008; Loh, et al., 2006;
Trappey, et a., 2006). These studies regard the patent document’s abstract as the most informative
feature (Larkey, 1999; Liang, et al., 2003; Loh, et a., 2006).

2.1.2 Citation-based patent classification

In real-world applications, patent documents are linked through citations that imply the connections
and relationships between the citer and the cited. Approaches that utilize citations have been proposed
(Lai & Wu, 2005; Li et al., 2007). These studies demonstrate that citation-based patent classification
performs better than content-based classification. In our work, we also consider the citation

relati onships between patent documents when constructing the patent ontology network.
2121 Co-citation patent classification

The co-citation approach (Lai & Wu, 2005) classifies a query patent according to the magjority vote of
the classes of its cited patents. For example, suppose a-query patent cites five documents in the basic
patent set. If three of the cited patents.belong to class €1 and the other two belong to class C2, the
query patent will be assigned to class C1. Note that the co-citation approach uses the grouping result
of patents, which are clustered according to the co-citation frequency and linkage strength of each pair
of basic patents, as the classes, rather than the well-known UPCs (United States Patent Classification)
or IPCs (International Patent Classification).

2122 Citation network patent classification

In Li et a.’s (2007) approach, every patent has its own citation network in which each cited node is
labeled with its classification class. A patent’s class is determined by evaluating the similarities
between its citation networks and those of other patents aready classified into UPC categories. The
network similarity, or graph similarity, of two patents is calculated by comparing their random walk
paths. This approach adopts a three-stage kernel-based technique for patent classification: data
acquisition and parsing, kernel construction, and classifier training. Li et al. (2007) use support vector
machine (SYM) as the kernel machine. In their approach, the kernel value, namely the patent similarity
of a patent pair iscaculated as Eq. 3:

K(Gyi, Gy ) = ZnXn L(h KDORIG)OK |G, ©)
5



where G, and Gy represent the citation networks associated with two patents p; and p;; h and b’ are the
random walk paths in the respective graphs; and 0(h|G) and O(h'|G") denote the probability of
random walk paths that exist in the citation networks. I(h|h") is defined asfollows:

1,if h and h' are identical
0, otherwise

L(h|R) ={

For each class, the SVM classifier will generate a classification model. The kernel matrix is
an augmented matrix which contains patent similarity vectors of al patents in the training set
and their respective class labels. The class |abel of each patent is defined as whether the patent
belongs to a specific class—the label is 1 if a patent belongs to the class, and is -1 otherwise.
Thisis so called one-against-rest model for the SVM to handle multiclass problems. For each
specific class, its well-trained SVM model can be used to predict if a query patent belongs to
the class. Thefina classis then determined with winner-takes-all strategy from all these SVM
models of classes.

2.1.3 Metadata-based patent classification

Metadata is defined as “information that describes data’.. The metadata in a patent document, such
as inventors names and assignees' 'names, may be correlated with the document’s content and can be
used for classification purposes..Richter & MacFarlane (2005)-showed that patent classification based
on a document’s metadata can improve the accuracy of the results. Their approach uses metadata,
such as the inventor’s name, the applicant’s name and the IPC code to help classify commercial
intellectual property. Because the approach considers text, inventor and IPC metadata simultaneoudly,
it yields a better classification result. Patent documents are mapped into vectors of terms, inventors
names and IPCs. For the text, the weights of terms are calculated by the tfidf approach (Salton and
Buckley, 1988); the weight of each inventor is calculated as m , Where #inv is the tota
number of inventors of the patent; and the weight of each IPC code is calculated as /1/(#ipc + 1),
where #ipc is the number of IPC code assigned to the patent. Note that the primary IPC is weighted
twice as high as other IPC assigned to the patent. After compiling the vectors, the similarity between
two patent documents can be calculated. The kNN classifier is then used to identify the class of the

query patent based on the similarity (cosine value) of patent documents.

One limitation of the above method isthat it only works well when the inventors of a query patent also
exist in the training set. The method does not utilize indirect relationships to help classify patents
developed by new inventors who are not included in the training set. In contrast, our method
constructs a patent ontology network; thus, indirect relationships can be used to classify patent

documents more flexibly and accurately.



2.2 Ontology-based network analysis

A socia network is a socia structure made of individuas (or organizations), which are
connected by one or more specific types of interdependency, such as friendship, common
interest etc. Nodes are the individual actors within the networks, and connections are the
rel ationships between the actors. Social networks have been used to examine how individuals
interact with each other, characterizing the many informal connections that link executives
together, for example, form community of practice (CoP, i.e., groups of individuals interested
in a particular job, procedure, or work domain) or assist knowledge sharing (O’ Hara, et al.,
2002; Yuan, et d., 2010).

O'Hara, et a. (2002) developed an ontology-based network analysis method to examine
ontology-based socia networks that help identify CoP. The ontology-based social network is
formed by object instances (e.g. person, paper, conference) and semantic relationships (e.g.
authorOf, attended) between instances. The rationale behind the method is that the relevance
values of nodes increase with the number of semantic paths leading to the object of interest.
The instances and their relationships-in-the ontology network are analyzed by a breadth-first,
spreading-activation search algorithm that traverses the semantic relations between instances.
In this approach, the relationships and their weights are selected manually and pre-defined.

The purpose of socia network analysis isto determine the interactions between a query node (e.g. a
person) and nodes (e.g. related persons) in-asocia network. With a similar concept, we propose to
construct an ontology-based patent network for patent class prediction. We modify the ontol ogy-based
network analysis method (O'Hara, et a. 2002) and use it for patent network analysis to measure the
relevance of a query patent and the nodes in a patent ontology network. The weights of relationships
are generated automatically according to the semantic relevance of two nodes. Then, the k nodes with

the highest relevance to the query patent are used to predict the class of the patent.
2.3 Association rule mining

Data mining techniques have been widely used in various fields of information science
(Chang et al., 2009; Kuo, Lin & Shih, 2007; Yen & Lee, 2006; Chen & Liu, 2004; Ngai et al.,
2009). Association rule mining is a data mining technique used in various applications, such
as market basket analysis. The technique searches for interesting associations or relationships
among items in a large data set (Han & Kamber, 2001). Different association rules express
different regularities that exist in a dataset; and two measures, support and confidence, are

7


http://en.wikipedia.org/wiki/Interdependency�
http://en.wikipedia.org/wiki/Friendship�
http://en.wikipedia.org/wiki/Node_(computer_science)�

used to determine whether a mined rule is aregular pattern (Han & Kamber, 2001; lan & Eibe,
2000). The support measure determines the probability that a transaction contains both the
conditional and consequent parts of a rule, while the confidence measure is the conditional
probability that a transaction containing the conditional part of a rule aso contains the
consequent part. The apriori agorithm (Agrawal & Skrikant, 1994) is typically used to find
association rules by discovering frequent itemsets (sets of items), which are considered to be
frequent if their support exceeds a user-specified minimum support threshold. Association
rules that meet a user-specified minimum confidence can then be generated from the frequent

itemsets.

In this work, we apply association rule mining to patent data to find patent patterns (rule
patterns).

2.4 Change mining

The objective of change mining is to discover changes in two datasets (e.g., about customer
behavior) belonging to different.time periods. Change mining approaches can be classified as
follows:

(a) Decision Tree Models. this method constructs decision trees for two datasets, and then
identifies the differences by comparing the two decision trees (Liu et al., 2000; Liu & Hsu,
1996).

(b) Association Rules: this method determines changes by comparing the association rules
mined from two datasets (Song, Kim & Kim, 2001; Chen, Chiu & Chang, 2005; Liu, Hsu &
Ma, 2001). Users can decide the type of rule changes according to the similarities and
differences between the rules in the datasets. There are severa types of change mining
patterns (Song, Kim & Kim, 2001; Chen, Chiu & Chang, 2005):

- Emerging patterns: the concept of emerging patterns captures significant changes between
datasets. An emerging pattern is a rule pattern whose support increases significantly from one
dataset to another.

- Unexpected consequent changes: these changes are found in newly discovered association
rules whose consequent parts differ from those of the previous rule patterns.

- Unexpected condition changes. these changes are found in a newly discovered association
rules whose conditional parts differ from those of previous rule patterns.

- Added rules: these are new rules that only exist in the present dataset.

8



- Perished rules: these are rules that only exist in the previous dataset.

Association rule change mining technigues are used to analyze transaction data and discover
changes in customer behavior. In this work, we identify changes in patent trends from patent
data.

2.5 Patent analysis

198489 1990-1995
Feading and Feeding and
Guiding Paper Guiding Paper
Doctors and 3% Doctors and AT

Winders
23%

Winders .
Hard Rollers 20.28%
26%0

Cantrals
3.80%

Hard Rollers
35.36%

Controls
3%

/ A

Bearings
Soft Rollers 21.28%

_ 17 -

Baarings —
28%

Soft Aollers

17.18%

Figure 2. Distribution of technological fields of paper-making machinery

Rapid technological development has made it easier for companies to search and access patent
documents. Many patent offices already allow free’download of the abstracts and complete
texts of their patents (e.g., WIPO (WIPQ, 2007), USPTO (USPTO, 2007) and EPO (EPO,
2007)).

Severa software tools and services have been developed in the patent field (Breitzman &
Mogee, 2002; Dou et a., 2005; Dursteler, 2007; Huang et al, 2008). These tools anayze
patents by classification, clustering, and statistical methods to find the relationships between
patents with similar content / structure. The results of patent analysis are usually presented as
graphs or tables, and provided to specialists, researchers, and R&D practitioners to help them
plan their strategies.

Patent information can be analyzed either quantitatively or qualitatively (Huang et al., 2003).
Quantitative measures are based on statistical processing, and indicate the level of patenting
activity of an analytical unit (e.g., the number of patents owned by an assignee). Qualitative
measures are calculated according to citation information and used to assess the quality of a
patent.

In the literature, and in practice, severa indicators are used to measure patents quantitatively
9



or qualitatively. In the next subsection, we introduce patent indicators.

Although existing patent analysis tools can provide various results, analysts still need to
compare the results of two periods to identify changes over time. For example, Figure 2
shows the distribution of the technological fields of paper-making machinery in two periods,
1984-1989 and 1990-1995 (Breitzman & Mogee, 2002). Patent analysts can discover changes
in the technological field by comparing the two distributions. In this case, R&D activities
increased for Hard Rollers and Controls, decreased for Bearings, and remained stable for
other areas (Breitzman & Mogee, 2002). Making such comparisons requires professiond
knowledge. Moreover, changes cannot be ranked intuitively; the degree of change must be
calculated and ranked by analysts.

The motivation of this study is to discover changes in the patent trends of different time
periods without the need for expert knowledge, and report changes to business managers by
ranking the degree of change.

2.6 Patent indicators

Patents are one of the major.sources of technological and competitive information because
such data is easy to access and the content is highly innovative. Since the value of patentsis
rarely observable, scholars and research organizations have defined a number of patent
indicators to determine the value of. patents (Brockoff, 1991; CHI-Research; Reitzig, 2004,
Tuomo, Hermans & Kulvik, 2007).

The common patent indicators are described below (Brockoff, 1991; CHI-Research; Reitzig,

2004; Tuomo, Hermans & Kulvik, 2007):

e Patent age: the age of a patent (the patent’s age is calculated from the date the patent was
applied for).

o Citation made (backward citations): the number of patents cited by the target patent.

e Citation Index (forward citations): the number of citations received by the target patent. It is
ameasure of the impact of the target patent.

e Originaity: the originality of atarget patent indicates the diversity of cited patents, i.e., the
patents cited by the target patent. The measure is based on the distribution (ratio) of cited
patents over classes, as expressed in Eq. 4.
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Originality =1— »_B;?
ieSg
B — Number of cited patentsbelonging to Class j
| =

(4)
Number of cited patents
Sg i theset of classesof cited patents

Generdlity: the generdlity of atarget patent indicates the diversity of citing patents, i.e., the

patents that cite the target patent. The measure is based on the distribution (ratio) of citing
patents over classes, as expressed in EQ. 5.

Generality =1— Z F,?
jeSe
E Number of citing patentsbelonging to Class j
| =

(5)
Number of citing patents
Sr =theset of classesof citing patents

e Technology Cycle Time (TCT): the TCT of atarget patent is the median age of the patents
cited by the target patent. It is ameasure of technological progress.
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Chapter 3 Patent Networ k-based Patent Classification

In this section, we introduce the proposed patent network-based classification approach, as
shown in Fig. 3. The proposed patent network-based classification approach is implemented
in two phases. 1) patent network construction; and 2) patent class prediction phase, which

includes patent network analysis, k nearest neighbor extraction and patent class identification.

Patent Network-based
Patent Classification
Patent Network
Patent Network Construction Phase
“|  Construction
Patent Network | Query Patent
Analysis -
Patent Document k Nearest Neighbor Patent Class Prediction
Pre-Processing Extraction Phase
Patent Class R c a;i;ﬁ?g on
Identification

Figure 3. The process of patent network-based patent classification
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3.1 Patent Document Pre-processing

In this stage, we first collect patent documents from various sources on the Internet, e.g., the United
States Patent and Trademark Office (USPTOQ). All the patent documents downloaded from USPTO are
in HTML format and semi-structured. Therefore, we use a pre-processing module to clean and parse
the unstructured texts and transform them into structured data. We aso extract the following
information from the origina documents for further analysis: the patent number, the United States

Patent Classification (UPC) code, inventor and assignee names, and citation data.

3.2 Patent Ontology Network Construction

The first step of patent network-based classification process involves building a patent
ontology network, as shown in Fig. 4. The relations between instances (nodes) are identified
to construct the network. The weights of all the relationships among nodes are derived by the
functions described in this section. Relationships (connections) of zero degree are dropped
and the network is trimmed to form the final patent ontology network for classification. The
proposed patent ontology network contains four types of instances (nodes) and eight types of
relations (edges). The node types are patent, UPC class, inventor, and assignee (e.g., a
research institute). The weights of ‘the relationships are calculated by the functions listed in
Table 1.

Rep(p1, P2) denotes the relationship between two patents p; and p.. Both citations and
co-citations are considered active relations between two patents, as shown in Eqg. 6:

Rpp(P1,D2) = Weire X Cite(py,p2) + Wy, e X CoCite(py,p2) ®)
Weite + W =1 ’

co-cite —

where Cite(py,p2) isthe citation relation between p; and p, defined as

1, if the citation exists (either p; cites p, or p, cites p;)

Cite(py,p2) = { 0, otherwise.
and CoCite(py,p2) isthe degree of co-citing between p; and p, defined as

|CitedBy(p,) N CitedBy(p,)|
|CitedBy(p,) U CitedBy(p,)|

CoCite(py,p2) =

where CitedBy(p;) and CitedBy(p,) are the sets of patents cited by p; and ps, respectively.
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Ri(vy, Vo) represents the degree of patents that belong to two inventors vi and v,, and is
defined as EQ. 7.

|Patents (v1)NPatents (vy)|
|Patents (vi)UPatents (v3)| '

(")

Ry (vy,v;) =
where Patents(v;) and Patents(v;) are the sets of patents belonging to v; and v,
respectively.

Rci(Vv2, €1) represents the ratio of patents belonging to a specific inventor v, to the number of
patents in a patent class ¢;, and isdefined as EqQ. 8 :

|Patents (vy)NPatents (c1)|
|Patents (c1)|

: (8)

Rei(va,¢1) =

where Patents(c;) isthe set of patents belonging to classc;..

Rca(C1, @) represents the importance and maturity of a technology of assignee a in a specific
technology field, i.e. classc; , asshownin Eq. 9:

ZpiEPatents (a)nPatents (¢1) NumCitations (p;,a,c1)

ijEPatents (¢1) NumCitations (Pj,C1)

: (9)

Rea(cy,a) =
where NumCitations(pi, a; ¢;) is-the number of patents in class c; that cite assignee a's
patent p; ; and NumCitations(p;, €1) IS the number of patentsin class ¢, that cite patent p;.

Figure 4 shows an example of ‘a patent ontology:network that includes the four types of nodes,
I.e., patent, class, inventor and assignee. The weights of relations are calculated using the
equations listed in Table 1.
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Figure4.

An example of patent ontology network

The patent ontology network is a base map for classifying unclassified patents. In the next

sub-section, we describe the classification process based on generate a patent network

analysis. Classifying a patent and assigning it to'the most suitable class involves three steps:

patent network analysis, k-nearest nelghbor extraction and patent class identification.

Table 1. The relationship metric’in the patent ontology network
Relationship i
. patent p, class. ¢, Inventor: v, Assignee: a
Weights
patent p Rep(p1, R = {1: p1 EcCy R — {1: p; invented by v, R.. — {1: p1belonging to a
' P2) PC=0:py ¢, | TFV 0: not related pa 0: not related
N/A Rei(v2, €1) Rea(Cy, @)

Inventor: v;

Ri(vy, vo)

R, = {1: v;belonging to a
Ia 0: not related

3.3 Patent Network Analysis

To classify a patent document, we first search the patent ontology network to find patent

nodes, inventor nodes and assignee nodes that have connections with the query patent. For

example, in the network in Figure 4, X is the inventor of query patent P and the assignee is M.

Patent P also has citation relationships with other patents. These connections are therefore
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evaluated to derive their respective weights using the equations listed in Table 1.

After determining al the connections and weights between the query patent and the nodes in
the patent ontology network, we calculate the relevance of the query patent to each node in
the patent ontology network. The algorithm used for patent network analysis is a modification
of the ontology-based network analysis algorithm developed by O'Hara et a. (2002) for
identifying an individual’s communities of practice. Our algorithm calculates the weights of
the nodes and their relations to derive their relevance scores to the query patent. More
specifically, it implements a breadth-first, spreading-activation search and traverses the
relations between the nodes until it reaches alink threshold, which is the maximum number of
consecutive links between nodes that can be traversed. The detailled steps of the patent
network analysis algorithm are listed in Appendix A.

3.4 K- Nearest Neighbor Extraction

After calculating the relevance of the query patent document to the nodes in the patent
ontology network, the k nodes with highest relevance scores to the query patent document are
extracted and used to identify the most-appropriate class for a patent.

3.5 Patent Class Identification

Let S, be the set of neighboring nodes identified in the step of k-nearest neighbor extraction.
In this step, the nodes in &g are used to determine the class of the query patent g. Unlike the
classica kNN method, which can only find neighboring nodes of the same type, the proposed
method can find k nodes of various types by using the result of patent network analysis. We
only use patent and class nodes to calculate the scores of candidate classes because they are
more suitable for interpreting patent classes. For “patent” nodes, the more relevant a patent
node q is to the query patent, the greater the likelihood that the query patent belongs to the
class of that patent node. In addition, for “class’ nodes, the more relevant a class node c isto
the query patent, the greater the likelihood that the query patent belongs to the class of that
node. We denote the set of identified neighboring patent nodes and the set of identified

neighboring classnodesas S, and S¢, respectively. Notethat S/, S¢ c S, .

The next step evaluates the predicted scores of candidate classes, which are selected from the
identified patent nodes and class nodes. The predicted score F°XW for a given query patent q
belonging to class c is calculated as Eq. 10:
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EZI?CI‘VW = ZdeS{; WcllJNWBg,c + Zdesqc WgNWBg,c (10)
where w/™W' denotes the weight, namely the relevance score of node d obtained by patent
network analysis; and B} . and B§. are defined as follows:

BP = {1, if node d represents a patent belonging to class ¢
dc 0, otherwise

B¢ — {1, if node d represents class ¢
de ™ 0, otherwise

After obtaining all the predicted scores of classes in C, the class with highest score is taken as
the class of the query patent.
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Chapter 4 Hybrid Patent Classification

In this section, we propose a hybrid approach that utilizes patent metadata and considers the
semantic structure of the patent ontology network. The approach mainly contains two phases,
conducting different approaches of patent classification and the combination of class

predictions, as shown in Figure 5.

Hybrid Patent Classification

USPTO
— — Patent Network-based
[ > Classification >
J »  Content-based Classification »

Classification
Patent Document | | Class Combination Results
Pre-Processing

»  Citation-based Classification

\ 4

Meta data-based Classification

v

Figure5. The hybrid patent classification approach

4.1 Patent Classification by Various Methods

In this phase, al the patent documents are classified concurrently by the following four
classification methods: content-based patent classification, citation-based patent classification,
metadata-based patent classification and patent network-based patent classification. The
results generated by the four methods are then combined to yield the fina patent classes as the
output of this stage. In the following, we describe how the four methods are applied.
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411 Content-Based Patent Classification

Previous studies reported that a patent’s abstract is the most informative feature (Larkey, 1999; Liang,
et al., 2003; Loh, et a., 2006). Thus we extract the content features from the titles and abstracts of the
patent documents in this work. The details of content-based approach are described in section 2.1.1.
After determining the similarity between the query patent and patents in the training patent dataset, the
k nodes with highest similarity to the query patent document are extracted and used to identify the

most appropriate class for a patent.

Under the content-based classification method, for a given query patent g, F/2""  denotes the
prediction score of query patent g belonging to class c. We choose the k nearest neighbor patents,

Sé\’ br  as referencesto calculate the prediction score, as shown in Eq. 11:

Bp_c
ZpESéVbr W ) (11)

content _
kg

1,if ;patent p belongs to class c

where B, . = .
p.c { 0, otherwise

4.1.2 Citation-Based Patent Classification

Citation-based patent classification approaches include co-citation patent classification (Lal &
Wu, 2005) and citation network patent classification (Li et a., 2007).

4.1.2.1 Co-citation patent classification

In the co-citation approach, the class of a query patent is determined by the majority vote of
classes of its cited patents. The details of this approach are described in section 2.1.2.1.

For a given query patent g, let Eﬁ‘c’“t“”‘m denote the prediction score of query patent q
belonging to class ¢ under a citation-based classification method. The cited patents of g, S5,
are taken as references for calculating the prediction score, as shown in Eq. 12:

pooctation _ ., oo (42
PESG |s&ite |

1,if patent p belongs to class c

where B, . = { .
p.c 0, otherwise

4.1.2.2 Citation network patent classification
The details of the citation network approach (Li et a., 2007) are introduced in section 2.1.2.2.

By applying this approach, we retrieve two levels of cited patents from each patent document
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to construct the citation network and train the classifier. The retrieved citation network of the
set contains 25,348 patents in a citation network with 74 categories. Under the citation
network classification method, for a given query patent q, FcﬁigeNW denotes the prediction
score of query patent q belonging to class ¢, as defined in Eq. 13:
FfieNW: = SVM(q, simg,c) | (13)

where sim, denotes the vector of patent similarity between q and patents in the training set;
SmM=[K(G1,Gg), K(Gz, Gy),..., K(GGg)], and z is the number of patents in the training set.
Note that G, and Gy represent the citation networks associated with two patents p; and p;;
K(Gpi,Gyj) denotes their patent similarity (Eq. 3). SYM(qg,simy,C) is the output of the SVM
classifier for classifying q as of classc.

4.1.3 Metadata-Based Patent Classification

Richter and MacFarlane (2005) used metadata, such as inventors names, to facilitate
classification. More details of this approach are described in section 2.1.3. In this study, every
patent document is represented by a vector-of terms-and inventors. After constructing the
vectors, the similarity of two patent documents is calculated, and the KNN classifier is used to
identify the appropriate class for the query patent based on the similarity (cosine value) of the
patent documents.

Under the metadata-based classification method, for-a given query patent g, Fjetedata

denotes the prediction score of query patent g belonging to class c. We choose the k nearest
neighbor patents, SC’,V br as references to cal culate the prediction score E{f}emd“m in Eq. 14.

B
Ef}etadata — Z cghbr 157}; (14)
P&oq |Sq |

414 Patent Network-Based Patent Classification

The proposed patent network-based approach constructs a patent ontology network based on
the metadata of classified patents to represent the relationships among various field elements
of the metadata. A query patent document can then be classified by searching for the “ nearest”
nodes in the patent ontology network, ranking them by their relevance scores and predicting
the most appropriate class for the query patent. The approach involves four steps. patent
ontology network construction, patent network analysis, k nearest neighbor extraction, and
patent class identification. We described the stepsin detail in Section 3.

The predicted score F’" for agiven query patent q belonging to class c is calculated using
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Eqg. 10, asillustrated in section 3.5.

4.2 Class combination

Under the proposed hybrid approach, each method generates a classification result based on
the scores of the query patent in al candidate classes. The results generated by the four
methods are then combined to yield the final patent classes as the output of this phase. Let
Friaton  denote the prediction score of the citation-based patent classification, including
co-citation approach (Eq. 12) and citation network approach (Eq. 13). The joint result F, . is
generated from the linear combination of Ffontent | peltation —pmetadata gng pPVW - as
shown in Eq. 15:

c=a- E{c’gntent +8- E{c:ig:ation +y- Fz{r’réetadata +5- Eﬂvw’ (15)

Fq

where «,8,7 and ¢ arethe respective weights of the four classification methods, which
are determined empirically according to the best result in experiments.

The class with highest prediction score is then taken as the class of the query patent.

4.3 Experimental setup

4.3.1 Data collection

To evaluate the performance of .the proposed approach, we conducted experiments on the
collection of patent documents obtained from USPTO. The dataset contains 1,231 patent
documents divided into 5 UPCs, as shown in Table 2. We use a patent’s UPC to denote its
class.

The documents in the database records are divided into two sets: 1) atraining set (70% of the
collected dataset) containing the patent documents whose classes are known; and 2) atest set
(30% of the collected dataset) containing patent documents whose classes are to be
determined.

Table 2. The collected patent dataset.

Class Number | ClassTitle Data I nstances
29 Metal Working 246
257 Active Solid-State Devices 273
324 Electricity: Measuring and Testing 221
438 Semiconductor Device Manufacturing Process 286
709 Electrical Computers and Digital Processing Systems: Multicomputer 205
Data Transferring
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4.3.2 Evaluation metrics

We used standard classification performance metrics, namely, the accuracy rate, precision
rate, recall rate, and F-measure (Salton & Buckley, 1988; Van Rijsbergen, 1979), to evaluate
the performance of the classifiers. These metrics have been widely used in information

retrieval and machine learning studies.

Classification accuracy was used to assess the overall performance, as shown in Eq. 16:

# of correctly classified patents
y p (16)

Accuracy =
y total # of patents

Precision, recall and F-measure were used to assess the classification performance. For
instances of classi:

# of correctly identified patents for class i

Precision (i) = (a7

total # of patents. idientified as class i

. # of correctly “identified  patents for class i
Recall (i) = z = , (18)
total # of patents in class. i

Finally, to obtain a single performance measure, we used.a ssmple F-measure to balance the
precision and recall scores, as'shown inEq. 19:

2xprecision (i)xrecall (i) (29)

F —measure (i) =
( ) presioion. (i)+recall"(i)

Precision and recall evaluate whether a classification is successful. If both parameters yield
high scores in a classification experiment, the approach’s performance is considered ideal.
However, precision and recall are usually in conflict with each other, so the F-measure is used
to balance the two results.

4.4 Experimental results and implications

4.4.1 Experiment one: link threshold of relevance calculation

The number of links in the patent network to expand has a significant effect on the results.
The k-nearest neighbor extraction step attempts to identify the nodes that are most similar to
the query patent document within the boundary defined by the given link threshold. If we
limit expansion to only one link, al identified nodes have a direct relation to the query patent
document. However, as the number of links increases, the number of nodes that have an
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indirect link to the query patent will also increase.

Table 3 shows the performance of the patent network-based classification module under
different link thresholds. The best performance is achieved when the link threshold = 3. Hence,
we set the link threshold = 3 in the following experiments.

Table 3. The performance of the patent network-based classification module under different link
thresholds

Link Accuracy Avg. precision Avg. recall Avg. F-measure
Threshold
1 33.2 314 31.8 31.6
2 57.6 58.1 55.4 56.7
3 74.9 77.6 74.9 76.2
4 67.8 66.3 64.7 65.5

4.4.2 Experiment two: types of Nodes in the Patent Ontology Network (link threshold= 3)

The types of nodes used in the patent ontology network also affect the results. We tried to find
the best types via experiments. /As shown in Table 4, the patent ontology network with four
types of nodes, namely, patent, class, ‘inventor and assignee nodes, yields the best
performance.

Table 4. The performance of the patent network with-different combinations of nodes

Node types used Accuracy Avg. precision Avg. recall AV
F-measure

Patent / class /inventor 61.9 68.8 65.3 67.0

Patent / class/ assignee 68.5 66.1 714 68.6

Patent / class/ inventor / assignee 74.9 77.6 74.9 76.2

4.4.3 Experiment three: comparison of Different Patent Classification Methods

We compare four patent classification methods: content-based, citation-based, metadata-based and the
proposed patent network-based classification methods. The content-based method described in Section
4.1.1 usesthe similarity of content (title and abstract), and adopts the kNN classifier to predict the class
of a query patent based on similarity measures of patents. The co-citation approach determines the
class of a query patent by the majority vote of classes of its cited patents, as described in Section
4.1.2.1. The citation network approach described in Section 4.1.2.2 uses the similarity of citation
network and employs an SVM classifier to predict the class of a query patent. We retrieve two levels

of cited patents from each patent document to construct the citation network. The retrieved citation
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network of the set contains 25,348 patents in a citation network. For metadata-based approach

described in Section 4.1.3, the neighbors are chosen based on the similarities of the content (title and

Content-based
(Title +

Abstract)
80

Patent 60
Citation-based
Network- .
(Co-citation)
based
0
Accuracy

Avg. F-measure

Metadata- Citation-based
based (citation
(text+inventor) network)
Metadata-
based

(text+invento...

Figure 6. The performance of the compared patent classification methods

abstract), inventor and IPC. This-approach aso uses the kNN classifier to predict the class of a query
patent. Note that our proposed-patent network-based approach uses the relevance of nodes in the
patent ontology network. A particular feature of the kNN classifier applied in our proposed patent
network-based approach is that the neighbors can-be of different types, such as patents and classes,

whereas the other three methods only search for neighbors among patents.

Table 5 and Figure 6 show the performances of the compared patent classification approaches. The
proposed patent network-based approach achieves the best performance in terms of accuracy (74.9%)
and the F-score (76.2%). The second best approach, the metadata-based approach, considers the IPC
when deciding the class of a query patent. The IPC denotes a kind of classification and may correlate
with the UPC, which represents the class of a patent. Thus, it is not reasonable to consider IPC when
making UPC class predictions. The Metadata-based (text + inventor + IPC) method may be affected
by the correlation between IPC and UPC and thus yields a good result. Accordingly, we also compared
the metadata-based approach without considering the IPC. The citation network approach performs
better than the Metadata-based (text + inventor) method.
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Table 5. The experiment results of the compared patent classification methods

Types of Patent Classification Accuracy Avg. precision Avg. recall Avg. F-measure
Content-based (Title + Abstract) 45.2 47.8 454 46.6
Citation-based (Co-citation) 57.6 54.2 62.8 58.2
Citation-based' (citation network) 69.5 71.4 735 724
M etadata-based (text+inventor+1PC) 713 75.6 68.7 72.0
Metadata-based” (text+inventor) 52.6 71.6 56.5 63.2
Patent Network-based 74.9 77.6 74.9 76.2

4.4.4 Experiment four: comparison of hybrid Patent Classification

In the proposed hybrid approach, each method generates a classification result and the joint
result is derived by linear combination, as shown in EQ.15. Parameters o, 58,7y and 6 are
the respective weights of the classification methods, which are determined empirically
according to the best performance in experiments.

We choose the citation network method as the citation-based part of the proposed hybrid
approach because it outperforms the-co=citation method in the experiments, as mentioned in
Sub-section 4.5.3. To avoid- overlapping the effect of content-based part, we choose
“Metadata-based (inventor)” as the metadata-based part of-the proposed hybrid approach.

Table 6 shows the combination.of different patent classification approaches and their weights.
The goa of this experiment is to determine which combination of content, citation, metadata
and patent network yields the best performance. The combination of the four methods
(content-based, citation-based, metadata-based and patent network-based) achieves the best
performance in terms of accuracy (84.1%) and the F-measure (86.4%). The weights of the
four approaches are 0.1, 0.3, 0.1 and 0.5, respectively. In the experiments, we tested various
combinationsof «,S,y and ¢, by enumerating the values of the parameters in intervals
of 0.1 ranging from 0O to 1, to find the best weight combination. For the hybrid effect, the result
shows that the patent network-based method (with the highest weight 0.5) contributes the most in
enhancing the performance of classification. The citation network method is more important than the

content-based and metadata-based methods.

Table 7 shows the performances of the proposed hybrid approach and other patent classification
methods The proposed hybrid approach with the weightsa =0.1, 5=0.3, 7 =0.1 and ¢ = 0.5 achieves
the best performance in terms of accuracy (84.1%) and the F-measure (86.4%). The second best
approach is our proposed patent-network based method. The content-based method performs worse

than other methods.
25



Table 6. The results of experiments using different combinations of patent classification approaches

Hybrid patent classification a B Y 10) Accuracy Avg.
F-measure

Content* Crtation*M aacta +Paren 01 | 03| o1 | 05 84.1 86.4
networ k

ContenttCitationt M etadata. 01 | 06 | 03 0 73.8 75.4
Content*CitationtPatent network 01 | 03 0 0.6 78.4 80.3
Contentt M etagata +Patent network 0.1 0 | 02 | 07 77.0 78.8
Citation + Maadaia +Patent network 0 | 03 | 02 | 05 83.2 86.2
Content +Citation 02 | 08 0 0 71.9 74.2
Contentt M etagata. 01 | 09 0 0 53.0 63.5
Content +Patent network 0.1 0 0 0.9 75.5 785
Citation + M atadaia. 0 07 | 03 0 735 75.2
Citation +Patent network 0 0.4 0 0.6 76.4 79.4
M etadata +Patent network 0 0 02 | 08 76.5 78.7

Table7. Theresults of experimentsusing the hybrid approach and different patent classification

methods
Types of Patent Classification Accuracy Avg. Avg. recall Avg.
precision F-measure

Hybrid (ContentCitation + M etadata +Patent 811 85.2 877 86.4
hetwor k)
Content-based (Title + Abstract) 45.2 47.8 454 46.6
Citation-based (Co-citation) 57.6 54.2 62.8 58.2
Citation-based” (citation network) 69.5 714 735 724
M etadata-based (text+inventor+I PC) 713 75.6 68.7 72.0
M etadata-based” (text+inventor) 52.6 716 56.5 63.2
Patent Network-based 74.9 77.6 74.9 76.2
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Chapter 5 Patent Trends Change Mining
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Figure 7. An overview of the PTCM approach

The proposed patent trend change mining (PTCM) approach (Shih et a., 2010) comprises
four components, as shown in Figure 7. a patent fetcher, a patent transformer, a patent
indicator calculator, and a change detection module. The first three components are described
in this section, and we have more detail discussion on change detection processin Section 5.4.

5.1 Patent fetcher

With the rapid growth of computer and internet technologies, patent documents can now be
accessed freely via the Internet. The patent fetcher module uses a keyword search strategy
(e.g., Assignee and International Patent Classification Code (IPC)) to retrieve patents for
analysis. Patent fetcher acquires patent documents (in HTML format) from the patent website
and stores them into the patent document pool.

27



5.2 Patent transformer

Initialy, a patent document is in a semi-structured HTML format. This module transforms the
raw patent document from semi-structured HTML format into a text format, stores it in the
database, filters out irrelevant content, and extracts required patent content, including the
patent number, International Classification (IPC), Application Date, Assignee Name, and
Assignee Country. The extracted content is stored in the database for further processing to

compute patent indicators.
5.3 Patent indictor calculator

This module calculates the patent indicators for each patent to determine the patent’s value. In
this study we use four patent indicators, which are defined in Section 2.6, to analyze patent
documents: Citation Index (Cl) of a patent reflects the technological significance of a
patent—the higher the value of a patent’s Cl; the greater the patent’s impact. Originality
measures the innovation of a patent—the higher the value of a patent’s originality, the greater
the patent’s innovation value.“Generality measures thescope of cross-field applications on
which a patent is applied-the higher the value of a patent’s generality, the greater the patent’s
economic value. A patent is interpreted as having more “generality” if the forward citations
are spread over several technological fields. Technol ogy Cycle Time (TCT) measures the time
between the previous patent and the target patent, which makes improvement on the previous
one-shorter TCT means afaster technological progress of patents.

The values of patent indicators are discretized for further patent trend mining. We perform
data discretization based on the normalized results derived by SPSS Visual Bander. The
values of patent indicators are transformed into linguistic terms as shown in Table 8.

Table 8. Data discretization of patent indicators

Patent Indictor Linguistic term Numerical range
Low <0
Cl Mid 1-4
High >5
Low 0-0.39
Originality Mid 0.40-0.65
High 0.66-1
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Figure 8. The process of detecting changes in patent trends

Low 0-0.44
Generality Mid 0.45-0.65
High 0.66-1
Short 0-5
TCT Mid 6-7
Long >8

5.4 Change detection in patent trends

Patents indicate the technological competitiveness as well as the innovation strategy of a
company in a given period. Business managers can observe changes in patent trends by
comparing the trends of two periods. The process of detecting changes in patent trends is
illustrated in Figure 8.

54.1 Patent trend mining

Before describing the patent trend mining module, we introduce the patent trends analyzed in

this study. To assist business executives in understanding trends in the development of
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technologies and plan suitable strategies, we define four kinds of patent trends and classify
them into two levels for analysis. company-level and industry-level trends.

(@ company-level patent trends. these trends provide information about a company’s
technological devel opment.

- Trends in the R&D activities of a company: changes in the R& D activities of a company can
be determined by comparing the relations between technological fields (IPC) and four patent
indicators (the citation index, originality, generality and technology cycle time described in
Section 5.3) over two time periods.

(b) industry-level patent trends: these trends provide information about the technological
development of an industry.

- Trends in the R&D activities of an industry: changes in the R&D activities of an industry
can be determined by comparing the relations between the technological fields (IPC) and four
patent indicators over two time periods.

- Trends in the technological «competitiveness of - companies. we identify changes in
technology competitiveness of. companies by comparing the relations between a patent’s
assignee (company) and the four patent indicators over two time periods; the patent indicators
reflect the technological competitiveness of a company.

- Trends in the technological competitiveness of companies in a specific technological field:
these changes can be observed by comparing the relations between both a patent’s assignee
and technological fields (IPC) and four patent indicators over two time periods.

Table 9 shows the four kinds of patent trends and their respective rule formats.

Table 9. Patent trends and their respective rule formats

Rule format
Analyzed level Patent trend
Conditional part > Consequent part
Company level R&D activities of a IPC 5 Cl/ Originality/
company Generality/ TCT
R& D activities of the IPC S Cl/ Originality/
specified industry Generality/ TCT
Technological Assignee
Industry level N Cl/ Originality/
competitiveness of > )
_ Generality/ TCT
companies
Technological Assignee, IPC > Cl/ Originality/
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competitiveness of Generality/ TCT

companies in a specific

technological field

We apply association rule mining to patent data to identify patent trends (frequent association
rule patterns). The mined frequent patterns can be regarded as trends extracted from patent
documents. For example, if there are sufficient patents belonging to technological field B,
whose assignee is X, and the Cl value of those patents is high, the frequent association rule
pattern “Assignee= X, IPC=B-> Cl= high” can be identified. The rules identify a patent trend
in which the citation index of X’s patents in technologica field B is relatively high. This
information suggests that the quality of X's patents in technological field B is high in the
industry. Moreover, we may say that X is apioneer company in technological field B.

5.4.2 Patent trend comparison

After the patent trends of different time periods have been discovered, the trends (in rule
format) are compared to identify changes. We start with defining the types of change as
follows and then discuss the pracess of trend comparison.

5.4.2.1. Typesof change

Based on previous research (Song, Kim & Kim, 2001), four types of change in patent trends
are defined:

(1) Emerging patent trends. an emerging patent trend is a rule pattern whose support increases
significantly from one dataset to another.

(2) Unexpected changes in patent trends: unexpected changes in patent trends can be found in
newly discovered patent trends whose consequent parts of the rule patterns are different from
those of the previous patent trend.

(3) Added patent trends. an added patent trend is anew rule, i.e., arule not found in previous
rule patterns.

(4) Perished patent trends: a perished patent trend is the opposite of an added rule, asitisonly
found in previous rule patents.
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5.4.2.2. Rule matching

We use a rule matching method to compare the patent trends of different time periods. The

method computes the similarity measures and difference measures of the patent trends rule'
t+k
i

comprises the following four steps (Liu et a. 2009; Song, Kim & Kim, 2001).

and rule’™in time t and time t+k, respectively. The modified rule matching method

Step 1. Calculate the similarity degree of the conditional / consequent parts of two rulesin
different time periods.

Step 2. Calculate the similarity measure S;; between two rules. The measure is derived by
multiplying the similarity degree of the conditional parts (C;;) of the rules by the similarity
degree of the consequent parts (Qj).

Step 3. Calculate the difference measure d;; between two rules. The measure is the similarity
degree of the conditiona parts minus the similarity degree of the consequent parts.

Step 4. Determine the type of change.according to the similarity measures and difference
measures.

5.4.2.3. Identifying the type of change

Table 10 shows the measures-used to determine each typeof event change; the measurements
are adopted from (Liu et al. 2009; Song, Kim & Kim, 2001). The four types of event change
can be classified according to the two judged factors, i.e., the similarity measure S; and the
difference measure ¢jj, and three predefined: thresholds: 8, for emerging patterns, 6, for
for added and perished rules. Note that %m>%n>%/p The
process of identifying the types of changes follows a pre-determined sequence. First, we

unexpected changes, and &,,,
identify emerging patterns. If the similarity measure S; is greater than or equal to 9 | it means
that the two rules are similar and rulerj”kcan be regarded as an emerging pattern. If the
maximum similarity measureMax(g;,s;)is less than 6,, and the difference measure g; is
greater than @
S :miaxS”.. Finaly, if ¢; islessthan &

t+k

we regard ruler;

un?

as an unexpected change. Note that ¢, =max S
J

1j ,
ruler*“is identified as an added patent trend;
ruler isidentified as a perished patent trend.

alp?

andif ¢; islessthand,,,,

5.4.3 Evaluating the degree of change
As alarge number of changes occur in a competitive business environment, managers need to

focus on the most important changes. To do this, it is necessary to evaluate the degree of
change, and rank the changed rules according to their importance.
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Table 10. Measurement for each type of change

Type of Change ( rit , erk ) Measurement
Emerging Pattern Sj 2 O (S5 =Cjj xGQ;)

(Cij :similarity degree of the conditional

parts)

(Qij : similarity degree of the consequent parts)
Unexpected Change Max(si,¢j) <Oem, 0; >86,, (8 =Cij —Q)

Added Patent trend
S <0, (5 = max S )

Perished Patent trend
i <Oup (6= max S; )

Table 11. Measuring the degree of change in patent trends

Type of Change Degree of Change

Support'* (rj )— Support!(r;)
Support'(r,)

Emerging patent trends

Support' (r, ) — Support ™™ (r,)

Unexpected changes in patent trends X SJpport”k(rj)

Support'(r, )
Added patent trend (l— g, )>< Support'* (rj )
Perished patent trend (1— S )x Support' (ri )

Table 11 shows the simple formul ations for measuring the degree of change. The formulations,
which are adopted from (Liu et a. 2009), measure the degree of change. The notations

tt+ k

support'(r;) and support™(r;) represent the support value of r; at time t and and rjat time t+k,

t+k

respectively; while ¢, and ¢, are the maximum similarity measures of r' and N

respectively.

After calculating the degrees of change, the most important changes are reported to business
managers, who then analyze the changes in patent trends over different time periods and use
the information to understand the changing business environment and plan appropriate

strategies.
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5.5. Experimental setup

55.1 Data collection

The dataset of semiconductor-related patents was obtained from the USPTO (United States
Patent and Trademark Office) patent database. We select Taiwan semiconductor-related
patents available online for the period 2001-2004 based on the IPCs belonging to the
semiconductor industry, as identified by the Taiwan Intellectual Property Office (see
Appendix B). We divided this dataset, which contains 4,310 unique patents, into two periods:
the first part contains 2,352 patent documents for the period 2001 to 2002, while the second
part contains 1,958 patent documents for the period 2003 to 2004.

5.6. Experimental results and implications

5.6.1 Experiment one: Changesin the R&D activities of TSMC (Taiwan Semiconductor

Manufacturing Co. Ltd)

Changes in acompany’s R&D activitiesare identified by comparing the relations between the
technological field (IPC) of the target company-and the citation index, originality, generality,
and technology cycle time over two time periods. We chose TSMC as the target company, and
divided its patents into two parts: 2001-2002 and 2003-2004. Table 12 lists some changes in
the R&D activities of TSMC between.2001 and 2004.

Table 12. Some changesin the R&D activitiesof TSMC

Patent trend Change Degree

Emerging patent trends

(1) IPC=H01L29/788 -> Originality= High 0.57

(2) IPC=HO01L21/00 > TCT= Short 0.21
Unexpected changesin patent trends

2001-2002 2003-2004
(3) IPC=H01L27/108-> Cl= Mid IPC=H01L27/108 - Cl=Low 0.02
(4) ) IPC=H01L21/311-> TCT= Short IPC=HO01L21/311-> TCT=Long 0.02

Added patent trends
(5) IPC=HO1L23/62 > Cl= Low 0.03
(6) IPC=GO1R31/26 > Cl=Low 0.02

Perished patent trends
(7) IPC=HO1L21/336 - CI= High 0.05

(8) IPC=HO1L 21/44 > Generdlity=High 0.03
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From patent trend (1), we observe the rapid growth (57%) of the company in terms of high
originality in HO1L 29/788. This information shows that, during the period under study, TSMC
exhibited a high degree of inventivenessin the technological field HO1L29/788.

Meanwhile, patent trend (3) shows that the citation index of HO1L27/108 decreased between
2001 and 2004. A reduction in the CI often indicates a decline in quality, athough it can mean
that the patent is fairly new. The added patent trends (5) and (6) in Table 12 indicate that
HO01L21/336 and GO1R31/26 are new technologica fields that TSMC invested in. The
number of citations of these patentsis relatively low. Finally, from perished patent trends (7)
and (8), we observe that the innovativeness of TSMC declined gradually in terms of
HO01L21/336 and HO1L21/44 in the period under studly.

5.6.2 Experiment two: changesin the R&D activities of Taiwan’s semiconductor industry

Changes in the R&D activities of an industry are identified by comparing the relations
between the technological fields (IPC) of the target industry and the citation index, originality,
generality and technology cycle time over two time periods. Table 6 lists some changes in the
R&D activities of Taiwan’s semiconductor industry. between 2001 and 2004.

In Table 13, the emerging patent trends (1) and (2) show that companies in the industry
invested in HO1L29/76 and HO1L 21/00 consistently throughout the period under study. The
high growth rates (131% and 107% respectively) indicate that companies focused their R& D
activities on the two technologica fields..However, the low CI indicates that the companies

lacked pioneer patents and basic patents in these technological fields.

Patent trends (3) and (4) in Table 13 indicate that the TCT of H01L29/40 and H01L21/48
changed from a short-cycle time to a medium-cycle time, which implies that the speed of
innovation in these technological fields slowed down. The added patent trends (5) and (6)
indicate that HO1L29/788 and G11C16/04 were new technological fields that Taiwanese
semiconductor companies invested in during 2003-2004.

Table 13. Some changes in the R&D activities of Taiwan’s Semiconductor Industry

Patent trend Change Degree

Emerging patent trends

(1) IPC=HO01L29/76 - Cl= Low 131

(2) IPC=HO01L21/00 - Cl= Low 1.07

Unexpected changes of patent trends

2001-2002 2003-2004
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(3) IPC=HO01L29/40 - TCT= Short IPC=HO01L29/40 > TCT= Mid 0.02

(4) IPC=HO01L21/48-> TCT= Short IPC=HO01L21/48-> TCT= Mid 0.01

Added patent trends

(5) IPC=HO01L29/788 - Cl= Low 0.03

(6) IPC=G11C16/04 > Cl= Low 0.02

5.6.3 Experiment three: Technological competitiveness of companiesin Taiwan's

semiconductor industry

Changes in the technological competitiveness of companies in an industry are identified by
comparing the relations between the assignee of the target industry and the citation index,
originality, generality, and technology cycle time over two time periods. Table 14 lists some
changes in the technol ogical competitiveness of companies in Taiwan’s semiconductor industry
between 2001 and 2004.

Patent trends (1) and (2) in Table 14 show the consistent innovative power of TSMC and MIC.
Specificaly, the marked increase.in MIC’s patents (263%) indicates the innovativeness of
MIC and the direction of its R&D activities. However, the low CI indicates that MIC was a
technological follower between 2001 and 2004. Patent trend (4) in Table 8 shows a decrease
in the Originality of SPIC. The added patent trends (5) and (6) in the table show severa new
assignees of semiconductor patents, which means that new companies (AOC and NYT)
entered the semiconductor industry during 2003-2004.

From the perished patent trends (7) and (8), we observe that the high value of Cl and the
Generality of TSMC's patents decreased between 2003 and 2004. This implies that the quality
of TSMC’'s R&D may have declined during 2003-2004, athough the phenomenon may be
due to new patents.

Table 14. Some changes in the technological competitiveness of companiesin Taiwan's
semiconductor industry

Patent trend Change Degree

Emerging patent trends

(1) Assignee=Macronix International Co. Ltd-> Cl=Low 2.63
(2) Assignee= Taiwan Semiconductor Manufacturing Co. Ltd - Originality= High 0.01
Unexpected changesin patent trends
2001-2002 2003-2004
(3) Assignee= Advanced Semiconductor Assignee= Advanced Semiconductor 0.32
Engineering, Inc. > Cl=High Engineering, Inc. > Cl=Low
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(4) ) Assignee=Siliconware Precision Assignee=Siliconware Precision Industries | 0.03

Industries Co., Ltd.~> Originality= High Co., Ltd.~> Originality= Low

Added patent trends

(5) Assignee=Au Optronics Corp. > Cl=Low 0.04

(6) Assignee=Nan Ya Technology - Cl=Low 0.03

Perished patent trends

(7) Assignee= Taiwan Semiconductor Manufacturing Co. Ltd = Cl= High 0.07

(8) Assignee= Taiwan Semiconductor Manufacturing Co. Ltd = Generality= Mid 0.07

5.6.4 Experiment four: Technological competitiveness of companiesin specific

technological fields

Changes in the technological competitiveness of companies in specific technological fields
are derived by comparing the relations between both the patent’s assignee and the
technological field (IPC) of the target industry with the citation index, originality, generality,
and technology cycle time over two time periods. Table 15 lists some changes in Taiwan's
semiconductor industry between 2001 and.2004.

The frequent appearance of TSMC inemerging patent trends shows that the company played
a leading role in Taiwan's semiconductor industry throughout the period under study. The
perished patent trends (3) and (4).in Table 15 show that UM C’s technological competitiveness
with medium CI and low Originality.in HO1L21/336 declined, which may imply a change in

UMC’s innovative activities.

Table 15. Some changes in the activities of Taiwan's semiconductor industry

Patent trend Change Degree

Emerging patent trends

(1) 1PC=H01L21/302, Assignee=Taiwan Semiconductor Manufacturing Co. Ltd = Cl= 14

Low

(2) IPC=H01L21/44, Assignee=Taiwan Semiconductor Manufacturing Co. Ltd > Cl=Low | 0.78

Perished patent trends

(3) IPC=H01L21/336, Assignee= United Microelectronics Corp. > Cl=Mid 0.02

(4) IPC=H01L21/336, Assignee= United Microelectronics Corp. = Originaity= Low 0.02
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Chapter 6 Concluding Remarks

In this thesis, we proposes two approaches for different patent analysis purpose: the hybrid
patent classification approach for automatically categorizing patents, and the patent trend
change mining approach for detect technological change trends.

We have proposed a novel patent network-based classification method, which uses patent
metadata to derive the weights of the relationships between different types of nodes in the
patent network, Based on the patent network anaysis, the classification result can be
improved by considering the neighboring patent nodes and class nodes of a query patent in
making class prediction. The main contributions of the proposed method include novel
designs on (@) patent network construction based on the proposed relationship metrics
between different types of patent nodes; and (b) patent class prediction based on the patent
network analysis and the modified kNN classifier. Our experiment results demonstrate that the
proposed patent network-based method outperforms the content-based, citation-based and
metadata-based methods. Moreover, we combine the patent network-based method with three
conventional classification methods to-develop a hybrid patent classification approach. Our
experiment results demonstrate that the hybrid approach performs better than the patent
network-based method. Theproposed ‘hybrid patent classification approach can further
enhance the classification performance by a hybrid of multiple classifiers. For the hybrid
effect, the result shows that the patent network-based method is more important than other

methods in enhancing the performance of classification.

The proposed patent trend change mining approach captures changes in patent trends without
the need for specialist knowledge and reports changes to business managers by ranking the
degrees of change. Competitive intelligence of business is derived by an automatic change
mining approach that business managers can modify and develop appropriate strategies
according to their findings. The proposed approach mines changes in patent trends by
analyzing the metadata in patent documents. We applied the proposed PTCM to Taiwan's
semiconductor industry for the period 2001-2004 to discover changes in four types of patent
trends: the R& D activities of a company, the R&D activities of the industry, the technological
competitiveness of companies and the technological competitiveness of companies in a
specific technological field. The results obtained by the proposed approach can be used as an
important reference for decision makers to make more accurate strategies on research and

devel opment.
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There remain severa extended researches to do base on this study. The primary part of most
patent document is textual content which contains rich information to utilize (e.g., abstracts
and claims). Through analyzing the textual part we can surely improve the quality of change
detection and provide more comprehensive results. Therefore the next research will be a
patent trend change mining approach which utilizes text mining techniques.

An obvious task to put effort on is to find out the best combination of weights for hybrid
patent classification, i.e, parametera, 5, v and & in Eg. 15. The combination might
change depending on target industries, data fields to analysis and terminology distribution, etc.
We have designed a series of experiments to find out the best weight combination for the
example in this thesis. And in fact, how to accurately determine the best weight combination
for various cases will also be an issue to study.

Another important future work is to develop an effective validation approach for examining
the results obtained from patent trend change mining, and for conducting further analysis.
Traditional indices for evauating data mining results might not be adequate for patent trend
change mining. Approaches which evaluate the results more accurately can significantly
improve the precision and accuracy of the model. Thisisalso achallenging work for us to do.
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Appendix A.
The agorithm of patent network analysis.

Initialize all nodes weightsto 1
Create arelationship-array of relationships and weights
Set query patent document as the active node
Mark current node as unlocked and add it to a node-array
Loop to the maximum number of links to traverse
Search for the current node in node-array
If found:
Mark node as locked
Set node as the active node
Get all node connected to current node with arelationship in the
relationship-array
Loop to number of connected nodes
If node not in node-array (new node)
Weight of node=initial weight + current node weight
* weight of connecting relation
Mark node as unlocked and add it to node-array
If node already in node-array
Weight of node=node weight + current node weight
* weight of connecting relation
End loop
If not found then exit
End loop
Relevance of node = Weight of node/ n
(n= the minimum number of the links traversed to reach the node starting from the
query node)
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Appendix B.

IPCs belonging to the semiconductor industry identified by the Taiwan Intellectual Property
Office

IPC Description

C23C Coating metallic material; Coating material with metallic material; Surface
treatment of metallic material by diffusion into the surface, by chemical
conversion or substitution; Coating by vacuum evaporation, by sputtering, by ion
implantation or by chemical vapor deposition

016/00 | Chemical coating by decomposition of gaseous compounds, without leaving
reaction products of surface materia in the coating, i.e. chemical vapor
deposition (CVD) processes

GO1R M easuring electric variables; Measuring magnetic variables

031/02 | Generd constructional details

GO3F Photomechanical production of textured or patterned surfaces, e.g., for printing,
for processing of semiconductor devices;

007/00 | Photomechanical, e.g., photolithographic, production of textured or patterned
surfaces, e.g., printed surfaces,

009/00 | Registration or positioning of originas, masks, frames, photographic sheets, or
textured or patterned surfaces

GO5F Systems for regulating electric or magnetic variables

001/10 | Regulating voltage or current

Gl1C Static stores

007/00 | Arrangements for writing information into, or reading information from, adigital
store

016/04 | Using variable threshold transistors, e.g:, FAMOS

HO1L Semiconductor devices; Electronic solid state devices

021/00 | Processes or apparatus specially adapted for the manufacture or treatment of
semiconductor or solid state devices or parts thereof

023/34 | Arrangements for cooling, heating, ventilating or temperature compensation

023/48 | Arrangements for conducting electric current to or from the solid state body in
operation, e.g., leads, terminal arrangements

023/495 | Lead-frames

023/52 | Arrangements for conducting electric current within the device in operation from
one component to another

023/58 | Structural electrical arrangements for semiconductor devices

023/62 | Protection against over-current or overload, e.g., fuses

027/108 | Dynamic random access memory structures

029/00 | Semiconductor devices specially adapted for rectifying, amplifying, oscillating or
switching and having at |east one potential-jump barrier or surface barrier;
Capacitors or resistors with at least one potential-jump barrier or surface barrier,
e.g. PN-junction depletion layer or carrier concentration layer; details of
semiconductor bodies

029/40 | Electrodes

029/76 | Unipolar devices

029/788 | With floating gate

029/94 | Metal-insulator-semiconductors, e.g., MOS

031/062 | The potentia barriers being only of the metal-insulator-semiconductor type
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031113

Being of the conductor-insulator- semiconductor type, e.g., metal-
insul ator-semiconductor field-effect transistor

031/119

Characterized by field-effect operation, e.g., MIS type detectors
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