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Abstract

The use of the mobile devices has been growing rapidly in the global communities.
The influence of electromagnetic (EM) waves from cellular phones on the human
head has been widely discussed recently. The specific absorbing rate (SAR) is a
defined parameter for evaluating power deposition in human tissue. The
finite-difference time-domain (FDTD) is widely used to study the peak SAR in the
human head. Recently, metamaterials have inspired great interests in their unique
physical properties and novel application. Metamaterials denote artificially
constructed materials having electromagnetic properties not general found in nature.
Two important parameters, electric permittivity and magnetic permeability determine
the response of the materials to the electromagnetic propagation.

In this work, we use the metamaterials to reduce the EM interaction between the
antenna and human head. Preliminary simulation of metamaterials is performed by
FDTD method with lossy Drude model. The metamaterials are placed between the
antenna and human head. From the simulation result, it is found that the peak SAR in
the human head can be reduced with the placement of metamaterials. We also study
the antenna performance with metamaterials. The antenna radiated power and antenna
pattern can be less affected with placement of metamaterials properly. The effects of
placement position of metamaterials, metamaterials size, and the medium parameters
of metamaterials on the SAR “reduction effectiveness are investigated. The
metamaterials can be constructed from split'ring resonators (SRRs). In this work, we
also design the SRRs operated at 900 MHz and 1800 MHz. The design procedure of
the SRRs is described. The designed SRRs are placed between the antenna and a
dielectric cube. It is found that the peak SAR in the dielectric cube is reduced
significantly. This study can provide useful methodology for SAR reduction.

In this work, we develop the alternating direction implicit (ADI) finite-difference
time-domain (FDTD) method. However, when employing the absorbing boundary
conditions (ABCs) for ADI-FDTD method, this scheme can lead to instability. First,
the stability analysis of the Mur’s ABC for ADI-FDTD method is also studied. The
effect of the wave propagation direction on the stability of this scheme is investigated.
It is found that this scheme can be stable only when the incident wave directions are 0
degree, 45 degree, and 90 degree. We also derive the dispersion relation of this
scheme. The instability of this scheme can not be avoided. Then, the stability analysis
of split-field perfectly matched layer (PML) for ADI-FDTD is studied. The theoretical
stability analysis of this scheme is performed by deriving the amplification matrix. It
is found that the split-field PML scheme for ADI-FDTD method will be unstable. The
effect of the PML conductivity profile on the stability of this scheme is studied. We



propose the modified PML conductivity profile to improve the stability of this scheme.
Finally, numerical simulations are performed to validate the instability of the
split-field PML and Mur’s ABC for ADI-FDTD method.

The Crank-Nicolson FDTD (CN-FDTD) is also an unconditionally stable scheme.
The difference between the ADI-FDTD and CN-FDTD is the second order
perturbation term. In this work, the stability analysis of split-field PML and
unsplit-field PML for ADI-FDTD and CN-FDTD are studied. It is found that the
instability of PML schemes for ADI-FDTD is due to the perturbation term. This study
can provide information to develop a simple and stable PML scheme for ADI-FDTD
in future work.

The ADI-FDTD can simulate the VLSI circuits effectively since the time step is not
restricted by the Courant stability condition. The modified PML scheme for
ADI-FDTD method is employed to simulate the VVLSI circuits. It is found that the
proposed scheme can model the time domain and frequency domain electromagnetic
characteristics of VLSI circuits accurately and effectively.

A coupling element to enhance the isolation between two closely packed antennas
for 2.4 GHz wireless local area network (WLAN) application is introduced. The
proposed structure occupies two antenna elements and a coupling element in between.
By putting a coupling element which artificially creates an additional coupling path
between the antenna elements, the antenna isolation can be enhanced. The advantage
of this design is that no extra spaceis.needed for antenna elements. With the proposed
design, more than 15 dB isolation can be achieved for two parallel individual planar
inverted F antennas (PIFAs) with 5 mm spacing. Parametric studies for the design are
also included to show how to increase isolation bandwidth and control the isolation
frequency.
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Chapter 1

Introduction

1.1 SAR Reduction with Metamaterials

The use of the cellular phones has been growing rapidly in the global communities.
The absorption of EM energy emitted from cellular phone has been discussed in
recent years. Exposure guidelines for protecting the human body from EM exposure
have been issued in many countries. More and more people concern the absorption of
electromagnetic radiation from cellular phone in the human head.

T—

Figure 1.1.1 The SAR distribution in the human head

The specific absorption rate (SAR) is a defined parameter for evaluating power
deposition in human tissue, as shown in Fig. 1.1.1. For the cellular phone compliance,
the SAR value must not exceed the exposure guidelines [1, 2]. Some numerical results
have implied that the peak 1 g averaged SAR value (SAR1g) may exceed the exposure
guidelines when a portable telephone is placed extremely close to the head [3, 4].
Therefore, many researchers are working on reducing the SAR values. In [5], a ferrite
sheet was proposed to use as a protection attachment between the antenna and a head.
It was found that a ferrite sheet can result in SAR reduction and the radiation pattern
of the antenna can be less affected. In [6], a PEC reflector was arranged between a
human head and the driver of a folded loop antenna. Numerical results showed that
the radiation efficiency can be enhanced and the peak SAR value can be reduced. In
[7], a study on the effects of attaching conductive materials to cellular phone for SAR
reduction has been presented. It indicated that the position of the shielding material is



an important factor for SAR reduction effectiveness.

Recently, metamaterials have inspired great interests due to their unique physical
properties and novel application [8, 9]. Metamaterials denote artificially constructed
materials having electromagnetic properties not generally found in nature. Two
important parameters, electric permittivity and magnetic permeability determine the
response of the materials to the electromagnetic propagation. Mediums with negative
permittivity can be obtained by arranging the metallic thin wires periodically [10]. On
the other hand, an array of split ring resonators (SRRs) can exhibit negative effective
permeability [11]. The metallic thin wires and split ring resonators are narrow-banded
and lossy materials, as shown in Fig. 1.1.2.
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(a) (b)
Figure 1.1.2 (a) thin wire structure (b) split-ring resonator (SRR).

When one of the effective medium parameters is negative and the other is positive,
the medium will display a stop band. The metamaterials is on a scale less than the
wavelength of radiation and uses low density of metal. The structures are resonant due
to internal capacitance and inductance. The stop band of metamaterials can be
designed at operation bands of cellular phone while the size of metamaterials is
similar to that of cellular phone. In [12], the designed SRRs operated at 1.8 GHz were
used to reduce the SAR value in a lossy material. The metamaterials are designed on
circuit board so it may be easily integrated to the cellular phone. Simulation of wave
propagation into metamaterials was proposed in [13]. The authors developed the
FDTD method with lossy Drude models for metamaterials simulation. This method is
a useful approach to study the wave propagation characteristics of metamaterials [14]
and has been further developed with the perfectly matched layer and extended to
three-dimension problem [15].

In this work, we will use metamaterials for SAR reduction. An anatomically based
human head model and a dipole antenna are assumed. The metamaterials are placed
between the antenna and a human head. Preliminary study of SAR reduction with



metamaterials is performed by 3-D FDTD method with lossy Drude model. In order
to study SAR reduction of antenna operated at the GSM 900 band, the effective
medium parameter of metamaterials is set to be negative at 900 MHz. Different
positions, sizes, and negative medium parameters of metamaterials for SAR reduction
effectiveness are also analyzed. To investigate the influence of metamaterials on the
antenna, the peak SARyy and antenna performances are demonstrated. The use of
metamaterials is also compared with other SAR reduction techniques. We design the
metamaterials from periodically arrangement of split ring resonators (SRRs). By
properly designing structure parameters of SRRs, the effective medium parameter can
be negative around 900 MHz and 1800 MHz bands. The SAR value in a simplified
muscle cube with the presence of SRRs is studied. Numerical results are demonstrated
to validate the effect of SAR reduction with metamaterials.

1.2 Stability Analysis of Absorbing Boundary Conditions for
ADI-FFDTD

Finite-Difference Time-Domain (FDTD) method has been widely used to analyze
the electromagnetic problems [16, 17]. Due to the explicit nature of this method, the
time step size is restricted by the Courant, Friedrichs, and Lewy (CFL) stability
condition. Recently, a stable alternating  direction implicit (ADI) scheme was
introduced for the FDTD method. The ADI-FDTD method is an attractive method due
to its unconditionally stability with farge ‘CFL ‘number [18-21]. The flowchart of
ADI-FDTD is shown in Fig. 1.2.1.
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Figure 1.2.1 Flow chart of ADI-FDTD.




When the ADI-FDTD method is used to simulate unbounded region problems,
efficient absorbing boundary conditions (ABCs) must be employed. The commonly
used ABCs are Mur’s first order ABC and perfectly matched layer (PML) medium. In
[22, 23], the Mur’s first order ABC was implemented in the ADI-FDTD method to
simulate microstrip circuits. A split field PML [24] was employed for the ADI-FDTD
method [25, 26]. However, the implementation of ABCs in the ADI-FDTD method
can affect the stability of this scheme. For analytical ABCs, it is found that the
implementation of the third order Higdon’s ABC in the ADI-FDTD method will cause
instability in the simulation results [27]. In [28, 29], it is found that the ADI-FDTD
method with split-field PML will lead to late-time instability from numerical
simulations. In [28], the authors indicate that the instability from the split-field PML
equations can be prevented by using an unsplit form PML implementation. However,
the split-field PML formulation is less complicated and more straightforward
compared to the unsplit form PML implementation. Therefore, a more stable PML
implementation for ADI-FDTD method is highly desirable.

It is important to analyze the stability of the absorbing boundary condition for the
ADI-FDTD method. In this work, first, the stability analysis of the Mur’s first order
ABC in the ADI-FDTD method is demonstrated. The theoretical stability analysis of
this scheme also is studied by deriving the amplification matrix. The effect of the
wave propagation direction on the stability of this scheme is investigated. From the
stability analysis, it is found that the' ADI scheme of the Mur’s first order ABC is
unstable. Since we focus on analyzing the stability of the Murs” ABC at the boundary
and do not consider the stability of the total computation domain, the proposed
stability analysis is approximate. The stability analysis of the total computational
domain can be accomplished by numerical simulation with a large number of time
steps. In this work, the numerical tests of the ADI-FDTD method with Mur’s ABC are
performed. Numerical results of this scheme with different time step size will be
demonstrated to validate the instability of this scheme.

Then, the theoretical stability analysis of the ADI-FDTD method with split-field
PML will be studied through deriving the amplification matrix. The amplification
matrix is derived using the actual updating equations of the field components. From
the stability analysis, it is found that this scheme will be unstable at the PML interface
and inside the PML regions. The effect of the PML conductivity profile on the
stability of this scheme will be investigated [30]. We find that the instability of this
scheme is due to the conductivities within the PML medium. The instability of this
scheme inside the PML regions can be improved significantly with the modified PML
conductivity profile. Numerical results of the 3-D ADI-FDTD method with split-field
PML will be demonstrated to validate the theoretical results.



The ADI-FDTD method is an attractive method since the time step size is not
restricted by the CFL condition. Therefore, this method can model the
electromagnetic effects of the VLSI circuits efficiently. The frequency domain
characteristics of the VLSI circuit can be obtained from the Fourier transform of the
transient time domain waveform and it requires a large number of time steps to
complete the simulation by FDTD method. This study will be difficult or even
impossible due to the late-time instability of ADI-FDTD method with PML absorbing
boundary condition. It is not apparent in the literature that anyone has studied the
frequency domain characteristics of the VLSI circuits by the ADI-FDTD method with
PML absorbing boundary condition.

The Crank-Nicolson FDTD (CN-FDTD) is found to be another alternative
unconditionally stable FDTD method. The ADI-FDTD can be seen as an
approximation of the CN-FDTD scheme [31]. In [32, 33], the CN -FDTD with
split-field PML and nearly PML (NPML) were proposed. It is shown that the
CN-FDTD can remain unconditionally stable with PML implementation. The stability
analysis of the PML schemes for the CN-FDTD and ADI-FDTD will be studied. The
Von Neumann analysis is used to determine the stability of these schemes. The
difference between the CN-FDTD and ADI-FDTD is the At* perturbation term. From
this study, it is found that the perturbation term will affect the stability of PML
schemes for ADI-FDTD method. This study can provide information to improve the
PML scheme for ADI-FDTD method.

In previous study [30], it is found that'the'PML conductivity profile will affect the
stability of the ADI-FDTD method with Berenger’s PML absorber. The modified
PML conductivity profile is employed in this work to investigate the electromagnetic
effects of the VLSI circuits in time domain and frequency domain. From the
simulation results, it is found that the instability of this scheme can be improved with
the modified PML conductivity profiles. Numerical simulations of the VLSI
interconnect and RF inductor will be performed to show the efficiency and accuracy
of the proposed scheme

1.3. Coupling element for antenna isolation enhancement
The isolation between antennas is a critical parameter in many practical applications
such as antenna arrays, diversity antennas and also multiple input multiple output
(MIMO) communication systems. However, when antennas are closely packed, strong
mutual coupling will degrade radiation patterns and decrease antenna efficiency,
which ~ will cause deterioration in signal-to-noise ratio and signal
to-interference-plus-noise ratio of the systems
In this work, we propose a new coupling element between the antennas in order to



create an additional coupling path for enhancing the isolation. The coupling element
is placed between antennas and therefore no extra space is needed with this design.
This coupling element is not physically connected to the antenna elements and is
flexible for controlling the center frequency, bandwidth, and level of isolation. To
demonstrate the idea, two antenna elements for using in 2.4 GHz WLAN band are
studied. From this study, it is found that the design can achieve more than 15 dB
isolation improvement with 5 mm antenna spacing. The detail parametric studies are
provided, which show the design of the proposed structure.

1.4 Organization of the Dissertation

This dissertation is organized as follows: First, we will discuss FDTD modeling
method and its algorithm in Chapter 2. The FDTD method can use to simulate the
metamaterials, calculate the radiation pattern of the antenna affected by the
metamaterials, and calculate the SAR values in the human head. In Chapter 3, we will
employ the Drude model into FDTD to investigate the effect of the metamaterials on
SAR reduction. The design concept of split ring resonators (SRRs) is introduced. With
the use of periodical boundary condition and total field / scatter field FDTD schemes,
we will design the SRRs to operate .at 900MHz and 1800MHz. The SAR reduction
with the designed SRRs will be demonstrated. In-Chapter 4, the stability analysis of
the absorbing boundary conditions (ABCs) for ADI-FDTD will be demonstrated.
Theoretical stability analysis and numerical simulation of the split-field PML and
Mur’s ABC for ADI-FDTD method will'be studied. The modified PML conductivity
profile is proposed to improve the stability of the split-field PML scheme for
ADI-FDTD. The CN-FDTD can remain stable with PML scheme. The difference
between the ADI-FDTD and CN-FDTD is the perturbation term. With this modified
PML scheme, the time domain and frequency domain characteristics of VLSI circuits
will be investigated. In Chapter 5, a coupling element to enhance the isolation
between two closely packed antennas for 2.4 GHz wireless local area network
(WLAN) application is introduced. The proposed structure occupies two antenna
elements and a coupling element in between. The advantage of this design is that no
extra space is needed for antenna elements. The proposed coupling element for
antenna isolation will be discussed. Conclusions are drawn in Chapter 6.



Chapter 2

FDTD Method

The finite difference time domain (FDTD) is widely used to simulate the
electromagnetic problems. In this chapter, the basic FDTD algorithm is described. To
simulate open region problems, the absorbing boundary condition (ABC) is employed
for FDTD method. The commonly used ABCs include Mur’s ABC and perfect
matched layer (PML). With the implementation of near field to far field
transformation algorithm, the FDTD method can simulate the radiation pattern of the
antenna. The modeling of the lumped elements by FDTD method will also be
discussed. Finally, the flow of the FDTD computation will be described.



2.1 From Maxwell’s Equations to FDTD Method.

We will derive the 3-D time domain Maxwell’s equations to develop FDTD method.
In this study, we consider the source free region with lossy electric and lossy magnetic
mediums. To calculate the magnetic loss, the magnetic current density M is defined as

M=pH (2.1.1)
To calculate electric loss, we define the equivalent electric current J
J=0cE (2.1.2)

The p'is magnetic resistivity and o is the electric conductivity. From Maxwell’s
equations, we can obtain

H_ L1y gLy 2.13)
o u U
§=£VXH—EE (2.1.4)
o ¢ £

2.1.1 Three-dimension Electric and Magnetic Field Equations
Based on the equations (2.1.3) and (2.1.4), we can derive the 3-D electric and
magnetic field equations.
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The six field partial differential equations form the basic FDTD algorithms.

2.1.2 Finite Difference Method and Yee Algorithm

In this section, we will derive the FDTD method based on Yee algorithm [16]. In Yee
algorithm, the derivatives of space and time are expressed by centre difference
method. By applying the Yee algorithm for Maxwell’s equations, the FDTD method



can be obtained. To begin the development of FDTD, we consider 1-D lossless
condition as an example.

oH
v LG (2.1.11)
ot u ox
According to a derivative definition, (2.1.11) can be written as
lim 2y L jim 2E: (2.1.12)

At—0 At L Ax=0 AX
We can note that the exact solution of (2.1.12) is (x, t)
Based on the Maxwell’s equation, the derivatives of time and space in (2.1.12) are
discretized by using centre difference expression, therefore we can obtain

H,{t, +At/2)-H,{t, -At2) 1 E,(x+Ax/2)-E,(x —Ax/2)|
At | u AX

Xi

(2.1.13)

tn

The solution of (2.1.13) is (xi, tn) and (x;,t,) will be close to (X, t).

Based on the FDTD method, the magnetic field H (t, +%) can be expressed as

H, (t, +At/2)|xi =H,(t, —At/2)|xi +%[Ez(xi +AX/2)—E,(x, — Ax/2) tn (2.1.14)

We denote i and n to express the space and time position, respectively. (2.1.14) can be
further modified as
YA\

t n n
e [Eny, —Ely] (2.1.15)

Hin+1/2 — Hin{l/Z +

From (2.1.15), in order to calculate the magnetic field H"™"?, we need to obtain the

same magnetic field in the earlier time step at the same location and the electric fields
located at+ Ax/2 . Similarly, the electric field can be obtained as follow

n+ n At n+ n+
Elyz = Elys "’E[H' Y2 —H; 1/2} (2.1.16)

i+1

From (2.1.15) and (2.1.16), the electric and magnetic fields in the FDTD can be
obtained from the fields in the earlier time step. The fields in space and time can be
expressed as shown in Fig. 2.1.1.
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Figure 2.1.1 The fields in the space cell.

In (2.1.16), the time and space are variables. From (2.1.16), any 3-D location in the
Yee cell can be expressed as

(i, j,k) = (1AX, jAy,kAZ) (2.1.17)
Here, AX, Ay, and Az are space increment in x, y, and z direction.
We can define the function u in the space and time in the Yee cell as

u(iAx, jAy,kAz,nAz) =u?; , (2.1.18)

The At is time increment and n is an integer.
Based on the Yee algorithm, we can obtain-the space derivative of u in the x direction

u',e—=ut
iu(iAx, jAY, kAZ,NAZ) =—=20K  TH2IK L O[(Ax)?]  (2.1.19)
oX AX

For time consideration, we can'i obtain the time derivative of u
n+1/2 n-1/2

o . . ik Uik 2
au(le, JAy,kAz,nAz):T+O[(At) ] (2.1.20)
In (2.1.19) and (2.1.20), O[(Ax)*]and O[(At)®] are error terms.

From previous study, it is found that the FDTD is based on the Maxwell’s equation.
For example, the field component Hy in space and time can be expressed as

n n

Yli jk+1/2 oy i,jk=1/2
/ / Az
X Imjlk2 o lnjlk2 _ 1 _ E2|in,j+l/2,k - E2|in,j—1/2,k (2.1.21)
At Hi i x Az )
~Pijk HX|i,j,k

However, there will be some computational calculation problem for H_ [;,

n-1/2

andH, [3 ~ H, [}},". We can rewritten H

ijk x| k as

X |an
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n+1/2

n-1/2
H |n _ HX|i,j,k X|i,j,k (2 1 22)
xli, jk 2 B
After substituting (2.1.22) into (2.1.21), we can obtain
Ylij k+1/2 oy i,jk=1/2
Az
n+1/2 _ n-1/2 _ At Z|i,j+l/2,k - Z|i,j—1/2,k (2 1 23)
xli, j,k lijjk = L A7 o
ik H n+1/2 n-1/2
- X|i,j,k X|i,j,k
—Pijk 5
(2.1.23) can be further modified as
1- P At
H N2 Z,Ui,j,k n+1/2
X|i,j,k - ﬂ xli, ik
14 EhIk
Zlui,j,k
; ) (2.1.24)
At Yli k172 ) Ey i, jik=1/2
:ui,lj,k A7
1+ pi'j'kAt Z|i,j+1/2,k = E2|i,j—l/2,k
2/ui,j,k AZ

The electric fieldsE,, E and E, can be obtained by the same procedure. For

example, the electric field E, can be expressed as

1- o, KAt
Zgl,],k . |n
T
+;
2& .
n+l _ ik
E, |i'j’k_ At H o2 Ho[2 (2.1.25)
y |i+1/2,j,k Iy |i—1/2,j,k
+ gi,j,k AX
n+1/2 n+1/2
1+ O-i,j,kAt _ Hx |i,j+1/2,k _Hx |i,j—1/2,k
zai,j,k Ay

We can derive the six field components based on the FDTD method. The field
components located in the Yee cell is shown in Fig. 2.1.2. It can be found that the

electric field component is surrounded by the magnetic field components and the
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magnetic field component is surrounded by the electric field components
E.(i, ] +LI( +1)

Ey(i,j,k+}/ L, j.k+1)
J+% j k+1)
‘ E, (i, j.k+1) Ez(i+1, j+1,K)
i41 .k
Ez(i|j1k) x( J )
Az (1+1,j,k)
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! E.Gi.i.K)
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Figure 2.1.2 The field components in the Yee cell.

2.2 Numerical Stability

In the FDTD method, we need to decide the grid size first. The grid size will affect
the numerical dispersion. When the grid size is fixed, the time step size At can also be
decided based on the stability criterion.

The grid size will depend on the highest operation frequency f, of the modeled
structure. The grid size is usually set to be smaller than4,/10 to avoid serious
numerical dispersion.

After the grid size is fixed, the time step size At can also be calculated. When the
wave propagates in one time step, the propagation distance should not be over the grid
size. To avoid numerical stability problem, the time step size should meet the FDTD
Courant-Friedrich-Levy (CFL) criterion.

At < L (2.2.1)

C\/ 1 1 1
(M) (ay)" (az)

2.3 Material Set
In this research, the material setting for FDTD simulation includes:

A. Metal Structure: The ground plane or the microstrip is metal structure. We usually
assume the metal is perfect electric conductor (PEC). The thickness of metal is set
to be very small and the tangential electric field is zero for metal structure.

B. Dielectric structure: The dielectric constant g is set in FDTD for different
dielectric materials.

C. Interface between air and dielectric structure: We use average value of dielectric
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constant between two different materials. For example, we usually set the
dielectric constant for air is gy and dielectric constant for dielectric material is &;.
& te

r

The dielectric constant of the interface is

2.4 Source Condition
For FDTD simulation, the sine wave is usually used with operation frequency f,.

The expression for sine wave is
f (t) = E,sin(27 f,nAt) (2.4.1)
In our simulation, the Gaussian source is commonly used. We can set the source that

is centered at time step n,and has a 1/e characteristic decay of n,, time steps, the

Gaussian source can be expressed as
f(t) = Ege (") M (2.4.2)

In the FDTD simulation, we set the source for electric field directly. For example, if
we set the source at i, for E; component, it can be written as

E, I = f (t)=E, sin(27 f;nAt) (2.4.3)

2.5 Absorbing Boundary Condition

In the FDTD method, the absorbing boundary condition (ABC) is used to simulate
open region problem. As shown in Fig 2.5.1, the electric field components at the
boundaries should meet a particular condition to avoid reflection wave from the
boundary.

j = jmax

R e

lattice boundary

N

radiated wave

Figure 2.5.1 Absorbing boundary condition for FDTD method.

The commonly used absorbing boundary conditions are Mur’s absorbing boundary
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condition [34] and perfectly matched layer (PML) [24]. They are discussed briefly.
2.5.1 Mur’s ABC

There are two types Mur’s ABCs including Mur’s first order ABC and Mur’s
second order ABC. We consider the electric field component E,in a 2-D space at
X =iAxandy = jAy. For Mur’s first order ABC, E, can be expressed as
En

ij

CAt - AX ( n+1 _
CAt+Ax ' M
If we assume Ax = Ay, the Mur’s second order ABC in 2-D domain can be expressed

EM =E], , + ) (25.1)

as

n CAt—AX [ —pu n 2AX N n
-E" 44— (E"™ —E" )+ "o+ EMN

» o cAt+Ax( o "‘) cAt+Ax( o "‘)
Ert = (25.2)

(CAt)z n n n n n n
+ 2(AX)(CAL + AX) (Ei,j+l _2Ei,j + Ei,j—l + Ei—l,j+l _2Ei—1,j + Ei—l,j—l)

In the Mur’s first order ABC, the field componentE,atx =iAx is calculated from
E,at x=iAx at earlier time step and the field componentE, atx=(i—1)Axat the
current time step. The Mur’s ABC is'simple and easy to implement.

2.5.2 Perfectly Matched Layer (PML)

The Berenger proposed the PML absorbing boundary condition in 1994 [24]. By
using the electric and magnetic conductivities, the reflection wave can be minimized
inside the PML medium. The PML medium can absorb the propagation wave in any
direction. When using the PML, we need to split the electric and magnetic field
components. For TM wave, the field components E, and Hy in the PML can be

expressed as

o, At At

1——=X —_— n+1/2 n+1/2
g o 20 |g p oo e | Pyl ‘Hv'i-mJ (25.3)
zx 1, zx I, )
1+ oAl 1+ oAl A
2¢& 2¢&
Hx |:J}1/2= O-*,LAlt Hx |in’—j1/2 + é-l*At Tz |,J+l/2A z I.J—llzj (254)
1+ 1+ g
2u 24

Theo,and o, are electric conductivity and magnetic conductivity, respectively. They

are function of PML layers. Fig. 2.5.2 shows the electric conductivity and magnetic
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conductivity in the PML medium.

PML(G,,,00 Gy Oy ) * . «
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il -
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—_—
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perfect conductor

Figure 2.5.2 PML absorbing boundary condition

The PML impedance can be matched to the free space impedance with the condition
g_0 (2.5.5)
& MU

The PML conductivity profile is usually-scaledto reduce the reflection error.

_ _(m+1)
7smax =700t 150748

os(s) =w S=X, Y,z (2.5.6)
where d is the thickness of PML absorber, As is the cell size, and sy represents the

interface. Typically, we choose m = 4 for optimum PML performance [25]

2.6 Near Field to Far Field Transformation

It is not practical to directly simulate the electric and magnetic fields in the far field
within the FDTD grid. This will require a large computational domain to include the
far field. The field components in the far field can be calculated by near field to far
field transformation [35]. First, we calculate the equivalent electric current and
equivalent magnetic current in the near field in the region enclosed the computational
domain. From the near field equivalent electric current and equivalent magnetic
current, we can obtain the field components in the far field. We can calculate the
antenna radiation pattern by using this method.

As shown in Fig 2.6.1, we use the virtual surface S, to enclose the B region. First
we can calculate the tangential fields E, and H, . After obtaining the E;and H,, we can
calculate the equivalent surface electric current J. and equivalent surface magnetic
current M.at the surface of S,
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3.(r) = Ax HE(r) (2.6.1)

M, (r) = —Ax E*(r) (2.6.2)

where A is normal to the surface of S,

‘]S:ﬁxHS M, =AxE®
Grid / n
boundary(ABC) Sa —
Near to far field / T cellg
transformation B

boundary A

H,, E,

Figure 2.6.1 Near field to far field transformation

In the near field to far field transformation, the near field in the closed volume is
calculated first. Then, the field components in the far field can be calculated by
Kirchhoff surface integral representation (KSIR).as

W(r',t')—iw da (2.6.3)

0=k el g cR”  dt

S Ars R~ «R®
where

r is any point in the far field

I is the point at the surface of the FDTD computational domain

pu) pel)
Il
=

R|

A is normal to the computational surface
c is light velocity
a is closed surface for FDTD method
The KSIR can calculate the field components in the far field outside the
computational domain. Therefore, we can calculate the field components in the far
field as follow
A. The near field components of arbitrary scatter can be calculated by FDTD
method easily.
B. The far field components in any direction can be calculated from the KSIR
method.
We can use the Gaussian excitation source to obtain the wideband field components
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in the far field. The frequency domain field components can be obtained by using
Discrete Fourier Transformation (DFT) method.

2.7 Lumped Elements
FDTD method can also be used to simulate linear and non-linear lumped elements
[36, 37]. We assume the lumped elements are place in the z-direction, and the FDTD
method for lumped elements is described as follow

2.7.1 FDTD Method for Lumped Elements
We consider the Maxwell’s equation with current source

VxH =jc+%—[t) (2.7.1)

where J_ =cEandD=¢E, we can discretized the (2.7.1) by central difference

c

method
1- Gi,j,kAt At Hy |r++11//22,j,k _Hy |r-+11//22,j,k
2&; . & i AX
E, "= — b E P ik (2.7.2)
P 1+ oy At | 1+ T || H B —Ho B
2‘9i,j,k 28i.j,k Ay

It should be noticed that the magnetic field is at (n+1/2) time step, which is located

between theE, [, and E, |ﬂj%k. The J. is also at the time step (n+1/2)th time step and

can be calculated by

Oi ik

Je |:]J]1|£2: Ji,j,kEz |.njl|£2= 2 (Ez |in,j,k +E, |.njlk) (27.3)

We assume all the lumped elements are in free space (¢= &, o =0, and J. = 0). The
V x H for FDTD can be rewritten as

V x Hinj+1k/2 _ Hy |in++11//22,j,k _Hy |in:r11//22,j,k i Hx ||nJ;1—/132k _Hx ||njl+/12/2k (2_7.4)
v AX Ay
Therefore, (2.7.2) can become
At
Ez |lnj1k: Ez |in,i’k +8—V>< Hir,]}r,lljz (2'7'5)

0

In the FDTD method, we will introduce the current density J, for lumped elements
VxH = ;%’q (2.7.6)

Assuming the element located at E, |, ; , in the z direction. The relation between the
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current density J, and lumped element current 1 is

|
J =—t 277
C= Axdy (2.7.7)

V=E,| . Az (2.7.8)

z

From (2.7.5), the FDTD algorithm for lumped element can be written as

E, k= By - e B g
- g £,AXAY

i,j.k

(2.7.9)

2.7.2 Resistor

We assume to place a resistor at E, |, ;, in the z direction. The relation for voltage

and current is
n+1/2

n+l/2 Az n+1 n Iz |i, j,k
Iz |i,j,k =E(EZ |i,j,k +Ez |i,j,k) ‘]L :TAy (2-7-10)
Substituting the (2.7.10) into (2.7.9), we can obtain the FDTD algorithm for resistor.
_ AtAz At
n+l _ 2Rg()AXAy n 80 n+1/2
E, l[j«= —AtAL . o ) ACAZ VxH o (27.11)
2Re&,AXAY 2Rg,AXAyY

2.7.3 Resistive Voltage Source
The FDTD can also simulate the resistive voltage source. We assume the element is
placed in z direction and the relation between the voltage and current is

n+1/2
n+l/2 _ AZ n+1 n VSn+1/2 _ Iz |i,j,lk
z |i,j,k - ZRS (Ez |i,j,k +Ez |i,j,k)+ RS 'JL —TAy (2712)

where V."*"?is excitation source and R is matching impedance

The FDTD algorithm for resistive voltage source is

. AtAz At At
2Rg,AXAy & R, £,AXAY
n+l 0 n 0 'n‘."l/Z S€0 n+1/2
B b= . Az B A | Hiiic Y Vs
2Reg,AXAY 2Reg,AXAY 2Ry &,AXAY
(2.7.13)

2.8 FDTD Method for Computer Calculation
We have explained the basic algorithm for FDTD method. In the FDTD method, we
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calculate the electric and magnetic fields in each time step. Before running the FDTD
for each time step, we need to set the FDTD parameters like grid size, time step size,
source condition. The flow of FDTD method for computation is explained below
2.8.1 Pre-Processing

A. Define the FDTD grid size

B. Define the time step size to meet the stability condition

C. Calculate the FDTD parameters for different materials

2.8.2 Time Stepping

A. Assign the excitation

B. Calculate the electric field components

C. Employ the absorbing boundary condition to absorb the outgoing wave.
D. Calculate the magnetic field components

2.8.3 Post-Processing

A. Recording the electric and magnetic fields at each time step.
B. Calculate the electric and magnetic fields in far field.
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Chapter 3

Study of SAR Reduction with
Metamaterials

In this work, the EM interaction between the antenna and the human head is
reduced with metamaterials. Preliminary study of SAR reduction with metamaterials
is performed by FDTD method with lossy Drude model. It is found that the specific
absorption rate (SAR) in the head can be reduced by placing the metamaterials
between the antenna and the head. The antenna performances and radiation pattern
with metamaterials are analyzed. A comparative study with other SAR reduction
techniques is also provided. The metamaterials can be obtained by arranging split ring
resonators (SRRs) periodically. In this research, we design the SRRs operated at 900
MHz and 1800 MHz bands. The design procedure will be described. Numerical
results of the SAR values in a muscle cube with the presence of SRRs are shown to
validate the effect of SAR reduction. These results-can provide helpful information in
designing the mobile communication equipments for safety compliance.
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3.1 Preliminary Studies of SAR Reduction by FDTD Method with
Lossy Drude Model

3.1.1 FDTD Method with Lossy Drude Model

Preliminary studies of SAR reduction with metamaterials were performed by
FDTD with lossy Drude model. The SAR reduction effectiveness and antenna
performance with different positions, sizes, and negative medium parameters of
metamaterials will be analyzed. The head model used in this study was obtained from
Magnetic resonance imaging (MRI) based head model through The Whole Brain
Atlas website. In the MRI human head model, different colors of the human head
represent different tissues, as shown in Fig. 3.1.1. In this study, six types of tissues,
i.e., bone, brain, muscle, eyeball, fat, and skin, were involved in this model.

Figure 3.1.1 MRI human head model

The MRI human head model is discretized for FDTD simulation. Fig. 3.1.2 shows a
horizontal cross section through the eyes of this head model. The electrical properties
of tissues were taken from [3, 4], as shown in Table 3.1.

Figure 3.1.2 Human head model for FDTD computation.
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Table 3.1 electric properties for human head model
900MHz 1.8GHz
Tissue | p & o & o
Bone 1810 | 174 |0.19 |155 |[0.39
Brain | 1040 |44.1 |0.89 |[422 |1.18
Muscle | 1040 |51.8 |1.11 [49.4 |1.53
Eyeball | 1010 | 74.3 1.97 73.7 2.33
Fat 920 10.0 |0.17 |955 |0.22
Skin 1010 |[395 |0.69 389 |[0.95

2
The formulation of SAR is defined as SAR=O_|E%, where E, o, and p are the

electric field, conductivity, and mass density in the head, respectively.

Simulations of metamaterials are performed by FDTD method with lossy Drude
model [13]. The method is a useful method to understand the wave propagation
characteristics of metamaterials. In this. method, let # and & be modeled by the
following expressions

9 1 a)lz)e
A\ oo +1l,) (3.1.1)
_ 1 a’sm
H= kol 2 iy | (3.1.2)

where @, and I' denote the corresponding plasma and damping frequencies,
respectively.
We can provide a slight variation of (3.1.1) as

2
=gy 1- Dpe
V" (@+iTy)(@+ily) (3.13)
This model is actually Lorentz medium model, e.g.,
0)2
&L =& 1- pe
L 0( P 1 iNo-ab | (3.1.4)

where T, =T, +T,,and g, =T,T,.
With this method, we can treat the metamaterials as homogenous materials with
frequency-dispersive material parameters.
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3.1.2 SAR Calculation Verification

The developed FDTD method for SAR calculation is studied and verified. Fig.
3.1.3 shows the muscle cube and antenna models in this study. The antenna was
arranged parallel to the cube axis. The muscle cube was formed by muscle tissue with
&=518, 0 =1.11,and p = 1040 at 900 MHz.

PML

metamaterials

— D Muscle Cube
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(a) different sampled fields (b) different grid size and time step

Fig. 3.1.4 SAR calculation in the muscle cubic for numerical tests.

The SAR value was calculated for an antenna output power equal to 1 W. In this
FDTD simulation, the Ax =5mm, Ay=5mm, Az=5mm, and At=9.0 ps were used. The
calculated steady-state SARy4 value is shown in Fig. 3.1.4. First, the peak SAR value
was calculated from 27 averaged electric fields. It is found that the calculated peak
SARygwithout metamaterials was 3.70 W/kg. Then, 48 electric fields were averaged
to obtain the SAR values. The calculated peak SAR;gwas 3.87 W/kg. Similar results
can be obtained for SAR calculation with different sampled electric fields.

Since the grid size will affect the accuracy of the FDTD simulation, the calculated
SAR values for different grid size and time step were studied. The smaller grid size
with Ax =2.5mm, Ay=2.5mm, Az=2.5mm, and At=4.5 ps were also studied. The
calculated peak SARig with smaller grid size was 3.82 W/kg, which is similar to
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previous results.

Then, the metamaterials were placed between the antenna and human head. The
distance between the antenna feeding point and edge of metamaterials was 5 mm. The
size of metamaterials in xz plane was 50 mmx 50 mm and thickness was 10 mm. The
metamaterials with ¢ = 1 and £=-3 at 900 MHz are employed. As shown in Fig.
3.1.5, it is found that the calculated SAR value is reduced to be 3.25W/kg.

To investigate the EM wave interaction between the muscle cube and antenna, Fig.
3.1.6 shows the SAR distribution in the yz section of the muscle cube. It is found that
the peak SAR occurs near the antenna. The SAR distribution of the muscle cube with
metamaterials is also studied. A significant SAR reduction in the muscle cube can be
observed with the metamaterials placement.

r —— SAR(without MTM)
6 - === SAR(with MTM)

SAR(W/Kg)

Time(ns)

Fig. 3.1.5 SAR calculation in the muscle cubic
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Fig. 3.1.6 SAR distribution (t=15 ns) in the yz section of the muscle cubic (a) SAR
distribution without metamaterials (b) SAR distribution with metamaterials.
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To validate the effect of SAR reduction with metamaterials, the commercial tool
Ansoft HFSS [47] is utilized for simulation. The radiated power from antenna with u
=1 and £=-3 medium is also fixed at 1 W. The SAR distribution in the yz cross
section of the muscle cubic is studied, as shown in Fig. 3.1.7. It is found that the
calculated SAR value is reduced from 3.45 W/kg to 3.10 W/kg. Peak SAR value
occurs close to antenna can also be observed for both HFSS and FDTD results. The
SAR reduction with metamaterials can also be observed with Ansoft HFSS simulator
to validate our study.

SAR Field[w/kgl
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2, 6429 +08a
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1. BEEEE +BEE

(8) (b)
Fig. 3.1.7 SAR distribution with HFSS solver'(a) SAR distribution without
metamaterials (b) SAR distribution without metamaterials.

3.1.3 SAR Calculation in the Head with Metamaterials

Fig. 3.1.8 shows the human head and antenna models in this study. Numerical
simulation of SAR value was performed by FDTD method. The parameters for FDTD
computation were as follows. The simulated domain were 128x128x128 cells. The
cell sizes were set as AXx = Ay = Az = 3.0 mm. The computational domain was
terminated with 8 cells PML. A dipole antenna was modeled by thin-wire
approximation. The antenna was arranged parallel to the head axis. The distance
between the antenna and head surface was 3.0 cm. The SAR value was calculated for
an antenna output power equal to 600 mW. The calculated steady-state SAR14 value is
shown in Fig. 3.1.9. It is found that the calculated peak SAR14without metamaterials
was 2.43 W/kg. The SAR simulation is compared with the results in [3, 4] for
validation, as shown in Table 3.2. Although different head and antenna models were
used, the simulated SARyq is similar to their results.
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Table 3.2 Comparisons of peak SAR

Frequency Tissue [3] 4] This work

900MHz Whole head 2.17 2.28 243

The metamaterials were placed between the antenna and human head. The distance
D between the antenna feeding point and edge of metamaterials was 3 mm. The size
of metamaterials in xz plane was 45 mmx45 mm and thickness d was 6 mm. The
SAR value and antenna performance with metamaterials were analyzed. To evaluate
the power radiated from the antenna, the source impedance (Zs) was assumed equal to
the complex conjugate of the free space radiation impedance (Zs= 102.14 - j83.78 Q).
The source voltage (Vs) was chosen to obtain a radiated power in free space equal to

600 mW (Vs =,/0.6-8-Rg, ). When analyzing the influence of the metamaterials and
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the human head on the antenna performance, the source impedance and source
voltage were fixed at the Zsand Vs values. The power radiated from the antenna was
evaluated by computing the radiation impedance in this situation (Zr=Rg+jXgr) and
used the following equation [38]

Py==VZ—R
R=5Vs 1 Zp + 25 2 (3.1.5)
The total power absorbed in the head was calculated by
Pass = EL o| Elfdv (3.1.6)
2
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Figure 3.1.10 Calculated SAR;4 from'FDTD simulation with metamaterials

Different negative medium parameters for SAR reduction effectiveness were
analyzed. We placed negative permittivity mediums between the antenna and the
human head. First, the plasma frequencies of the mediums were set to be ape =
11.309x 10% rad/s, wpm= 0 which give mediums with 2 = 1 and &= -3 at 900 MHz.
The mediums with larger negative permittivity ¢ = 1 and £=—5 were also studied. We
set I,=1.0x10%rad/s, suggesting the mediums have losses. Numerical results of SAR
value and antenna performance are given in Figure 3.1.10 and Table 3.3.

Table 3.3 Effects of metamaterials on antenna performances
and SAR reduction at 900 MHz

Z (€2) P (mW) | Pabs (mW) SAR]g(W kg)
No material 74.59 +92.75 600 317.98 243
pa=1.e=-3 1 5742 +99.83 5473 2243 1.73
u=1.e=-5| 061.63-19443 560.9 271.7 2.07
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From the simulation results, it is found that the peak SAR:y becomes 1.73 W/kg
with £ = 1 and &=-3 mediums. Compared to the condition without metamaterials,
the radiated power is reduced for 8.78% while the SAR is reduced for 28.8 %. With
the use of # = 1 and &= -5 mediums, the SAR reduction effectiveness is decreased.
However, the radiated power from the antenna is less affected.

To investigate the EM wave interaction between the human head and antenna, Fig.
3.1.11 shows the SAR value in the horizontal cross section through the eyes of this
head model. It is found that the peak SAR occurs near the ear close to the antenna.
The SAR values with # = 1 and ¢=-3is also demonstrated for comparison. A

significantly SAR reduction in the human head can also be observed.
2.4+
2.18182t0 2.4
1.96364 to 2.18182
1.74545 to 1.96364 m )
1.52727 to 1.74545
1.30909 to 1.52727
1.09091 to 1.30909
0.872727 to 1.09091
0.654545 to 0.872727
0.436364 to 0.654545

0.218182 to 0.436364
0to0 0.218182

(@)

(b)
Figure 3.1.11 SAR values in the horizontal cross section of this head (a) without
metamaterials (b) with metamaterials

Comparisons of the SAR reduction effectiveness with different positions and sizes
of metamaterials were analyzed. Simulation results are shown in Table 3.4. In case A,
the distance D between the antenna and metamaterials was changed from 3 mm to 6
mm. In case B, the metamaterials thickness d was reduced from 6 mm to 3 mm. It is
found that both the peak SARi4 and power absorbed by the head increase with the
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increase of distance D or the decrease of thickness d. In case C, the size of
metamaterials was increased from 45 mmx 45 mm to 48 mmx 48 mm. It can be noted
that the peak SAR;q is reduced significantly while the degradation on the radiated
power due to metamaterials is insignificant.

Table 3.4 Effects of sizes and positions of metamaterials
on antenna performances and SAR values

2, (Q2) Py (mW) [ Pabs (mW) SAng(‘N kg)
No materal 74.59 +392.75 600 31798 243
u=1.eg=-3| 5742 +j99.83 5473 2243 1.73
Case A 6548 +]93.34 5694 2827 215
Case B 73.41 +195.10 5815 2897 226
Case C 83.93 +1106.63 5854 2359 1.78

-30°-25 20 “15 10
{ { ] [

no materials
- --- metamaterials |,
- -

Figure 3.1.12 Calculated ¢ plane radiation pattern at 900 MHz.

To further investigate whether the metamaterials less affected the antenna
performance or not, radiation pattern of the dipole antenna with x = 1 and
&= -3 metamaterials were analyzed. The radiation patterns were obtained by the near-
and far-field transformation of the Kirchhoff surface integral representation (KSIR)
[35]. All the radiation patterns were normalized to the maximum gain obtained
without materials. Fig. 3.1.12 shows the radiation patterns in ¢ plane for € =90°. In
[5], the radiation pattern close to the head is reduced about 6 dB and our simulation
result is similar to their result. With the use of metamaterials, it can be seen that the
maximum degradation of the far field does not exceed 1.21 dB.

29



The use of metamaterials was also compared with other SAR reduction techniques.
The PEC reflector and ferrite material were commonly used in SAR reduction. The
PEC reflector and ferrite sheet were analyzed with the same size and position as
metamaterials. The relative permittivity and permeability of ferrite sheet were &= 7.0-
J0.58 and u = 2.83- j3.25, respectively. Numerical results are shown in Table 3.5. A
PEC placed between human head and antenna is studied. It can be found that the peak
SARyg is increased with the use of PEC reflector. This is because the EM wave can be
induced in the neighbor of a PEC reflector due to scattering. When the size of PEC
sheet is small compared to human head, the head will absorb more EM energy.
Similar results of peak SAR increase with PEC placement was also reported in [5].
The use of ferrite sheet can reduce the peak SAR;4 effectively. However, the
degradation on radiated power from antenna is also significant. In addition, compare
to the use of ferrite sheet, the metamaterials can be designed at the desired operation
frequency. The metamaterials are designed on circuit board so it may be easily
integrated to the cellular phone. The design procedure will be shown in section 3.2.

Table 3.5 Comparisons of SAR reduction techniques with different materials

2 (82) Py (mW) SARIQ(W kg)
pu=1,e=-3 57.42 +7199.83 547.3 1.73
PEC reflector 71.53 +333.03 535.61 5.37
Ferrite sheet 180.34 +1161.76 514.7 0.52

To study the effect of SAR reduction with the use of metamaterials, the radiated
power from the dipole antenna with ¢ = 1 and = -3 mediums was fixed at 600 mW.
Numerical results are shown in Table 3.6. It is found that the use of metamaterials can
reduce the peak SAR14 for 22.2%.

Table 3.6 Effect of metamaterials on SAR reduction
(Pr=0.6 W for 900 MH2Z)

900 MHz

No material =1 e=-3

SAR,, 243 1.89

30



3.2 SRRs Design Methodology and SAR Reduction

3.2.1 SRR Structure

From the FDTD analysis, we found that metamaterials can be used to reduce the
peak SARyqin the head. In this section, the metamaterials operated at 900 MHz and
1800 MHz bands of the cellular phone were designed. The metamaterials can be
obtained by arranging split ring resonators (SRRs) periodically. The SRRs considered
here consisted of two square rings, each with gaps appearing on the opposite sides.
The configuration has a geometry that is similar to the SRR structures in [39]. As
shown in Fig. 3.2.1, the structure of a single SRR is defined by the following structure
parameters: the square ring size I, the ring thickness c, the ring gap d, and the split gap
g. The resonant frequency of SRRs can be shifted toward higher or lower frequency
band by properly choosing these structure parameters.

- (-

Figure 3.2.1 The structures of split ring resonators (SRRS).

3.2.2 SRR Design and Simulation

Numerical simulation can predict the transmission properties of SRRs with various
structure parameters. We used FDTD method to simulate the SRRs structures. For all
simulations, EM wave propagated along the y direction. The electric field polarization
was kept along the z axis and magnetic field polarization was kept along x axis.
Periodic boundary condition was used to reduce the computational domain and
absorbing boundary condition was used at the propagation region. The
total-field/scatter-field formulation was used to excite plane wave. The region inside
of the computational domain and outside of the SRRs was assumed to be vacuum.

To verify our FDTD simulation, the structure parameters of SRRs were chosen the
same as [39]. The structure parameters were d =g =c¢ = 0.33 mm, and | =3 mm. The
thickness and dielectric constant of the circuit board were 0.45 mm and 4.4,
respectively. The SRRs were placed in the yz plane, as shown in Fig. 3.2.2. The unit
elements in the propagation y direction were 25 elements. Periodic boundary
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conditions were applied normal to the propagation direction. Fig. 3.2.3 shows the
transmission spectra of SRRs in this simulation. In [39], the measured results show
that the SRRs display a stop band extending from 8.1 to 9.5GHz, which is similar to
our simulation results.

- » - V
Y. Periodic Boundary Condition
. T
Absorbing 1 : Absorbing
Boundary | [, Boundary
Condition | | - Condition

Periodic Boundary Condition

Figure 3.2.2 Top view of the FDTD setup for SRRs simulation (H).
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Figure 3.2.3 Modeled transmission spectra of SRRs placed in the yz plane.

The SRRs placed in the xz plane were considered, as shown in Fig. 3.2.4. The
structure parameters of SRRs were the same as previous study in this section. The unit
elements in the propagation y direction were 20 elements. Periodic boundary
conditions were applied normal to the propagation direction. Fig. 3.2.5 shows
simulated transmission spectra of SRRs. The stop band is shifted toward higher
frequency band and extends from 18 GHz to 24 GHz. From this study, it is found that
both of the two incident polarizations can produce stop band. As shown in [40], the
stop band corresponds to a region where either permittivity or permeability is negative.
When the magnetic field is polarized along the split ring axesH,, it will produce a
magnetic field that may either oppose or enhance the incident field. A large
capacitance in the region between the rings will be generated and the electric field
will be strongly concentrated. There is strong field coupling between SRRs and the
permeability medium will be negative at stop band. On the other hand, the behavior of
the stop band can be contrasted with that occurring for the H, case. Because the
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magnetic field is parallel to the plane of SRRs, we assume the magnetic effects are
small, and that permeability is small, positive, and slowly varying. In the
H, condition, these structures can be viewed as arranging the metallic wires
periodically. The continuous wires behave like high-pass filter, which means the
permittivity can be negative below the plasma frequency. For this metallic wire
structures, there will be a stop band around the resonance frequency. As shown in
Fig 3.2.5, a stop band occurs, but outside of the stop band region of the
H, polarization. The contrast between the two stop bands in theH,and H, cases
illustrates the difference between the magnetic and electric responses of the SRRs.
Theoretical investigations in [40] have shown that the H, band gap is due to

negative permeability and the H, band gap is due to negative permittivity.
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Figure 3.2.4 Top view of FDTD simulation for SRRs placed in the xz plane (H,).
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Figure 3.2.5 Modeled transmission spectra of SRRs placed in the xz plane.
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We will investigate whether the performance of metamaterials is affected or not
when placing closely to materials with large dielectric constant and conductivity. The
SRRs placed closely to dielectric cube with &£ =49.4 and o=1.53 was studied, as
shown in Fig. 3.2.6. The simulation condition was the same as above study except the
presence of dielectric cube. The receiving point of S;; is placed between the SRRs
and dielectric cube. Fig. 3.2.7 shows the calculated transmission spectra of SRRs.
Compared to the condition without dielectric cube, the magnitudes of transmission
spectra are changed. However, the frequency of stop band is not affected. The SRRs
can still retain their propagation properties if placed closely to large dielectric
materials.
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Figure 3.2.6 Top view of FDTD simulation for SRRs with dielectric cube.
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Figure 3.2.7 Modeled transmission spectra of SRRs placed in the xz plane
with dielectric cube.

From the numerical study by FDTD method with Drude model, we find that the
peak SAR value in the human head can be reduced by using negative permittivity
mediums. The SRRs placed in the xz plane were considered. On the other hand, the
size of the metamaterials in the EM propagation direction will not be too large with
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this placement. To construct the SRRs for SAR reduction, we have changed the
structure parameters of SRRs that the stop band can be designed at 900 MHz and
1800 MHz band, respectively. From FDTD simulation, we found that the ring size | is
an important factor for operation frequency. The stop band can be shifted toward
lower frequency band by increasing the ring size. To obtain a stop band at 900 MHz,
the structure parameters of SRR were chosen as ¢ = 1.8 mm, d = 0.6 mm, g = 0.6 mm,
and | = 43.8 mm. The periodicity along X, y, z, axes were Ly= 63 mm, Ly= 1.5 mm,
and L, = 63 mm, respectively. On the other hand, to obtain a stop band at 1800 MHz,
the structure parameters of SRR were chosen as ¢ = 1.8 mm, d = 0.6 mm, g = 0.6 mm,
and | = 34.2 mm. The periodicity along X, y, z, axes were Ly= 50 mm, Ly= 1.5 mm,
and L, = 50 mm, respectively. Both the thickness and dielectric constant of the circuit
board for operating at 900 MHz and 1800 MHz were 0.508 mm and 3.38, respectively.
The size of the designed SRRs can also be reduced with the use of high dielectric
constant circuit board. As shown in Fig. 3.2.8, the SRRs medium can display a stop
band at 900 MHz and 1800 MHz after properly designing structure parameters.
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Fig. 3.2.8 Modeled transmission spectra of the designed SRRs.

It is known that a simple frequency selective surface (FSS) can also be used to obtain
a stop band. In [41-43], a number of FSS are proposed for antenna application. In [43],
the authors also proposed capacitively loaded loop (CLL) structure which is similar to
SRR for antenna application. However, these structures display a stop band at several
GHz. We have tried to use high impedance surface structure [41] to reduce the peak
SAR. However, we found that when these structures are operated at 900 MHz, the
sizes of these structures are too large for cellular phone application. A negative
permittivity medium can also be constructed by arranging the metallic thin wires
periodically [10]. However, we found that when the thin wires are operated at 900
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MHz, the size is also too large for practical application. Because the SRR structures
are resonant due to internal capacitance and inductance, they are on a scale less than
the wavelength of radiation. In this study, it is found that the SRRs can be designed at
900MHz while the size is similar to that of cellular phone.

3.2.3 SAR Calculation in a Muscle Cube

The designed SRRs were used to reduce the SAR value. Since a 3-D model of the
whole head with the presence of SRRs structure requires a great amount of memory in
FDTD computation, a simplified muscle cube is studied to validate the effect of SAR
reduction. Fig. 3.2.9 shows the muscle cube used in SAR simulation. It was formed
by muscle tissue with &=51.8, c =1.11,and p = 1040 at 900 MHz and & = 49.4,
o =1.53,and p = 1040 at 1800 MHz. The distance between the antenna and the
muscle cube was 25 mm. The designed SRRs were placed between the antenna and
the muscle cube. The finite sized SRRs with Nx = 1, Ny = 10, and N, =1 unit elements
along each direction were considered. The radiated power from the antenna was
assumed to be 600 mW at 900 MHz and 125 mW at 1800 MHz, respectively. The size
of the muscle cube was chosen equal to the length of the dipole antenna.

PML

SERs

- Muscle Cube

_ - -
= 25mm

Fig. 3.2.9 Structure used in SAR calculation.

The peak SARy4 and antenna performance with SRRs were studied. The results are
given in Table 3.7. The radiated power from the antenna operated at 900 MHz was
changed from 600 mW to 528.8 mW. The peak SAR;4 became 5.59 W/kg, a reduction
of 36.8% with respect to the condition without SRRs. The antenna operated at 1800
MHz with SRRs was also studied. The radiated power changed to 119.2 mW and the
peak SAR;4 became 0.54, a reduction of 44.3% with respect to the condition without
SRRs. It is found that the radiated power is less affected while the peak SARiq is
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reduced significantly with the designed SRRs.

Table 3.7 Effects of SRRs on the antenna performance and SAR reduction

900 MHz 1800 MHz
No SRRs With SRRs No SRRs With SRRs
Zy 4948 +jd8.81 | 40.77+/49.04 | 63.30+/83.206 | 83.127+/91.88
P, 600 mW 5288 mW 125 mW 1192 mW
SAR 8.85 5.59 0.97 0.34

To study the effect of SAR reduction with the use of metamaterials, the radiated
power from the dipole antenna with SRRs were fixed at 600 mW and 125 mW at 900
MHz and 1800 MHz operation bands, respectively. Numerical results of peak SAR;gq
are shown in Table 3.8. The peak SAR;4 values with SRRs are reduced for 27.57%
and 37.62% at 900 MHz and 1800 MHz, respectively. As a consequence, the designed
SRRs can be used to reduce the EM interaction between the antenna and the muscle
cube.

Table 3.8
Effect of SAR reduction for 900MHz and 1800MHz bands
(Pr=0.6 W for 900 MHZ AND P =.0.125 W for 1800 MHZ)

Frequency No SRRs SRRs Reduction %o
900 MHz 8.85 6.41 27.57%
1800 MHz 0.97 0.605 37.62%

In general situation, the bandwidth used for mobile communications is 5% or so.
The effect of SAR reduction with the designed SRRs on the 5% frequency bandwidth
was studied. Table 3.9 shows the numerical results. Compared to the peak SAR values
without SRRs at 900 MHz and 1800 MHz, the performance of SAR reduction on the
5% frequency bandwidth is also significant.

Table 3.9 Effects of SAR reduction on 5% frequency band

for 900MHz and1800MHz
877 MHz 922 MHz 1755 MHz 1845 MHz
Peak SAR 5.85 5.24 0.398 0.464
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3.3 Discussion

In this work, we have reduced the EM interaction between the antenna and the
human head with metamaterials. Based on the 3-D FDTD method with lossy Drude
model, it is found that the peak SARyq in the head can be reduced by placing the
metamaterials between the antenna and the human head. The antenna performances
can be less affected with the use of metamaterials. Comparisons with other SAR
reduction techniques are also demonstrated. We also designed metamaterials from
periodically arrangement of split ring resonators (SRRs). By properly designing
structure parameters, the stop band of SRRs can be designed at 900 MHz and 1800
MHz bands of the cellular phone. The peak SARyyin a simplified muscle cube with
the presence of the designed SRRs is studied and a significant reduction can be
obtained. The designed SRRs also have good performance of SAR reduction on 5%
frequency bandwidth. Numerical results can provide useful information in designing
communication equipments for safety compliance.
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Chapter 4

Stability Analysis of Absorbing Boundary
Condition for ADI-FDTD Method

In this chapter, stability analysis of the absorbing boundary conditions (ABCs) for
alternating direction implicit (ADI) finite-difference time-domain (FDTD) method is
demonstrated. First, the stability analysis of the Mur’s first order ABC in the
ADI-FDTD method is presented. To analysis the stability of this scheme, the
amplification matrix is derived. The effect of wave propagation direction on the
stability of this scheme is investigated. The numerical dispersion relation of this
scheme is also derived analytically from the amplification matrix. From the
theoretical stability analysis and numerical simulation, it is found that the Mur’s first
order ABC in the ADI-FDTD method will be unstable.

On the other hand, the stability analysis of the split-field PML for ADI-FDTD is
studied. The amplification matrix- of this scheme -is also derived based on the Von
Neumann method. From the stability analysis, it is found that the split-field PML
scheme for ADI-FDTD will be unstablerat'the PML interface and inside the PML
regions. The instability of this scheme inside the PML regions can be improved with
the modified PML conductivity profile. The theoretical results are validated by means
of numerical simulations.

The ADI-FDTD method can be seen as a second order perturbation of the
Crank-Nicolson FDTD (CN-FDTD) scheme. The difference between the CN-FDTD
and ADI-FDTD is the At? perturbation term. When the PML is introduced for the
ADI-FDTD method, the perturbation term will affect the stability of the ADI-FDTD
method. In this work, the stability analysis of the PML schemes for the ADI-FDTD
and CN-FDTD are demonstrated. It is found that the split-field PML and unsplit-field
PML for ADI-FDTD method can lead to unstable condition due to the perturbation
term.

The proposed modified PML conductivity profiles can improve the stability of
split-field PML scheme for ADI-FDTD method. Numerical simulations of the VLSI
interconnect and RF inductor in time domain and frequency domain will be
demonstrated to show the efficiency and accuracy of this method
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4.1 Analysis of Stability and Numerical Dispersion Relation of Mur’s
Absorbing Boundary Condition in the ADI-FDTD Method

4.1.1 Stability Analysis of the Mur’s First Order ABC in the ADI-FDTD

The stability of the Mur’s ABC in the ADI-FDTD method is studied. For simplicity,
we consider the 2-D TM ADI-FDTD. This scheme at the y = jmax-1 grid boundary is
illustrated. Based on [20], the formulations of Hy, Hy, and E, components in the first
updating step are

1/2 At
HQT,jmax—llz = H)Ti,jmax—llz _M(E?i,jmax - Egi,jmax—l) (411)
At
H ;1:{{/221 max-1 = H )r/]i+1/2,jma><—1 + m(E?ﬁﬁ max-1 — E?iflj/n%axfl) (4 12)
1/2 At 1/2 1/2
ESiJr,jmax—l = E?i,jmax—l +E( )r/]Jir+1/2,jmax—1 -H )r/Hi'—llz,jmax—l)
4.1.3
At ( n n ) ( )
_FAy Xi,jmax-1/2 — Hxi,jmax—3/2
and in the second updating step
1 1/2 At 1 1
H>r<li+,jmax—1/2 = HQT,jmax—llz _Z_'UAy(EzniJr,j max — Ezni+,jmax—1) (414)
L _ N2 LAt (En+l/2 _gni2 ) (4.1.5)
yi+l/2,jmax-1 = T Tyi+1/2, jmax-1 2,LIAX Zi+1, jmax-1 zi,jmax-1 e
At
Eznrlj max-1 — EzniJr,lj/n%ax—l E( QJiri{IzZ,jmax—l -H ;?}{Izz,jmax—l) (4 1 6)
At
_Egzg( >r(]i+,1jmax—1/2 A\ HQ:AJ max—3/2)

where At and Ax are the time step size and cell size; respectively.

The Mur’s ABC [34] is implemented at the boundary y = jmax. The ADI schemes of
the Mur’s ABC are based on the formulations‘in [22]. As an explicit direction in the
first updating step, the wave equation is written as

0 EnHli4 Vinax % E;ﬁ;jx_m (4.1.7)

ot 21, max-1/2

From (4.1.7), the field component E; at the boundary y = jmax Can be written as
N+ n VmaxAt_2A
Ez i?-jlzmax = Ez i, jmax-1 +[VmaxAt+2A§]( z i, jmax-1 —
On the other hand, as an implicit direction in the second updating step, the wave
equation is written as

Ogna _y 0 gnn (4.1.9)

ot Zi imaxvi2 maxay Zi, fmax-1/2

From (4.1.9), the implementation of the Mur’s first order ABC for the ADI-FDTD
should be applied inside the tridiagonal matrix, the field component E, at the
boundary y = jmax becomes

Vinax At Vinax At
E?ﬁlj max[1+ %j + Egﬁlj max—l[l_ nZ?J = (E;Hi-,ljjﬁ'lax—l + E;Hi-,lj/ﬁwax) (41 10)

Due to the adoption of the Mur’s first order ABC at the boundary, the E; ijmax
expression in (4.1.10) is substituted into (4.1.1) and (4.1.4), respectively. The Hy

components become
H n+l/2 H n

xi,jmax-1/2 = M xi, jmax-1/2 (4111)

At 2Ay E _ Ay
= g2 (g2 pndi2
2 y[ zi, j max l[Ay+vmaXAt) ( zi, jmax zi,jmax-1 Ay+vmaxAt
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HQiJrljmax—llz H>r<]| J/n%ax—llz (4 1 12)
A Y 24y (E nHL2 N2 Ay o
2,L1Ay zi, jmax-1 Ay +Vma><At zi, Jmax zi,jmax-1 Ay +VmaxAt

As shown in [20], the stability analysis of the ADI-FDTD method is studied from
deriving the amplification matrix or the amplification factor for the two updating steps
of this scheme. To derive the amplification matrix for the first updating step, the
relation of field components at nth time step and (n+1/2)th time step in the system of
the first updating equations are employed. However, the Hy at (n+1/2)th time step is
calculated from the E, components at (n-1/2)th time step and nth time step, as shown
in (4.1.11). To write this equation into the matrix from nth time step and (n+1/2)th
time step, we need to introduce the amplification factor ¢ for E, components at

(n-1/2)th time step and rewrite (4.1.11) to be
H n+1/2 =H n

xi,jmax-1/2 = " ' xi, jmax-1/2

At 2Ay 1 Ay
- | -EN. = |+=EM L EM S A
2 y{ Z|,Jmax—1[Ay+VmaxAtj 5( zi, jmax ZIYJmaX_l(Ay"’VmaxAtJ]

Since ¢ is the amplification factor from (n-1/2)th time step to nth time step, it is

identical to the amplification factor of the second updating step. As a result, the first
updating equations (4.1.2), (4.1.3), and (4.1.13) can be formulated in the matrix form.

The numerical stability of this scheme is determined with the Fourier method. The
spatial frequencies are assumed to be ky, ky, and k; along the x, y, and z directions, and
the field components in the spatial spectral domain are

(4.1.13)

Ky iAX 4K, JA
EZ|j Ele (kg y1Ay) (4.1.14)
== 1
Ky iax Kk, (j+=)A
e, =Hog Y (4.1.15)
i j+o
2
\ 1 )
H,', = Hpel 2 (4.1.16)

After substituting these equations for the first updating equations, we can obtain

H)r(HllZ:HQ
A [y
4.1.17
LAt 2Ay ox _.(kyAVj ( /J[Ay+vmaxAtj £ ( )
24AY | AY + Vg At 7! 2 E;

+. k A +:
Hy Y2 =H) + jmsm( %jEQ 12 (4.1.18)
n+ n KA N+ At . (k,Ay n
EMY2 gD 4 J—Sln( %)Hy 112 _JgTysm[ y KJHX (4.1.19)
Denote the field vector in the spatial spectral domain as
S EECH HQ]T (4.1.20)

The time marching relation of the field components can be written in a matrix form

as
1

X2 =MIPX" = A X" (4.1.21)
where
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. . A
1 0 —j At sin KA
EAX 2
M, = 0 1 0
_j At in K, AX 0 1
HAX 2
1 ~ A i KyAy 0
Ay 2
At kyAy Ay
At 2a Sy _uAyCO{ 2 j[Ay+v AtJ
SFTETRE -
2y \ Ay + Vg At 3

0 0 1

The growth factor for the first updating step is the eigenvalues of A;. It can be found
that the £is one element of the matrix P; Similar procedure can be applied to the
second updating equations (4.1.5), (4.1.6), and (4.1.12), the field components for the
second updating equations from (n+1/2)th time step to (n+1)th time step can also be
written in a matrix form

1
1 L n+— n+

(4.1.22)
where ) )
1 jﬂsin(wJ 0
EAY 2
M. |- At 2AY e*ikyA% ) 0
2- 2UAY \ AY + VAt
0 0 1
1 0 jﬂsin(kxij
EAX 2
At kyA A
P, =| ———cos| i y 1 0
HAY 2 AY + VAt
i At sin(kXAXj 0 1
i JHAX 2 |

|

The growth factor for the second updating step is the eigenvalues of A,. Combing
the two half time steps can lead to one time step

XM= AJALX " = AX" (4.1.23)
In this work, the & value is solved first to obtain the matrix A.When the matrix A

is obtained, the amplification factor for the total updating step can be found. The
stability of this scheme requires that the eigenvalues of A lie within or on the unit
circle, i.e.,|1,|<1. Due to the complexity of the amplification matrix A, it is difficult to

get a simplified analytical expression for the eigenvalues. The eigenvalues are
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numerically calculated by Matlab®. The amplification matrix A is a function of the
discrete wavenumber. All propagation directions are considered to study the stability

of this scheme. Let ky = ksing, ky= kcoso, andkzm; angle ¢ is incident angle
with respective to the y axis.

To study the stability of this scheme, a 2-D computation domain is studied and the
ratio of At/Atna is defined as the CFL number (CFLN). The cell size with AX = Ay =
1.0 mm and FDTD time step size limit Atnx=2.35 ps are used. The stability of this
scheme with different propagation direction and time step size is investigated. The
calculated maximum eigenvalues of A for different time step size and wave
propagation direction are shown in Fig. 4.1.1.
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Figure 4.1.1 The maximum eigenvalues for different propagation direction.

The eigenvalues of this scheme will be smaller than unity only when the
propagation directions are at ¢=0°, 45°, and 90° and will become unstable at other
propagation directions. It can also be found that the eigenvalues are larger than unity
even when CFLN = 1 is used. In a practical ADI-FDTD simulation, the
electromagnetic wave will not propagate at a specific direction when it reaches the
absorbing boundary condition. Since the ADI scheme of the Mur’s ABC is unstable,
the field components at the boundary will become unstable.

4.1.2 Numerical Dispersion Relation

In this section, the numerical dispersion of the ADI-FDTD is studied. The time step
size of the conventional FDTD needs to set to satisfy the Courant-Friedrich-Levy
(CFL) stability condition but the time step size for the ADI-FDTD can set to be as
large as the FDTD one. The time step size for the ADI-FDTD is not restricted by the
grid side but by the numerical dispersion.

The calculated and measured transmission loss of the power plane is studied, as
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shown in Fig. 4.1.2. The Mur’s first order absorbing boundary conditions are applied
on the outer surface. For conventional FDTD simulation, the grid size Ax = 2mm, Ay
= 2mm, and Az = 1.6 mm are used. The maximum time step size At =3.5 ps is used to
meet the stability condition. For ADI-FDTD simulation, both 3At and 5At time step
are used for comparison.

As shown in Fig. 4.1.2, the calculated transmission loss of the FDTD is similar to
the measured data although its response is shifted downward slighted in term of
frequency. Comparing the results of the ADI-FDTD method with the FDTD method,
we can see that there are differences depending on the time step size, as shown in
Table 4.1. The difference is due to the numerical dispersion. It can be seen,
quantitatively, that the increase in time step size resulted in a reduction of the resonant
frequency. As mentioned, the tradeoff resulting from an increase in time step size,
which effects a reduction in CPU time, is an increase in numerical errors. The
ADI-FDTD method will have advantage over the FDTD method if a model with
smaller grid is studied.
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Figure 4.1.2 Transmission characteristics for power plane study.

Table 4.1
Calculated resonant frequency for different schemes
Measured FDTD | ADI-FOTD | ADI-FDTD | ADI-FDTD
(CFLN=1) | (CFLN=3) | (CFLN=5)
frequency 2.12 2.10 2.10 2.07 2.04
(GHz)
Difference 0.94% 0.94% 2.35% 377
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4.1.3 Numerical Simulation

Numerical verifications of instabilities are performed by 3-D ADI-FDTD with
Mur’s first order ABC. In this study, a uniform mesh with cell size AX = Ay = Az =
1.0 mm and the maximum FDTD time step Atma=1.92x102s are used. The
computation domain is 42x 42« 42. The Mur’s first order ABCs are applied on the six
sides of the computation domain. A differential Gaussian pulse is launched for E,
component. The source is excited at the center position (21, 21, 21) and the
observation point is positioned at (21, 20, 21). Numerical simulations of the
ADI-FDTD with Mur’s ABC for different CFLN are demonstrated. The ADI-FDTD
method can be efficient only when large CFLN is used. This scheme with CFLN =3
and CFLN =5 are studied, as shown in Fig. 4.1.3 and Fig 4.1.4, respectively. It can be
found that instability of this scheme will appear after running 1300 time steps and 600
time steps for CFLN = 3 and CFLN = 5, respectively. With the implementation of the
Mur’s ABC in the ADI-FDTD method, this scheme will become unstable with less
time steps when larger CFLN is used.
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Figure 4.1.3 Numerical simulation of the ADI-FDTD with Mur’s ABC (CFLN=3).
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Figure 4.1.4 Numerical simulation of the ADI-FDTD with Mur’s ABC (CFLN=5).4.2
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4.2 A Modified PML Conductivity Profile for the ADI-FDTD Method
with Split-field PML

4.2. 1 Theoretical Amplification Matrix
In this section, the amplification matrix of the ADI-FDTD method with split-field
PML is derived. For simplicity, a 2-D TM ADI-FDTD is studied. In this scheme, the

field components E.x, Ezy, Hy, and Hy for the first updating procedure can be written

as

1
n+=

2 _ n n n
Ezyi'j —Cay'Ezyiyj_be'(Hxi i _Hxi _71) (421)
! 1 1
i, + X ~bx, X~ bx sz]_ X ~bx, Xi-1, X ~bx,
Eaxi,j (1 ChxDbx 1 +Chx Dy 2) Jcb Dps —E ,Cb Dix,2

_C 'EZX|J (422)

+Cpy ’(Daxl H ~ Dz H yinfl/Z J')

l l l
zyI (Cbebxl+Cbebx 2) zyHl]Cbebxl+ E

y|+l/21

7yj, JCbx Dbx 2

1

ol
fo21=Dayvl.Hx L R (4.2.3)
2

2 junt Dija i ZYi,j)

1

1 1 1 1
Hy 2 = DasH e BB Byl 4By — Bl By, (4.2.4)

Wi, j i, EZYi,j )

h - oAt At
W ere C..= de Cb — 2&As
as S
14 oAt 14 oAt
4e 4e
[ n*At At
Y urs  s=X,y;n=1,2
Das.n = 4u Dps,n = * M y’ B
' * ogn At
14 ggn At 148N
4u 4u

k — ¥ ¥ — k 3k —_ * k — ¥
O x1= O xi+12)jy O x2= O xi-12jy O y1— O yij+1/2, O y2= O yij1/2

Since the electric conductivity o-and magnetic conductivity & within the PML are
usually scaled for small reflection, the PML parameters o and & in these equations
will be position-dependent. In this study, the amplification matrix is derived using the
actual updating equations of field components to capture the effect of the PML
conductivity profile.

Similarly, for the second updating procedure, the field components can be written
as

1
szin,JJT:L = Cax -E _anl/Z +CbX (H Y. 12 - H Yi 1 ) (425)

i, j .
i+, —=
el 5
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n+1( ) n+l
EZyI i 1+be Dby +be Dhy.2 ZY| ]+1be Dy~ ZY| i 1CbY Doy.2
1/2
:C E n+.
i,j (426)
n+1/2 n+1/2
_be'( ayl qu j+1/2 Day2 HXI] 1/2)
n+l
Ez><| j (be Dbyl +be Dby 2)+ sz. J+1be Dbyl + E be Dby,2
n+l n+1/2 n+l n+l n+l n+l 427
Hx_ L = Day,l : Hxi j+l - Dby,l '(szi,j+1 + EzyI j+1 EZXlJ EzyIl ) ( )
2 2
1 1 1 1
n+l n+1/2 ) s iy 428
Hy”l - Dax,l HyHl j + Dbxl (EZX|+1 + Ezy,“J szi‘j2 - Ezyi‘jz) ( )
2 2

We assume the spatial frequencies to be k, ky, and k, along the x, y, and z directions
and the field components in the spatial spectral domain can be written as

= j(kyiAx+ky jAy)
Euq; = Ene (4.2.9)
K, iAX+k, jA
By =ERe ~ilkdaxky jay) (4.2.10)
. 1
— j(kyiAx+k, (j+=)Ay)
H" | =Hg e (4.2.11)
i, j+=
2
. 4 .
= J(ky (+5)AX+K  jAY)
H," | =Hje 2 (4.2.12)
1+—,]
2
After substituting these equations into (4.2.1)-(4.2.4), we can obtain
1 kA -k, Ax
szm2 1+Cpy -2j- Dy ~sin[kX2AX]e7JT —Cpy -2 Dyy2 -sin(kx—zAXje 2 ]
=Ca - Ex" (4.2.13)
o L
+Cpy | D1 -Hy'® 2 _Dax‘Z‘Hy 2 ]
-k AX kX L
+Cyye - 72j-Dbxv1-sin(kX2AX]e_J 2 +cbx-2j-DbX2-sin[kxzm‘jeJ 2 ]-Ezyn 2
1
N+ kyA
Ezy 2:Cay‘Ezyn*'zJ"be'Sin[ yzy]'Hxn (4214)
1
M7 2Dy Hy 2] Dm'sin[kyA ]_(szn “E)) (4.2.15)
s K. A et s 4 2 16
H, 2:Dax.l-Hy”72j~DbX,1-sin( szj-(sz 24E, ?) (4.2.16)
Denote the field vector in the spatial spectral domain as
X" =[EZ”X Ep HJ H;]T (4.2.17)

The time marching relation of field vector can be written in a matrix form as
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where
[ k,Ax
l+CbX-2j-th1-sin(kx2AXje 2
kyAx
K AX ) i
—-C..-2j-D sinl 2= g” 2
M, = bx ¢ Ppxa [ 5 j
0
0
2j Dbxl-sin(kxAXj
L ’ 2
Cax 0
R= 0 Cay

. (kyAy) )
2j-Dyyy-sin 5 2] Dyyy-sin 5
0 0

k,Ay

nel
M;X 2 =pPX"

Cix -2 Dpy sin[kXZA

Kk Ax
Kk jRAX
—Cpy-2j-Dpyy -Sil’][ XZAX]eJ 2
1

0 10
2j- Dy -sin[ kX

2

We can apply the same procedure for the second updating equations.

where

1

kyAy
koAy) —jod
be-21~Dby1-sin[ y2 y]e 2

kyAy
k,Ay) 2
M, —be-ZjADbyz-sin[yTyJe 2
k, Ay
; ol By
—2]-Dbyv1-sm[ 2 ]
Cax 0
P, = 0 Cyy
0 0
—2j»DbXV1»sin(kX2ij —2j<Dbxv1<sin[

K, AX j 0
2

1
n+—
szﬂ+1 = P2X 2

0
- . ky 2
1+Cy, - 2]+ Dyyy -sin 7 e

Ky
kyay )7y
2

) [ kyA
—2]j-Dyy,sin >

—Cpy -2)-Dyyp -sin[

,Jw
2
c Dy -
by kyAy
j
2
—Dyyp e

D,

ay,l 0

Dax‘l

We combine the two half time steps to one time step

X" = MM TR X " =

(4.2.18)
(4.2.19)

0 0]

00

10

0 1]

kszx]

AXT (4.2.20)

It can be found that not only o'xisizjand o'y ijeae but also o'xiazjand oy ija are
within the amplification matrix A. The stability criterion requires that the eigenvalues

of A lie within or on the unit circle, i.e.,|1,|<1.

4.2.2 Stability Analysis

For the stability analysis of this scheme, the eigenvalues of amplification matrix are
evaluated. Due to the complexity of the amplification matrix A, it is difficult to get the
simplified analytical expression for the eigenvalues. The eigenvalues are numerically
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calculated by Matlab. The stability matrix is a function of the discrete wavenumber.
Since the stability must be independent of the angle of wave propagation, all angles

must be considered. We find that the maximum eigenvalues occur whensin(ksA%jzl, s

=X,V Z

A 2-D computation domain contains 42 x 42 cells is studied. The cell size with Ax =
Ay = 1.0 mm and FDTD time step limit Atynax=2.35 ps are used. Ten layers of PML are
used in x and y direction. The parameters of PML are chosen the same as those in [25].
The polynomial scaling is used for the PML conductivity profile

o o~ (m+1)
smax — Ot T 950 40

m
T smax |s ~ SOl

o S=X,VY,1Z (4.2.21)

os(s)=

where d is the thickness of PML absorber, As is the cell size, and sy represents the
interface. In this simulation, we choose m = 4 and omax = 10.61S/m for optimum PML
performance [25].

In order to validate the proposed amplification matrix, the eigenvalues of
amplification matrix are computed for free space condition o= o = 0and PML
medium with same conductivity o= omax: The time step size iS 5Atmax. As shown in
Table 4.1, this scheme will be stable on these ‘conditions since all eigenvalues are
smaller than unity.

Table 4.2
Eigenvalues of A for free space and PML mediums o = omax
Free space PML medium
o=0 O = Omax
1.0000000e+000 8.7121313e-001
XAl 1.0000000e+000 8.7121313e-001
1.0000000e+000 4.8417857e-001
1.0000000e+000 4.8417857e-001

The ADI-FDTD method with the conventional PML conductivity profile (4.2.21) is
studied. Since the o and o within the PML become position-dependent, the
amplification matrix will also be different for different PML coefficients. The
eigenvalues of amplification matrix are computed for four PML coefficients, as shown
in Fig. 4.2.1 Position 1 is located at free space. The positions within the PML
mediums are studied. Position 2 is located at the interface between PML and free
space where o'yijr2= 0 and o'yij12= 30.1592. Position 3is located at the first layer
of PML where o'y ijr2= 30.1592 and oy ij.1/2=934.9371. Position 4 is located at the
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eighth layer of PML where o'y ijs12 = 481372.0127 and o'y ij-12= 792615.6173. The
ox= ox = 0 is used for the four positions.

PML

XPosition 1

 Position 2
K Position 3

X Position 4

X

Figure 4.2.1 Four positions for eigenvalue calculation.

The calculated eigenvalues of A for different time steps and positions are shown in
Table 4.2. We have tested different values for the numerical accuracy to be certain that
round-off error does not affect the calculated eigenvalues. As shown in Table 4.2, it is
found that the maximum eigenvalue increases with the grow of the time step. This
scheme will be unstable at Position. 2 and Position 3 because the eigenvalues are
larger than unity. In [28], it was commented that the instability of the ADI-FDTD
method with the split-field PML is unavoidable. The eigenvalue of this scheme with
time step size less than the CFL limit is also investigated. It can bee seen that some
eigenvalues are larger than unity at Position 2 and Position 3 even the time step
0.9Atmax IS used.

Table 4.3 Eigenvalues of A for 2D ADI-FDTD with PML
Position 1
(21, 20)

Position 4
(21, 2)

Position 3
(21,9)

Position 2
(21, 10)

0.9Atmax

1.0000000e+000
1.0000000e+000
1.0000000e+000
1.0000000e+000

9.9999985¢-001
9.9999985¢-001
1.0000000e+000
1.0000021e+000

9.9991584e-001
9.9991584e-001
9.9977724e-001
1.0000735e+000

6.9932975e-001
6.9932975e-001
6.4315304e-001
6.4315304e-001

Atmax

1.0000000e+000
1.0000000e+000
1.0000000e+000
1.0000000e+000

9.9999977e-001
9.9999977e-001
1.0000000e+000
1.0000028e+000

9.9990957e-001
9.9990957e-001
9.9974524e-001
1.0001031e+000

6.8325119e-001
6.8325119e-001
6.1599183e-001
6.1599183e-001
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1.0000000e+000
1.0000000e+000
1.0000000e+000
1.0000000e+000

2 Atmax

9.9999766e-001
9.9999766e-001
1.0000000e+000
1.0000141e+000

9.9983507e-001
9.9983507e-001
9.9940408e-001
1.0005628e+000

5.8437802e-001
5.8437802e-001
3.9758804e-001
3.9758804e-001

1.0000000e+000
1.0000000e+000
1.0000000e+000
1.0000000e+000

9.9998999¢-001
9.9998999¢-001
1.0000000e+000
1.0000451e+000

9.9960137e-001
9.9960137e-001
9.9871437e-001
1.0017621e+000

7.2137644e-001
5.0510375e-001
5.0510375e-001
1.5426083e-002

4.2.3 Modified PML Conductivity Profiles

The PML conductivity profile will affect the stability of the ADI-FDTD method with
the split-field PML. As shown in Table 4.2, it is found that all the eigenvalues are
smaller than unity at Position 4. We find that there are two conditions for this scheme
to be stable inside the PML regions. For the first condition, the ratio of the successive
magnetic conductivities in the PML should be small. For the second condition, the
electric and magnetic conductivities inside the PML regions should be large enough.
Since the PML conductivity is increased from the PML interface to the PEC boundary,
we find that the ratio of the successive magnetic conductivities in the PML close to
the PML interface should be smaller than 1.3 and that close to the PEC boundary
should be smaller than 1.5 to avoid the instability.

The effect of the conductivity profile on the stability of this scheme is investigated.
Two modified conductivity profiles are studied, as shown in Fig. 4.2.2. For the first
modified conductivity profiles, the omax = 10.61S/m and the ratio of the successive
magnetic conductivities inside the PML regions are arranged as

Oy, Oy
%2 _ 22 _13 (FromI* layer to3™ layer)
O—x,l O-y,l
oxs Oy
X2 _ Y2 _14 (From4™ layerto5™ layer)
O-x,l O-y,l
S
X2 _ Y2 _15 (From6™ layer to10™ layer) (4.2.22)
ax,l Uy,l

The increase of the PML conductivity of (4.2.22) is not polynomially scaled.
Therefore the PML performance with the first modified PML conductivity profile
(4.2.22) will be significantly affected. A second modified PML conductivity profile
with a constant scaling factor m is proposed. In this modified PML conductivity
profile, the successive PML conductivity is scaled using the polynomial function
(4.2.21) with omax=21.22S/mand m =2

US(S):"Sma:jz‘%z S=X,Y,2 (4.2.23)
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The corresponding normal reflection coefficient R(0) of (4.2.23) is 6.8x107
which is much smaller than the conventional value. Comparisons between the
conventional PML conductivity profile (4.2.21), the first modified conductivity
profile (4.2.22) and the second modified conductivity profile (4.2.23) are shown in
Fig 4.2.2.

25 T

—Q@— conventional conductivity profile
—m— 1st modified conductivity profile
—k— 2nd modified conductivity profile

= N
a1 o
T T T

Electric Conductivity
(=Y
o

PML layer

Figure 4.2.2 Conductivity profiles for the PML mediums.

The same 2-D computation domain 1s studied. The time step IS S5Atma. The
calculated eigenvalues of this scheme with different conductivity profiles at different
positions are shown in Table 4.3. First, the PML medium with the same conductivity
o=10.61 is studied. It is found that this scheme can be stable inside the PML regions.
However, the maximum eigenvalue at the (21, 10) is larger than unity. The instability
of this scheme at the PML interface is unavoidable. Although the instability inside the
PML regions can be improved, this scheme will suffer from lager reflection errors
since the conductivity is not increased from the PML interface to the PEC boundary.
The conventional conductivity profile (4.2.21) for optimum PML performance is
studied. As shown in Table 4.3, this scheme will be unstable from position (21, 10) to
position (21, 3) and become stable from position (21, 2) with the conventional
conductivity profile. This is because the ratio of the successive magnetic
conductivities in the PML layers can be less than 1.5 only at the regions close to the
PEC boundary.
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Table 4.4
The calculated eigenvalues of A for different conductivity profiles

Position

(21,10)

Position

(21,9

Position

(18)

Position

1,7)

Position

(21.6)

Position

13)

Position

@12

PML

medium

o=10.61

8.3167465e-001

8.3167465e-001

1.0000000e+00

2.2607177e+00

8.7121313e-001

8.7121313e-001

4.8417857e-001

4.8417857e-001

8.7121313e-001

8.7121313e-001

4.8417857e-001

4.8417857e-001

8.7121313e-001

8.7121313e-001

4.8417857e-001

4.8417857e-001

8.7121313e-001

8.7121313e-001

4.8417857e-001

4.8417857e-001

8.7121313e-001

8.7121313e-001

4.8417857e-001

4.8417857e-001

8.7121313e-001

8.7121313e-001

4.8417857e-001

4.8417857e-001

Conventional

conductivity

profile

9.9998595e-001

9.9998595e-001

1.0000607e+00

1.0000000e+00

9.9947387e-001

9.9947387e-001

1.0023617e+000

9.9837472e-001

9.9501294e-001

9.9501294e-001

9.8273693e-001

1.0149820e+000

9.7672831e-001

9.7672831e-001

9.2571923e-001

1.0462747e+000

9.2963950e-001

9.2963950e-001

7.9713001e-001

1.0958000e+00

8.0873543e-001

3.4158314e-001

5.3701283e-002

1.0400832e+00

8.5231622e-001

5.8450767e-001

5.1407068e-001

3.3159060e-002

1% modified

conductivity

profile

9.7912834e-001

9.7912834e-001

1.0952721e+00

1.0000000e+00

8.8457772e-001

8.8457772e-001

7.6986223e-001

9.8777229e-001

8.5285313e-001

8.5285313e-001

7.1107860e-001

9.8155369e-001

8.4633346¢-001

7.7764778e-001

6.1748176e-001

9.9755841e-001

8.8028977e-001

6.3334230e-001

5.0285471e-001

9.8509416e-001

7.7235998e-001

8.6715348e-001

2.5298972e-001

1.2658093e-002

5.7646377e-001

5.7646377e-001

7.4761908e-001

8.5740395e-002

2" modified

conductivity

profile

9.9540604e-001

9.9540604e-001

1.0200902e+00

1.0000000e+00

9.5110019e-001

9.5110019e-001

8.1340254¢-001

1.1607705e+000

8.1956499¢-001

8.1956499¢-001

4.9000128e-001

1.2344384e+000

8.3465030e-001

4.6990210e-001

1.7718996e-001

1.1379080e+000

9.2765962e-001

7.5040601e-001

3.0547466e-001

1.7064586e-002

8.4492806e-001

8.4492806e-001

4.7954231e-001

4.7954231e-001

9.0538676e-001

9.0538676e-001

5.2417697e-001

5.2417697e-001

The ADI-FDTD method with the modified PML conductivity profile is studied. For
the first modified conductivity profile (4.2.22), it can be found that all the eigenvalues
of this scheme are smaller than unity from position (21, 9) to position (21, 1), which
means this scheme can be stable inside the PML. For the second modified
conductivity profile (4.2.23), the ratio of the successive magnetic conductivities in the
PML is smaller than 1.5 from position (21, 6) to position (21, 1). As shown in Table
4.3, the calculated eigenvalues of this scheme with the second modified conductivity
profile can be stable in these positions. Compared to the conventional conductivity
profile, the instability inside the PML region can also be improved significantly with
the second modified conductivity profile.

The PML performances of this scheme with the modified conductivity profiles are
studied. A differentiated Gaussian pulse is launched for the Hx component. The source
excitation is located at (21, 21) and the observation position is located ten cells away
from the excitation and close to the PML interface. The relative reflection error of the
PML is evaluated by
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Ht_Ht

ref ‘

R = 20log ‘7
l°[max| Hie |

} (4.2.24)

where H' is the H field component recorded at the observation point and H'es is the
reference value calculated from a large enough domain. The recorded H components
for TM and TE wave are Hy and H; fields. The calculated relative reflection error of
the 2D TM and TE wave are shown in Fig 4.1.3a and Fig 4.1.3b, respectively. In the
PML equations, the o, is used in the Hy equation and both the o and o, are used in
the H,x and Hy equations. Therefore, the calculated reflection errors of TM and TE
wave are somewhat different. For the first modified PML conductivity profile (4.2.22),
it is found that the PML performance will be deteriorated about 22 dB compared to
the conventional PML scheme. For the second modified conductivity profile (4.2.23),
the maximum reflection error is reduced around 12 dB for TM wave. The PML
performance of the ADI-FDTD with the second modified PML conductivity profile is
better than that with the first modified PML conductivity profile, as shown in Fig.
4.2.3. Although the PML performance of first modified PML conductivity profile can
be improved by increasing the PML thickness, the corresponding conductivity will
become small and the instability of this'schemewill be increased. From Table 4.3, it is
found that the ADI-FDTD scheme: with the first modified PML conductivity profile
will still be unstable in the vacuum-PML regions. The worse PML performance of
first modified PML conductivity profile will'make this scheme more unstable since
the reflection wave from the boundary will be amplified in the unstable vacuum-PML
regions.
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Figure 4.2.3a Relative reflection error of the TM ADI-FDTD method with PML ABC.
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Figure 4.2.3b Relative reflection error of the TE ADI-FDTD method with PML ABC.

As shown in Table 4.3, the instability of the ADI-FDTD with PML can also be
improved when the second modified PML conductivity profile is employed and the
PML performance can still be maintained. The first modified conductivity can be
viewed as a guideline for the design of the stable split-field PML. For considering the
PML performance and the stability of ‘this scheme, the second modified PML profile
(4.2.23) is more suitable for ADI-FDTD simulation.

4.2.4 Numerical Simulation

The theoretical amplification matrix is'derived based on the Von Neumann method.
The Von Neumann method assumes the wave propagates in an unbound region. When
the calculated eigenvalues of ADI-FDTD with split-field PML are larger than unity, it
means that the electromagnetic field will be unstable in the homogenous region with
these PML coefficients. Since the ADI scheme can be unstable with these PML
coefficients, the ADI-FDTD with PML implementation can become unstable. To
validate the instability of the ADI-FDTD with PML implementation, one method is to
calculate the amplification matrix of the total computational domain. However, the
amplification matrix of the total computational domain will be very complicated and
is not suitable for other problems. The simple way to analyze the stability of the total
computational domain can be accomplished by numerical simulations. In this section,
the numerical tests of the ADI-FDTD method with split-field PML are performed.
From the stability analysis, the ADI-FDTD method with split-field PML will be
unstable at the vacuum-PML interface and inside the PML regions. For 2-D case, the
eigenvalue is small and it requires a large number of time steps to make the field
components unstable. Numerical simulation is performed by 3-D ADI-FDTD with
split-field PML. A uniform mesh with cell size Ax = Ay = Az = 1.0 mm and FDTD
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time step limit Atyna=1.92 ps are used. The computation domain is 4242 x42. PML
layers that are ten cells thick terminated all six sides of the computation domain. A
differential Gaussian pulse applied to Hy field is excited at the center position (21, 21,
21) and the time step size in this study is 5Atmax. First, the numerical simulation of this
scheme with the conventional PML conductivity profile (4.2.21) is performed. Fig.
4.2.4 shows the time-domain Hy fields recorded at the position (21, 20, 21). As shown

in Fig 4.2.4, this scheme will become unstable after running 3500 time steps.
0.005

0.0025

T

T

-0.0025

oo Lo v o L L b L
0 2000 4000 6000 8000 10000
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Figure 4.2.4 The Hy component with the conventional conductivity profile.

For considering the theoretical stability analysis and PML performance, the
ADI-FDTD method with the second. modified PML conductivity profile (4.2.23) is
studied. Fig. 4.2.5 shows the simulated ‘time-domain Hy fields. No instability is
observed after running 15000 time steps. Although there are several eigenvalues
larger than unity and the PML performance will be affected for the second modified
conductivity profile, it is found that the stability of this scheme can be significantly
improved.
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Figure 4.2.5 The Hy component with the modified PML conductivity profile.
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4.3 PML for CN-FDTD and ADI-FDTD
The ADI-FDTD can be seen as a second order perturbation of CN-FDTD. Their
formulations are described briefly. The Maxwell’s curl equations are given by

OE==RH 9 H=-—RE (4.3.1)

where cand pare the permittivity and permeability, respectively.E and H are the
electric and magnetic fields, and % is the curl operator in Cartesian coordinates. One
can replace all the derivatives by centered difference operator and average the field
affected by the curl operator to derive the CN-FDTD scheme,

e A Ll (4.3.2)

where ‘?:(EX E, E, Hy H, HZ)T is the numerical vector field and the operator

R, is the numerical counterpart of % . Equation (4.3.2) is the CN-FDTD scheme. It
will require large computational resources to solve this scheme. Nevertheless, the
CN-FDTD can be reformulated to ADI-FDTD scheme that can be solved efficiently.
Based on [31], the CN-FDTD method can be split into two step procedure for
ADI-FDTD. The space operator %, is:decomposed as

AiB-dt (4.3.3)
and (4.3.2) can be rewritten as
(L%(ms)jwﬂ :(h%(hé)}?" (4.3.4)
The CN-FDTD scheme (4.3.4) can be rewritten as
(r_ﬂ/xj[r AIBJLP”” [rﬁx}[nﬁs}y
2 2 2 2 (4'3.5)

+ALAB(‘P”+l —yn)

If we neglect the At? perturbation term, we can get the approximation of CN-FDTD as
ADI-FDTD

[r_%xj(r Azta}pnﬂ [n%z\](r A;B]qm (4.3.6)

Therefore, the ADI-FDTD scheme (4.3.6) can be seen as a second order perturbation
of the CN-FDTD (4.3.2)
Equation (4.3.6) can be further split into two updating steps

(T AtAij"*_[T AtBj‘P”
2 2
(T AtBj‘P”“ [T AtAj‘I’”* (4.3.7)
2 2
where ¥"™ is an auxiliary intermediate vector field. The ADI-FDTD equations (4.3.7)
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can be solved efficiently.

To simulate unbounded region problems, the PML formulations should be
implemented for CN-FDTD and ADI-FDTD. We can use the same procedure to
reformulate the PML equations. We can use the same procedure to reformulate the
PML equations. For the PML equations, the PML conductivity is incorporated into
matrix %, . Once we derive the operator %, and split into two operators AandB,
we can reformulate the PML equations for CN-FDTD and ADI-FDTD. In this study,
the unsplit-field PML, split-field PML and CFS PML formulations for CN-FDTD and
ADI-FDTD are investigated.

4.3.1. Unsplit-field PML Scheme
The unsplit-field PML scheme is based on the formulations derived in [28]. The
unsplit form PML equations are

oE=1qr-15E-1(5 -5, (4.3.8)
& & &
of——tRE-1sA+1( -5)A, (4.3.9)
7 & &
0.E, = 1&.A <15 E, (4.3.10)
& &
oA, —— 1w E-Ls . (4.3.12)
7 &

where &, represents the partial derivative:with respective to u direction, E, and
H, are two auxiliary fields, and

0 -0, 8y
R = az 0 _ax , R= 9{6+ so
—6y Oy 0
0 0 9, 0 -4, 0
Re=l0, 0 O Ry=| O 0 -0,
0 a9, 0 ~a, 0 0
o, 0 0 o, 0 O
5.=/0 o, 0| 6,0 o, 0 (4.3.12)
0 0 o 0 0 o

(4.3.8)-(4.3.11) can be written in a compact form as
0. (t)= R, P(t) (4.3.13)
where (t)is the compound Cartesian vector

(4.3.14)



and

_1~0 l‘ﬁ _1(5}_&0) 6
& & &
_ii _ia_e 6 7(O_e_o~_0)
= P A
iRT - ~ 1~ 1 - ~
0 —R, -—0, 0
& &
1%, 9 0 15,
i &

where 1 and 0 are 3x 3 identity and null matrix, respectively.
The operators Aand B are chosen so that

A+B=%R,
A possible choice of Aand B is given by

i iz ls @
& &

S T RS
| .
A= ~ 1~ 1~ ~

0 —R, ——0, 0
E E
g0 0 -is
y7i &
1~ 1= 1= ~
——0,2 =Ry —o0, 0
& & &
- 1~ 1< = 1~
B = __me — 70 0 —Op
H B\ AE
0 0 0 0
0 0 0 0

(4.3.15)

(4.3.16)

(4.3.17)

(4.3.18)

The field componentsé ,H, E, and H_,can be solved by CN-FDTD (4.3.4) or by
two updating steps ADI-FDTD method (4.3.7). The system equation (4.3.7) can be
further triangularized in order to solve it efficiently. When we set the PML
conductivity ox=ocy =c, =0, E and H formulations will be identical to the

ADI-FDTD method.

4.3.2 Split-field PML Scheme

The split-field PML formulations can also be expressed in the partial differential
form (4.3.1) and solved by the CN-FDTD scheme. Based on [25], the field vector is

defined as

v-(E, E, E, E, E

yz x Xz yX 7y
‘
H, H, H, H, H, H,)

Xy yz X Xz

and %, isa12x 12 dimensional space operator
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R, can be split into two operators to derive ADI-FDTD scheme and the operators
Aand B are given by

s o g iRy
2¢& £ &
0 —ic’;o 0 0
A= 2¢ 1
0 0 -5, 0
2¢&
N A ——)
U H 2¢
and
EIE R 0 0
2e
~ Tos 1= 1=
0 -y =R
B - . 215 ° 51 A e ° (4.3.21)
~—R, -SRIy 0
u u 2¢
~ ~ 0} 1 -
0 0 0 -5,
2

Compared to the unsplit field PML scheme, the split field PML equation is less
complicated and more straightforward. However, this formulation suffers from large
reflection error when attempting to absorb low-frequency evanescent wave. The CFS
PML scheme can efficiently absorb low-frequency wave and is discussed below.

4.4 Theoretical Stability Analysis
To study the stability of the PML schemes for the CN-FDTD and ADI-FDTD
method, the Von Neumann method is employed. Following the similar procedures
presented in [20], we assume that for each time step the field components are
Fourier-transformed into the spatial spectral domain. From the system equations of
(4.3.4), the CN-FDTD scheme can be written in the spatial spectral domain in a
matrix form as
X" =GXx" (4.4.1)
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where the vector X" represents the field components and the auxiliary variables at the
nth time step for different PML schemes. From the system equations of (4.3.7), the
ADI-FDTD scheme can also be written in the spatial spectral domain in a matrix form
as

M, X" = RX" (4.4.2)

M,X" = p,X"™ (4.4.3)
for the n* and n+1 time steps, respectively. The entries for the matrices M and P are
derived from updating equations. The two half time steps can be combined to one
time step

X" =MPMIR X" = AX " (4.4.4)

The stability criterion requires that the eigenvalues of amplification matrices G and A
lie within or on the unit circle. An attempt to determine the eigenvalues of G and
A symbolically was made. However, due to the complexity of the amplification
matrix, it is difficult to get a simplified analytical expression for the eigenvalues. The
maximum eigenvalues are numerically calculated by Matlab®. In this study, we set the
cell size to be Ax = Ay = Az = 1.0 mm and FDTD time step limit Atyx=1.92 ps is used.
The ratio of At/Atmax is defined as the CFL number (CFLN).

4.4.1 Unsplit-field PML Scheme

The eigenvalues of G and A are computed when oy = o,=0 and y=10.66 S/m. The
time step sizes are chosen to be Atmax, 2Atmax, and SAtmax, respectively. Both the
unsplit field PML schemes for the CN-FDTD scheme and ADI-FDTD are investigated
and the theoretical results are shown in Table 4.4. When CFLN = 1, both the
ADI-FDTD and CN-FDTD PML formulations can be stable since the maximum
eigenvalues for the two schemes are smaller than unity. However, it is found that the
eigenvalues of the unsplit field PML scheme for ADI-FDTD scheme are larger than
unity when CFLN = 2 is used. On the other hand, we use different CFLN and
o values and no instability was observed for CN-FDTD PML scheme. As shown in
(4.3.5), the difference between CN-FDTD and ADI-FDTD is the At? perturbation term.
The results indicate that perturbation term will affect the stability of PML scheme for
ADI-FDTD when large CFLN is used.
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Table 4.5
Eigenvalues of for A and G unsplit PML scheme

CFLN=1 CFLN=2 CFLN=5
1.0000000e+000 1.0000000e+000 1.0000000e+000
8.7747147e-001 1.0000000e+000 1.0000000e+000
8.7747147e-001 1.1404158e+000 1.8425689e+000

Unsplit-field 8.7747147e-001 1.1404158e+000 1.8425689e+000
PML for 1.0000000e+000 1.0000000e+000 1.8425689e+000
ADI-FDTD 1.0000000e+000 1.0000000e+000 1.8425689e+000
6=10.66 8.7747147e-001 1.1404158e+000 1.0000000e+000
Al 3.0475086e-001 1.1404158e+000 1.0000000e+000
3.0475086e-001 4.3679841e-001 4.1123514e-001

3.0475086e-001 4.3679841e-001 4.1123514e-001

3.0475086e-001 4.3679841e-001 4.1123514e-001

1.0000000e+000 4.3679841e-001 4.1123514e-001
1.0000000e+000 1.0000000e+000 1.0000000e+000

9.2402257e-001 9.2903235e-001 9.6195689e-001

Unsplit-field 9.2402257e-001 9.2903235e-001 9.6195689e-001
PML for 9.2402257e-001 9.2903235e-001 9.6195689¢-001
CN-FDTD 9.2402257e-001 9.2903235e-001 9.6195689¢-001
6=10.66 2.3259772e-001 4.6207853e-001 7.3695418e-001
Aql| 2.3259772e-001 4.6207853e-001 7.3695418e-001
2.3259772e-001 4.6207853e-001 7.3695418e-001

2.3259772e-001 4.6207853e-001 7.3695418e-001

1.0000000e+000 1.0000000e+000 1.0000000e+000

1.0000000e+000 9.9999998e-001 9.9999997e-001

1.0000000e+000 1.0000000e+000 1.0000000e+000

4.4.2 Split-field PML Scheme

The split-field PML schemes for CN-FDTD and ADI-FDTD are studied. In [45], it
indicated that the split-field PML for the ADI-FDTD method will be unstable when
the PML conductivity profile is polynomial scaled and this scheme can be stable with
constant PML conductivity. In this study, the smaller PML conductivity ox = o,=0
and oy=0.1066 S/m is used. From Table 4.5, it is found that the split-field PML
scheme for ADI-FDTD can be stable when CFLN =5 and will become unstable when
large CFLN =15 is used. No instability is observed when split-field PML for
CN-FDTD scheme is used.
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Table 4.6

Eigenvalues of A and G for split PML scheme

CFLN=1 CFLN=5 CFLN=15
9.9422334e-001 9.9590080e-001 1.0066924e+000
9.9422334e-001 9.9590080e-001 1.0066924e+000

split-field PML 9.9422334e-001 9.9590080e-001 1.0066924e+000
for ADI-FDTD 9.9422334e-001 9.9590080e-001 1.0066924e+000
6=0.1066 9.8563297e-001 9.4176082e-001 8.3275850e-001
|2l 9.8563297e-001 9.4176082e-001 8.3275850e-001
9.8563297e-001 9.4176082e-001 8.3275850e-001

9.8563297e-001 9.4176082e-001 8.3275850e-001

1.0000000e+000 1.0000000e+000 9.9999972e-001

9.9999999¢-001 1.0000000e+000 1.0000000e+000

1.0000000e+000 9.9999996e-001 1.000000e+000

1.0000000e+000 9.9999999¢-001 9.9999999¢-001

9.9614053e-001 9.9851056e-001 9.9948561e-001

Split-field PML 9.9614053e-001 9.9851056e-001 9.9948561e-001
for CN-FDTD 9.9614053¢-001 9.9851056e-001 9.9948561e-001
6=0.1066 9.9614053e-001 9.9851056e-001 9.9948561e-001
\gl 9.8468627¢-001 9.2575790e-001 7.9378279e-001
9.8468627e-001 9.2575790e-001 7.9378279e-001

9.8468627e-001 9.2575790e-001 7.9378279e-001

9.8468627e-001 9.2575790e-001 7.9378279e-001

1.0000000e+000 1.0000000e+000 9.9999986e-001

1.0000000e+000 1.0000000e+000 9.9999996e-001

9.9999999¢-001 9.9999996e-001 1.000000e+000

1.0000000e+000 9.9999998e-001 1.0000000e+000

4.5 Numerical Verification

Numerical simulations are performed by 3-D ADI-FDTD with unsplit-field PML
and split-field PML to validate the instability of the two schemes. A uniform mesh
with cell size AXx = Ay = Az = 1.0 mm and FDTD time step limit Atx=1.92 ps are
used. The computation domain is 42x42x42. PML layers that are ten cells thick
terminated all six sides of the computation domain. A differential Gaussian pulse
applied to Hy field is excited at the center position (21, 21, 21). The polynomial
scaling is used for the PML conductivity profile
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where d is the thickness of PML absorber, As is the cell size, and sy represents the
interface. In this simulation, we choose scaling factor m = 4 and omax = 10.61S/m for
optimum PML performance [25].

First, numerical simulation of the ADI-FDTD with unsplit-field PML is performed.
The time step size in this study is chosen to be 2Atm.. Fig. 4.5.1 shows the
time-domain Hy fields recorded at the position (21, 20, 21). As shown in Fig 4.5.1,
this scheme will become unstable after running 400 time steps.

02 p
0.15 I unsplit-field PML
01f

0.05 |

Hyx 0 F

-0.05 |

0.1 F

015 |

-0.2:"""'"l----l....|....
0 100 200 300 400 °500 600 700 800 900 1000

Time steps

Figure 4.5.1 The Hy component for ADI-FDTD with unsplit-field PML (CFLN=2).

Then, numerical simulation of the ADI-FDTD with split-field PML is performed.
The time step size in this study is 7Atmax. As shown in Fig. 4.5.2, this scheme can also
become unstable after running 1200 time steps.
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Figure 4.5.2 The Hy component for ADI-FDTD with split-field PML (CFLN=7).

From numerical simulation, it is found that the split-field PML scheme [25] and
unsplit-field PML [28] scheme for ADI-FDTD can be unstable. The instability of the
split-field PML and unsplit-field PML for ADI-FDTD can not be avoided but can be
improved by using the modified PML conductivity profile [30].

4.6 Simulation of VLSI Circuits

From previous studies, it is found that'the time step size of the ADI-FDTD method
is not restricted by the CFL stability condition, but by the required numerical
dispersion of this method. One of the factors that affect the numerical dispersion is the
grid size. When employing the ADI-FDTD method for VLSI circuits modeling, the
grid cell size will be micron-scale, which is much smaller than 1/10™ or 1/20"™ of the
smallest wavelength of interest. Therefore, the ADI-FDTD is well suited for VLSI
circuits modeling since the numerical error of scheme can be small even large time
step size is used. In this section, numerical simulations of the VLSI circuits including
the multilevel crossover and RF inductor by ADI-FDTD method are demonstrated.

4.6.1 Multilevel Crossover in VLSI Interconnects

The coupling effect of the multilevel crossover in VLSI circuit is analyzed. The
structure is taken from [44] and is shown in Fig. 4.6.1. The two-level crossover has
two conductors in each level. The conductors are of copper with width 1 um and
thickness 1 um, respectively. The five SO, layers are of thickness 1 um and & = 3.9
and covered by two ground conductors on the top and bottom. The line lengths and
separations are 30.8 um and 1 um, respectively.
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Figure 4.6.1 Multilevel crossover in VLSI interconnect.

In the ADI-FDTD modeling, the computational domain is meshed with cell sizes
AX = Ay = Az= 0.2 um. The maximum time step size for CFL condition is 0.38 fs. The
PML medium with ten layers is employed to truncate the computational domain. The
total computational domain is 174x174x45. For the ADI-FDTD simulation, the
CFLN = 10 and CFLN = 20 are used and the corresponding time step size are 3.8 fs
and 7.6 fs, respectively.

The simulation results are shown in Fig. 4.6.2 and Fig. 4.6.3 First, the conventional
ADI-FDTD with Berenger’s PML is studied. As shown in Fig 4.6.2, it can be found
that the numerical results will become unstable after running 4800 time step. By
employing the modified PML conductivity profile with m = 1.5 and omax = 21.22S/m
for this scheme [45], the instability of this scheme can be improved, as shown in Fig.
4.6.3. We have also extended the running time to 10000 time steps and no instability
is observed.

66



conventional ADI-FDTD

Voltage (V)

-5

0 1000 2000 3000 4000 5000
Time steps

Figure 4.6.2 Voltage at Port 1 with the conventional PML conductivity profile.
5

Modified ADI-FDTD
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Figure 4.6.3 Woltage at Port 1 with the modified PML conductivity profile.

The coupling effect of the multilevel crossover is investigated by employing the
ADI-FDTD method with modified PML conductivity profile. The excitation pulse is
trapezoidal with rise time and fall time 1, = 1 = 380 fs and on-time t,, =380 fs. The
simulation result is shown in Fig. 4.3.4. The numerical result of the ADI-FDTD
method is similar to that of the FDTD method even CFLN = 20. It is found that there
is considerable coupling between the lines in the same level and different levels. The
coupled signal amplitudes are near 10% of that of the incident pulse. This shows good
match between our result and the result in [44].
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Figure 4.6.4 \Voltages at different ports of the multilevel crossover.

The time step size, total time steps, and the CPU time ratio are shown in Table 4.6.
Since the time step size is set 10 and 20 times as larger as that of the FDTD method,
the total time steps can be reduced. The require memory for the ADI-FDTD method is
about 1.9 times as large as that for the conventional FDTD method because of the
extra electromagnetic components for two updating steps. Compared to the FDTD
method, the CPU time can be reduced to 56.1% and 26.9% for CFLN = 10 and CFLN

= 20, respectively.

Time (ps)

Table 4.7
Multilevel crossover simulation
At Steps | CPU
Time
Ratio
FDTD 0.38fs | 10000 | 1.000
ADI-FDTD 3.8fs | 1000 | 0.561
(10Atmax)
ADI-FDTD 7.6fs | 500 0.269
(ZOAtmax)
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4.6.2 RF Inductor

Simulations of the VLSI circuit by ADI-FDTD method are performed. A five-turn
spiral inductor [46] is studied by the ADI-FDTD method. A cross sectional view of a
portion of the structure is illustrated in Fig 4.6.5. The substrate and metal parameters
are shown in Table 4.7. The outer dimension is 250 um, the top conductor microstrip
is 8 um wide, and the spacing between conductors is 2.8 um. The inner space between
coupled lines is 150 pum.

250 um

v
+ﬂl__— T,

hy Sio, 1

150 um Si

o hl

Portl  Port2

Figure 4.6.5 Cross section view and layout of the spiral inductor with hs-hs = 1.3 um,
h, = 3.6 um, h;= 200 um, h,= 2.07 um, and hs=0.84 um.

Table 4.8
Substrate and'metal parameters

Parameter Value

Oxide thickness over M2,h3-h6 1.3um
Oxide thickness below M2,h2 3.61 um
Silicon resistivity 15 Q-um

Silicon thickness, hl 200 um
Metal resistivity 31 mQ-pum

M3 thickness, h4 2.07 um

M2 thickness, h5 0.84 um

For single-ended excitation, Port 2 is grounded. The frequency domain
characteristic of the RF inductor can be obtained from the Fourier transform of the
time domain transient waveform. The quality factor of the inductor is defined by

Q= ﬁzm (4.6.1)
Re Zinput o
where Zinout 1S the series equivalent input impedance.
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In the ADI-FDTD simulation, the cell sizes in the x- and y-directions are Ax = Ay =
1.35 um. We use the nonuniform cells in the z-direction to reduce the computational
domain and model the fine geometry. The nonuniform cell sizes in z-direction are 3.0
um, 1.5 um, and 1.2 um, respectively. The CFL stability condition is Atmax<2.5 fs.
We choose CFLN = 20 and the corresponding time step size At =50 fs.

Since we will study the Q- factor in frequency domain, the total number of the time
steps for ADI-FDTD simulation is around 25000 time steps when CFNL = 20 is used.
If the conventional FDTD method is used to analyze this inductor, the total time steps
will be sx10®° and it will be difficult to complete the simulation. When the
conventional PML conductivity profile is used for ADI-FDTD method, the numerical
results will be unstable after running 1000 time steps. In section 4.2, we find that the
ratio of the successive magnetic conductivity should be small to prevent the instability.
To validate this viewpoint, the homogeneous PML medium ox = oy = GOmax IS
employed for the ADI-FDTD to analyze the spiral inductor. The simulation result
shows that no instability is observed after running 25000 time steps and the
time-domain waveforms are Fourier transformed to obtain the frequency domain
result. Comparisons between the experimental measurement and simulation result for
Q-factor are shown in Fig. 4.6.6. At frequencies below 2.5 GHz, the simulation results
of the Q-factor between measurement and simulation result are matched well. From
the measurement result, the peak -Q-factor is 6.6 at 1.6 GHz. Our simulation shows
that the peak Q is 6.3 at 1.6 GHz, which-is similar to the measurement result.
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Fig. 4.6.6 Measured and simulated Q-factor

4.7 Discussion

In this work, the stability analysis of the Mur’s ABC in the ADI-FDTD is studied.
The stability analysis is performed by deriving the amplification matrix of this scheme.
The stability of this scheme with different propagation directions and different time
step size is investigated. From the stability analysis, we find the eigenvalues of this
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scheme will be smaller than unity when the propagation directions are
at ¢ =0°, 45°, and 90° and will become unstable at other propagation directions. The
numerical dispersion relation of the Mur’s ABC in ADI-FDTD is derived analytically
from amplification matrix. We find that the numerical errors of this scheme are
significantly affected by the propagation directions and time step size. We also
perform numerical simulations of 3-D ADI-FDTD method to validate the instability
of this scheme. On the other hand, the stability analysis of the ADI-FDTD method
with split-field PML mediums is studied. It is found that this scheme will be unstable
at the vacuum-PML interface and inside the PML regions. The instability of this
scheme inside the PML regions can be improved with the modified conductivity
profile. The theoretical results are validated from numerical simulations. The stability
analysis of the split-field PML and unsplit-field PML CFS PML schemes for the
ADI-FDTD and CN-FDTD are studied. The ADI-FDTD can be seen as a second order
perturbation of the CN-FDTD method. From the stability analysis, we find that the At?
perturbation term can affect the stability of the PML schemes for ADI-FDTD.

The modified PML conductivity profile is used to improve the stability of the
ADI-FDTD with PML absorber. The multilevel crossover in VLSI circuit and RF
inductor are studied by ADI-FDTD.method. Compared to the conventional FDTD
simulation, a significant reduction:in calculation time can be achieved. Although the
PML performance will be affected by the modified PML conductivity profile, it can
be found that the simulation results-are-matched quite well with the reference results.
The modified scheme can provide an efficient and accurate electromagnetic
simulation method for VVLSI circuits.
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Chapter 5

Isolation Enhancement Between Two
Packed Antennas with Coupling Element

This paper introduces a coupling element to enhance the isolation between two
closely packed antennas for 2.4 GHz wireless local area network (WLAN) application.
The proposed structure occupies two antenna elements and a coupling element in
between. By putting a coupling element which artificially creates an additional
coupling path between the antenna elements, the antenna isolation can be enhanced.
The advantage of this design is that no extra space is needed for antenna elements.
With the proposed design, more than 15 dB isolation can be achieved for two parallel
individual planar inverted F antennas: (PIFAs) with 5 mm spacing. Parametric studies
for the design are also included to show: how. to increase isolation bandwidth and
control the isolation frequency.
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5.1 Antenna Design
The details of our proposed design are shown in Fig. 5.1.1. It can be seen that two

identical PIFA antenna elements operated at 2.4 GHz are integrated on a low cost FR4
substrate with a PCB thickness of 1.6 mm and relative permittivity is 4.3. Their
edge-to-edge separation is just 5 mm (0.04 Ao). The PIFAs are located on the top left
hand side and right hand side of the PCB respectively and the resonant length is
approximately a quarter wavelength. The coupling element is introduced for
enhancing isolation. It is located between the two PIFA antenna elements and
occupied the dimension of 5 x 13 mm?. The proposed coupling element is formed by
a coupling pad and a thin wire connected to backside ground. The advantage of this
design is that no extra space is needed for antenna elements. The concept for isolation
enhancement with this design is discussed briefly below.

Coupling element
PIFA2

PIFA1

L,

(@) front side

Coupling
element

(b) back side
Fig. 5.1.1 Geometry of two PIFAs using coupling element for isolation

enhancement
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Assume the excited current is fed into PIFA 1. Since PIFA 2 is placed very close to
PIFA 1, the strong coupled current on PIFA 2 is approximately 180 degree out of
phase with the excited current. The proposed coupling element is placed between the
two PIFAs. In this condition, the coupling starts from PIFA 1, through to the coupling
element, which, in turn, couples to PIFA 2. The coupled current on coupling element
is approximately in phase with excited current on PIFA 1. If the coupling element in
this path is adjusted properly, the two coupled currents can be cancelled out so that the
overall resultant coupled current is cancelled. The addition of the coupling element
will reduce the current in the original PIFA 1, by a similar coupling process. Therefore
this design will also affect the self-impedance of the antennas. As long as the
cancellation coupling is not too large, this effect can be handled by adjusting the
antenna matching appropriately.

5.2 Parametric study of coupling element

We have performed the parametric studies and they explain how to control the
center frequency, bandwidth, and level of isolation. The coupling element structure
will significantly impact isolation improvement. The circuit model of the proposed
design is shown in Fig. 5.2.1. The.Lsand Cg¢ are the ground inductance and self
capacitance of the coupling element. The Ly, and Cy, represent the mutual inductance
and mutual capacitance between the PIFA and the coupling element. The parameters
of the equivalent circuit are studied.. The capacitance C, and ground inductance Ls
will significantly affect the isolation level'and bandwidth. In this study, L, and Cs are
fixed as 1.5 nH and 0.2 pF, respectively. First, the C, = 0.25 pF and Ls = 6 nH are
used for operation at 2.4 GHz band. The simulated S;; is shown in Fig. 5.2.2. The
increase of the mutual capacitance and reduce the ground inductance are considered.
The Cn, and L are changed to be 0.45 pF and 4 nH, respectively. From this circuit
model, it is found that the bandwidth of the coupling element can be improved with
increasing the mutual capacitance.

Fig. 5.2.1. Equivalent circuit model of the coupling element.
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Fig. 5.2.2. Simulated S parameters for equivalent circuit model.

Increasing the bandwidth of the coupling element will also increase the isolation
level. The reason is that increase the capacitance will increase the field strength of the
coupling element and which cancels out the mutual coupling between antenna
elements and thus enhances the isolation. To verify the effect of isolation bandwidth
improvement, the antenna structure of ‘Fig. 5.2.3 is studied. By controlling the size of
the coupling pad and thin wire, the coupling element can be operated at 2.4 GHz
WLAN band. The details geometry of the coupling element is shown in Fig. 5.2.3.
For the initial design, the geometry parameters Ly = 7 mm, W;=1 mm, L, = 9.5mm,
and W, = 2.6 mm. The corresponding gap's between coupling element and PIFA is 1.2
mm. The coupling element is then modified to increase the capacitance between
antenna and coupling element. The width of the ground wire W is also increased to
reduce the ground inductance for operation at 2.4 GHz. The proposed design with L
=59 mm, W;=4 mm, L, = 9.1 mm, and W, = 4.5 mm is studied. The gap s is
changed to be 0.25 mm. The simulated isolation for the proposed design is shown in
Fig. 5.2.3. The results are compared with reference antenna elements without
coupling element. From the simulation results, it is found the bandwidth of this design
can be significantly improved and the isolation can be below -15 dB for 2.4 GHz
WLAN band.
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The parametric study is based on the geometry given in Fig. 5.2.3. Referring to Fig.
5.2.3, the coupling element has two key parameters which we refer to the L; and L, as
labeled on Fig. 5.2.3. We simulate the proposed structure in Fig. 5.2.3 and vary these
two parameters to understand how to control the structure. For the studies on the
effect of L,, firstly we fix the value L, and vary the L; from 5.3 mm to 5.9 mm.
Increasing L; will increase the parasitic inductance. In Fig. 5.2.4, we can observe that
the position of the maximum isolation shifts to a lower frequency when the L;
increases. Secondly we fix the value of L; and vary L, from 9.1 mm to 8.0 mm. The
parasitic capacitance between coupling element and antennas will be deceased after
decreasing L, length. In Fig. 5.2.4, we can observe that the position of the maximum
isolation shifts to higher frequency when the L, decreases. From the result, we can
notice that both the L; and L, have a significant effect on the position of maximum
isolation. It is found that they control the resonant length of the coupling element and
shifts the position of maximum isolation in the frequency range.
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Fig. 5.2.4 Parametric study of the coupling element.

5.3 Simulated and Measured Results

From measurement, the isolation between the two PIFA antennas is -8 dB at 2.45
GHz for the reference antenna without coupling element. With the proposed coupling
element occupied between the PIFAs, a maximum isolation below -22 dB for 2.4 GHz
WLAN band can be obtained. Although there is a slight frequency shift of the Sy, this
effect can be compensated by modifying the antenna length. According to the
measurement result, it shows that the antenna isolation can be below -15 dB from 2.4
GHz to 2.5 GHz.

The FDTD is employed for antenna simulation. In this simulation, the FDTD
parameters Ax = 0.3 mm, Ay = 0.5 mm, Az =0.8 mm, and At = 0.8 ps are used.
Ten layer PML is employed for boundary condition. The simulation is performed
10000 time step to allow field convergence. The simulated S parameters of FDTD are
compared with HFSS simulation and measurement results as shown in Fig. 5.3.2.
From FDTD simulation, -10dB insertion loss and -15dB isolation can be observed
from 2.4GHz to 2.5GHz.
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Fig. 5.3.2 Simulated and measured S parameters of the proposed design with
isolation enhancement.
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Fig. 5.3.3 Radiation pattern comparison
To further confirm the performance of the design, the antenna gain pattern is also

carried out. The measured antenna patterns for exciting port 1 (left Port) at 2.4 GHz is
shown in Fig. 5.3.2. The peak gain for the reference antenna and the proposed design
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are -1.93 dB and -2.5 dB, respectively. Although the antenna pattern will be somewhat
affected with the additional coupling element, the maximum antenna gain can be less
affected with the proposed design.

5.4 Discussion

In this paper, a coupling element to enhance isolation for closely packed antennas
operating at 2.4 GHz WLAN band is proposed. We artificially create an additional
coupling path by utilizing a coupling element to enhance the coupling between the
antenna elements. The concept of improving isolation for proposed coupling element
is discussed. The antenna isolation below -15 dB can be achieved with their spacing
just 5 mm. The parameters of the proposed coupling element are evaluated to control
the frequency band of the maximum isolation, peak isolation and the bandwidth of the
transmission reduction.
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Chapter 6

Conclusion

The basic finite difference time domain (FDTD) method including the absorbing
boundary conditions (ABCs), near field to far field transformation, and lumped
elements modeling are introduced in Chapter 2. The specific absorption rate (SAR)
reduction in the human head with metamaterials is studied. The human head model in
this study is obtained from discretization of the MRI human head model and the peak
SAR value in the human head is calculated by FDTD method. To study the
electromagnetic characteristics of metamaterials, the FDTD with Drude model is
developed. From our study, we find that the placement of metamaterials between the
antenna and human head can reduce the peak SAR in the human head. The effects of
medium parameter, placement location, and size of metamaterials on SAR reduction
efficiency and antenna radiation power are discussed in Chapter 3. The metamaterials
can be designed at cellular phone ‘operation frequency. In this study, we also design
split ring resonators (SRRs) to operate at 900 MHz and 1800 MHz. The operation
frequency of SRR is affected by the structure parameters. The detail of the SRR
design procedure is also described in ‘Chapter 3. When placing the designed SRRs
between the antenna and dielectric cube, it is found that the peak SAR in the dielectric
cube can be reduced significantly. The simulation results of SAR reduction with SRRs
can validate previous SAR reduction studies by FDTD method with Drude model.
The developed method for metamaterials simulation can be used for designing and
studying the electromagnetic characteristics of metamaterials in the future work. The
SAR reduction with metamaterials can provide helpful information for cellular phone
design to meet the safety regulation.

We also develop the ADI-FDTD method. However, when employing the ABCs for
ADI-FDTD method, it can cause instability problem. First, the stability analysis of the
Mur’s first order ABC for ADI-FDTD is investigated. The effect of wave propagation
direction and different time step size on the stability of this scheme is studied. It is
found that the Mur’s first order ABC can also lead to instability. The numerical
dispersion relation of this scheme is demonstrated. Then, we study the stability of
split-field perfect matched layer (PML) for ADI-FDTD method. The amplification
matrix of this scheme is derived with considering different PML conductivity profiles.
From the theoretical analysis and numerical simulation, it is found that the split-field
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PML for ADI-FDTD method can lead to unstable condition. The effect of the PML
conductivity profile on this scheme is investigated. We propose the modified PML
conductivity profile to improve the instability of split-field PML for ADI-FDTD
method. The ADI-FDTD method can be seen as a second order perturbation of the
Crank-Nicolson FDTD (CN-FDTD) scheme. The CN-FDTD can remain
unconditionally stable with PML implementation. The stability of split-field PML and
unsplit-field PML schemes for ADI-FDTD and CN-FDTD is studied. It is found that
the PML equations for ADI-FDTD method will be unstable due to the perturbation
term. The stability studies of CN-FDTD and ADI-FDTD can provide information to
develop a stable PML scheme for ADI-FDTD in future work.

Finally, we use the proposed modified ADI-FDTD PML scheme to study the time
domain and frequency domain characteristics of VLSI circuits. The multilevel
crossover of VLSI circuit and high frequency RF inductor are studied. From
simulation results, it is found that the proposed scheme can model the VLSI circuits
accurately and efficiently.

In this work, a coupling element to enhance isolation for closely packed antennas
operating at 2.4 GHz WLAN band is proposed. We artificially create an additional
coupling path by utilizing a coupling elementto enhance the coupling between the
antenna elements. The concept of improving isolation for proposed coupling element
is discussed. The antenna isolation below -15 dB can be achieved with their spacing
just 5 mm. The parameters of the proposed coupling element are evaluated to control
the frequency band of the maximum isolation, peak isolation and the bandwidth of the
transmission reduction.
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