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A Study on the Security Protocols for Wireless Ad-Hoc

Networks: A Case on Digital Rights Management

Student: Chun-Chieh Huang Advisor: Chi-Chun Lo

Institute of Information Management

National Chiao Tung University

ABSTRACT

A wireless ad-hoc network (WAN) is a collection of wireless mobile nodes and
each of these can be considered as an individual portable devices. In such networks
packets are relayed over multiple hops to .reach their destination. Due to the
infrastructure-less, dynamic, .and~ broadcast ~nature of radio transmissions,
communications in WANSs are susceptible -to security attacks. And, the inherent
limitations of WANSs impose-major difficulties in establishing a suitable secure group
communications framework:" However,-many - applications, particularly those in

military and critical civilian domains require that WANS be secure and stable.

For the sake of such reasons mentioned above, this dissertation focuses on the
development of some security schemes and mechanisms to provide secure
communications over WANSs. In addition, this dissertation considers a scenario of
digital rights management (DRM) in cluster-based WANSs. Under this scenario, some
security issues are announced and the corresponding solutions are proposed: Digital
signature for digital license in DRM, key management for group communications,
supervising management for peer nodes communications in peer-to-peer (P2P)
application, and access control for managing the access privilege about the resources
provided by web service. This dissertation is concerned with the design and
development of such protocols in cluster-based WANS.

In dissertation, a group-oriented nominative proxy signature scheme (GO-NPSS)
is proposed. This scheme adds the concept of group-oriented into nominative proxy
signature scheme for cluster-based WANS. The scheme supports a content provider to

delegate his/her signing ability to the partial members of a group of clearinghouses



and to designate the partial members of a group of consumers to verify their digital
licenses. The proposed scheme can guarantee that the digital products come from the
authorized providers. A formal security analysis demonstrates that our scheme is
secure enough to be used in DRM systems.

In this dissertation, an EBS-based batch rekeying scheme is proposed. This scheme
is an extension of EBS and provides the batch rekeying operations. The scheme
supports three operations, join, leave with collusion-resistant (L/CR), and leave with
collusion-free (L/CF). This dissertation compares the performance of the proposed
scheme with that of EBS in terms of three performance metrics: storage cost,
computation cost, and communications overhead. By comparison results, it indicates
that the proposed scheme outperforms EBS in all three categories. The simulation
results also indicate that the proposed scheme is more efficient and scalable than EBS.

In this dissertation, a framework for supporting a supervising mechanism is
introduced in the cluster-based P2P networks. This mechanism supports multiple
chains partial order supervising ‘mechanism -instead of single chain partial order
supervising mechanism proposed by Wu, etc. In the proposed mechanism, a global
clusterhead supervises the whole network; clusterheads in each cluster supervise their
own clusters’ communications. Security analysis-shows. that the proposed mechanism
is secure enough for P2P in WANS. Any two nodes within the same cluster generate
their common session key. In the same cluster, no nodes gain this session key except

the clusterhead.

Finally, a flexible access control mechanism is designed in this dissertation. This
mechanism is an extension of role-based access control (RBAC) model and adds
some profiles into a new access control mechanism. The mechanism is a combination
of the requester’s role, location, reputation, and the trust degree of the routing path.
By this mechanism, the service provider easily calculates the requester’s access
privilege with respect to a specific resource. This dissertation implements this
mechanism using XACML. The implementation results show that the proposed

mechanism is feasible.

Keywords: Wireless ad-hoc network, Batch rekeying scheme, Key management,
Digital signature, Supervising mechanism, Flexible access control
mechanism
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Chapter 1 Introduction

In this chapter, research background and motivation, contributions of the

dissertation, and organization of the dissertation are introduced.
1.1 Research Background and Motivation

Throughout the past decades, wireless communication network has become more
popular than wired communication network. It is easier to deploy wireless
communication network than conventional wired networks. They provide seamless
connectivity within the coverage area. According to network attachment methods,
there are two types of wireless networks: infrastructure-based and infrastructure-less
wireless networks. In infrastructure-based networks, the mobile nodes rely on access
points to attach the Internet. Typically examples of infrastructure-based networks are
WLAN, GSM, and UMTS, etc. In infrastructure-less networks, the mobile nodes are
capable of organizing themselves, by-discovering their-neighbors and communicating
over the wireless medium. In-other words, nodes in such-networks, they communicate
with their destination nodes by the help of their neighbors through store and forward
technique. In recent years, infrastructure-less ad hoc networking technologies such as
Wireless Ad-Hoc Networks (WANSs)-and Bluetooth have received critical attention in
both academic and industry. In WANS, ‘wireless mobile nodes are collected and each
of these can be considered as an individual portable devices. The network topology in
WANSs changes frequently due to arbitrary movement of mobile nodes and is without
any centralized administration or fixed infrastructure. Each node communicates
directly with the nodes within its wireless range. However, the nodes need to
collaborate together to deliver their information between nodes that are beyond the
wireless range of the source. In WANS, nodes are more vulnerable to attacks because
of their lack of a fixed infrastructure over the wireless environment. Any mobile node
within the radio range of another node can always listen to what is being broadcasted,
thus violating the privacy of the broadcasting node. Consequently, security is an
important issue in WANs. Confidentiality, authentication, integrity, non-repudiation
and access control are considered as the main services of a security system. Providing
security support for WANs is a challenge because of: (1) wireless networks are

susceptible to attacks ranging from passive eavesdropping to active interfering; (2)



mobile users demand anywhere and anytime services; (3) a scalable solution is a must
for a large-scalable mobile network. To provide a secure communication environment

for mobile users and applications over WANS is our goal.

This dissertation considers a scenario of designing some security schemes and
mechanisms for digital rights management (DRM) system, electronic book as an
example in this dissertation, in cluster-based WANSs. This scenario provides a pure
mobile commerce environment for participants. Traditionally, there are four roles in
the publication system: authors, publishers, distributers, and consumers. An author or
editor is responsible for writing articles and essays. A publisher is responsible for
revising authors’ manuscripts and adding some plates and contacting with distributers
to discuss how to set up a distribution channel to sell these published books. A
distributer is responsible for selling the books from publishers. And, a consumer could
buy the books he/she wanted from a brick-and-mortar store. However, with the advent
of digital information systems and the:Internet; the scope of publishing has expended
to include electronic resources, such as the electronic.versions of books. They could
be sold online. There are three roles to online selling services in this dissertation:
authors, distributers, and consumers. The role of a publisher is substituted by the
authors and distributers. Assume thereis-a virtual team which offers the team work of
authors. Each of them concentrates on their own expertise. Then, they integrate their
works and deliver the final work to‘a distributer. The distributer distributes the digital
contents to customers using cluster-based WANSs. Hence, authors could co-work and
focus on their domain knowledge to finish their works under this scenario. For
example, a producing procedure of electronic voice book, to finish this work, the
members should include: an editor, a drawer, and a recording engineer, etc. Because
of their cooperation, the work could be done by themselves without a publisher. For a
distributer, the duties of him/her include: to distribute the digital contents to his/her
customers, to be a clusterhead and construct cluster-based WANS, to provide a
repository to store published and protected e-books, and maintain a web service
system. The web service keeps the related works which are not finished and

unpublished. These works could be cited by other valid authors.

In this framework, shown in Figure 1, users or clients could request their favorite
contents from a content provider, author, and then the content provider delivers the

protected contents to users. The content received by client cannot be used without a



legal license because of encryption. When the user pays money and starts a license
acquisition protocol with clearinghouse, the role of a distributer, for the content
through DRM Agent in the client, the client can get the corresponding license for the
content from the clearinghouse, and then the content can be rendered according to the
usage rules in the license. A legal license should be confirmed by a consumer. This
confirmation could be done by signature scheme. In addition, users in the
communication network are legal group members. Members or authors, in the same
cluster, could communicate and form a communication group by multicasting
protocol. Thus, they could co-work to create an attractive work. Multicasting is an
efficient way to deliver data to a large group of users in many applications such as
Internet stock quotes, audio and music delivery, file and video distribution, etc. Data
confidentiality is one of the most challenging problems in secure multicast. To
achieve this goal, a secure multicast scheme must address key management issues,
which include efficient organization and distribution of keys with low communication
overheads, key storage cost, and.scheme complexity. Moreover, in the proposed DRM
system, it also supports peer-to-peer-communications. Members or authors in the
same cluster share their files, video, and audios with each other. For a supervising
requirement, the clusterhead, the distributor, should supervise their communications
to prevent the members violate some regulations. Furthermore, the proposed DRM
system also provides web service for-the group-members. A legal member, author,
who wants to get resources or gain access to the web service should register to the
web service and be assigned a corresponding role associated with his/her identity.
Then, he/she could issue a request in any cluster to access resources to the web

service in the communications network.
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Figure 1. The framework of the proposed dissertation

For these reasons mentioned above, this dissertation focuses on the signature, key
management, access control, and supervision-security problems in WANSs. The design
principles of our study are developing some security protocols which support such
security problems. Here, the related issues in signature, key management, supervision,
and access control areas are described roughly, and more detailed discussions are

explored in the further sections.
(1) Signature:

Signature is an important mechanism in any real applications. Digital signature is
especially used in electronic-based transactions. The digital signature is analogous to
the handwritten signature. The digital signature scheme allows a recipient of data to
prove the source and integrity of data and protect against forgery. A group-oriented
digital signature scheme is a kind of digital signature scheme. It supports a group of
authenticated users to cooperatively sign a message instead of a single user. The same,
the verification procedure must be done by the verifier. Such collaborative and

group-oriented applications and protocols are useful in WANS.



In this work, the scenario of signature issues in DRM systems deployed in WANS
is discussed. In DRM systems, digital licensing controls the contents to be accessed
by the consumers. One of the major issues raised by DRM systems concerns the
integrity of this license. Digital signatures provide data integrity, non-repudiation, and
authentication. Therefore, digital signature is an important security mechanism for
license-based DRM systems. Because of the properties of WANS, nodes may leave the
network with high possibility than wired or infrastructure-based networks. In such
case, a digital content provider may not sign the digital license in time. The consumer
could not verify the validity of the protected digital contents and play digital contents
on his/her platform. In this work, a group-oriented nominative proxy signature
scheme is proposed. In such way, the content provider delegates his/her signing ability
to the partial members of the proxy group having n members and to designates the
partial members of the verifier group having | members to verify his/her digital
licenses signed by a group of proxy signers. Therefore, (t, n) proxy signers sign the
specific license on behalf of the original signer-and (w, 1) verifiers verify the validity

of this proxy signature.
(2) Key management:

Securing group communications inresource /constrained, infrastructure-less
environments such as WANSs has.become one.-of ‘the most challenging research
directions in the area of wireless ‘network security. This dissertation focuses on
providing security from the perspective of enabling and protecting communication
data among nodes, so that the appropriate data reaches the intended recipients and
only these recipients have access right to read it. An important issue of providing such
secure group communications in WANS is group key management. The group key
shared by all group members is suitable for multicast communications. This key is
used to encrypt communication data. Thus, only the group members could decrypt the
encrypted data. Therefore, the group key must be protected from taking by non-group
members. In addition, there are two important key factors while trying to design an
efficient key management protocol, they are: the number of keys each node should
keep and the number of rekeying operations should be done. Because of the nature
topologies of WANS, nodes may join or leave the group frequently. Key management
is an important security issue. In general, the key management protocol supports three

kinds of rekeying operations: join, leave, and periodic rekeying operations.



In this work, a group key management protocol is proposed in WANS. It is based
on the centralized key management frameworks. A key management protocol is
designed such that batch rekeying operations are supported in cluster-based WANS.
Therefore, the group key for encrypting multicast data is protected.

(3) Supervision:

Supervision is one of the security considerations. The term supervision is used to
imply somewhat indirect degree of control over security operations. In supervising
mechanism, a supervisor supervises the communications among nodes whose security
level is lower than him/her. The concept of the supervising idea is especially

important for government networks.

In this work, the supervising problem in Peer-to-Peer applications in cluster-based
WANS is considered. A two-key agreement based supervising mechanism is proposed.
The mechanism supports any two nodes within the same cluster communicate with
each other and no other nodes overhear their communications other than the
clusterhead of their domain and the-global clusternead. The proposed mechanism is
designed for cluster-based applications in P2P.

(4) Access control:

Access control is the ability to limit and control the access to systems and
applications via communications networks.-lIt is a variety of mechanisms that enforce
access rights to resources. A role-based access control model (RBAC) [43] is a kind of
access control. In RBAC, roles are defined based on job functions, permissions are
associated with roles, and users are made members of appropriate roles, thereby
acquiring the roles’ permissions. This indirect association between users and
permissions greatly simplifies the management of user’s permissions. There are many
access control models which are designed based on the concept of RBAC model, such
as Spatially Aware RBAC model [4][26][23], etc.

In this work, a scenario of access control for web services in WANS is discussed.
In this scenario, the idea of reputation management is introduced into the access
control model. In other words, each user’s access ability is determined by both the
initial assigned role and its reputation information. This access control mechanism is
called flexible access control. Flexible access control is designed to enable access

control while a requester asks for services from the web server. Flexible access



control is a combination of requester’s role, location, requester’s reputation, and the
trust degree of the routing path. This mechanism is especially applicable to web
services in WANs. Because users in WANs may roam randomly, they may suffer
from some security attacks. The physical place where they stay may be insecure.

Therefore, the user’s access right has to be changed to prevent the possible attacks.

Finally, this dissertation describes the roles of each member in this
communications network. They will be shown while constructing security schemes
and mechanisms for a DRM system which supports digital content provision, group
communication, peer-to-peer file sharing, and web service in cluster-based WANS.
The roles of a global clusterhead and a clusternead will be characterized in this

session.
(1) The roles of a clusterhead:

® |t is a domain broker and a key server. To be a domain broker, it has to manage
the network of this cluster. To be a key server,.it has to manage all kinds of keys

for its domain users.

® |t is a cleaninghosue and one of the proxy signers.-To be a cleaninghouse, it has

to sign a message for any content provider.

® A group of clusterheads should cooperatively sign a digital license on behalf of

the content provider.
(2) The roles of a global clusterhead:
® There is a unique global clusterhead in cluster-based WANS.
® |n addition, being one of the clusterheads, it has to manage the whole network.
(3) The roles of a group member in a cluster
® |t could be a content provider or a consumer.
@ [t could join or leave a cluster freely.

® Peer members in the same cluster have to cooperatively generate their common

session key for file sharing.

® A group of members purchase the goods from a content provider and they

should cooperatively verify a signed digital license.



1.2 Contributions of the Dissertation

In this dissertation, we contribute towards the design and development of some
security schemes and mechanisms to provide secure communications over WANS.
There are four security issues are discussed under a scenario of DRM in WANSs, they
are: Digital signature, key management, supervising, and access control. The schemes
or mechanisms designed in the proposed dissertation are new ones or an extension of
existing methods so that the security and performance considerations are improved.
The following paragraphs depict the contributions of the proposed four schemes and

mechanisms.

The group-oriented nominative proxy signature scheme is proposed in this
dissertation. The scheme supports a content provider to delegate his/her signing
ability to the partial members of a group of clearinghouses and to designate the partial
members of a group of consumers. Because of this scheme, even though the content
provider is not in the network, his/her work will be-done by a group of clearinghouses.
A formal security analysis demonstrates that our scheme is secure enough to be used
in DRM systems in WAN:S.

The key management problem is addressed for secure group communications in
cluster-based WANSs. There are. three different baich rekeying operations. These
operations provide a user easily or a group.of users easily join or leave the group.
Both the security and performance are discussed and compared in the dissertation.

These results notice that the proposed scheme is secure and efficient.

A two-key agreement based supervising mechanism is proposed. The mechanism
supports any two nodes within the same cluster communicate with each other and no
other nodes overhear their communications other than the clusterhead of their domain
and the global clusterhead. Because of this mechanism, the communications between
mobile users could be managed. Thus, P2P applications are acceptable by the
supervisor in WANS. Security analysis shows that the proposed mechanism supports
the security requirements and guarantees only the supervisors overlook their

communications.

A framework for implementing a flexible access control mechanism for web
services is outlined. The framework uses a combination of the RBAC model and a

user profile-based access control model which considers the location, the trust value



of the route path, and a requester’s reputation as a profile about a specific requester.
And, the access privilege for a requester is a combination of his/her access role and
the profile evaluation result. Furthermore, implementation results demonstrate that the
proposed mechanism dynamically adjusts requester’s access privilege in no time.

1.3 Organization of the Dissertation

The remainder of the thesis is organized as follows. Chapter 2 presents background
information and reviews related information security work. The characteristics and
topologies of WANSs are firstly reviewed. Then, information security is continued.

Moreover, some security problems which may happen to WANSs are discussed.

From chapter 3 to chapter 6, some security issues in WANSs are discussed. Chapter
3 describes the security issue of a specific application — digital right management
(DRM) in WANSs. This chapter focuses on the signature of the digital license. Because
of the properties of WANS, a group-oriented. nominative proxy signature scheme is
proposed. The scheme supports.a content provider to delegate his/her signing ability
to the partial members of a. group of clearinghouses having n members and to
designate the partial members of @ group of consumers to verify their digital licenses.
Some proofs are shown to.demonstrate the validity of the signature. By security
analysis, it shows that the proposed scheme satisfies-the security requirements for
proxy signatures. Chapter 4 describes..the key management issue. In WANSs, an
important issue of providing secure group communications is group key management.
In this dissertation, An EBS-based batch rekeying scheme is proposed. The scheme
supports three operations, join, leave with collusion-resistant (L/CR), and leave with
collusion-free (L/CF) for cluster-based communications in WANSs. Some security and
performance analyses with respect to the proposed scheme are given in this chapter.
Chapter 5 also describes the security issue of a specific application — peer-to-peer
(P2P) in cluster-based WANSs. This chapter focuses on the supervising issue, one of
the security issues, in P2P applications. A two-key agreement based supervising
mechanism is proposed in this chapter. The mechanism supervises the
communications between peer nodes. There are three phases in this mechanism to
fulfill the supervising requirements. The same, security analysis shows that the
proposed scheme satisfies the security requirements. Chapter 6 describes the access
control mechanism for web service in cluster-based WANS. In this chapter, a flexible

access control mechanism is proposed. The mechanism is a combination of the
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requester’s role, location, reputation, and the trust degree of the routing path. By this
mechanism, the service provider easily calculates the requester’s access privilege with
respect to a specific resource. Therefore, a requester’s access right not only depends
on the initial assigned role also relies on the user’s profile. The implementation results
show that the proposed mechanism is feasible. Finally, in the last chapter, some

conclusions are made and the possible future work in this area is described.
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Chapter 2 Literatures Review

In this chapter, the characteristics and topologies of WANSs are firstly reviewed.
Then, information security will be reviewed. Moreover, some security problems
which may happen to WANs will be discussed. These surveyed researches will be
introduced respectively as follows.

2.1 Wireless Ad-Hoc Networks

It is easier to deploy wireless communication network than conventional wired
networks. As the industry standards are maturing and the availability of wireless
networking hardware is growing, wireless local area networks (WLANS) are being
rapidly deployed in industrial, commercial, and home networks. As a result, use of
wireless communications is increasingly becoming pervasive in our daily lives.
Wireless networks include local; “metropolitan, wide, and global areas. This
dissertation focuses its attention on WLANSs. In WLANS, it uses radio waves as its
carrier. According to network attachment methods, there are two types of wireless
networks: infrastructure-based and infrastructure-less wireless networks. Figure 2
illustrates the structure of “infrastructure-based- WLANSs. In infrastructure-based
WLAN:Ss, there is a need of an access point (AP) that bridges wireless LAN traffic into
the wired LAN. An AP can also act as a repeater for wireless nodes. The basic service
set (BSS) is a set of all stations that can communicate with each other. And an
extended service set (ESS) is a set of connected BSSs. APs in an ESS are connected
by a distribution system (DS). The concept of a DS can be used to increase network

coverage through roaming between cells.
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Figure 2. The structure of infrastructure-based WLANSs

As wireless technology becomes more robust and sophisticated, multihop wireless
networks are rapidly gaining attention.' Multihop wireless networks, infrastructure-less
WLAN:Ss, consist of wireless devices that.communicate with each other either directly
or using one or more other devices as-intermediate forwarders. These networks can be
deployed either as stand-alone networks or as edge networks extending the reach of
the Internet. A kind of infrastructure-less topology is supported by WANSs. They are a
collection of mobile nodes dynamically forming a‘temporary network without using
any existing network infrastructure. In-addition, some cooperative networks are
deployed in WANs with a specific purpose. They are widely used in the fields of
military, collaborative business environment, etc. Unlike a fixed wireless network, the
framework of WANSs is characterized by the lack of infrastructure. Mobile nodes in
WANSs are free to move and organize themselves in an arbitrary fashion. Figure 3
illustrates the structure of WANS. In addition, each user is free to roam about while
communicating with others. The path between each pair of the users may have
multiple links, and the radio between them can be heterogeneous. This allows an
association of various links to be a part of the same network. The challenges of WANSs

are included:
® Limited wireless transmission range
® Packet losses due to transmission errors

@ Mobility-induced route changes
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® Battery constraints

® Security issues

Figure 3. The structure of WANSs

There are three types of routing protocols in WANSs [36][41], they are: table
table-driven routing protocols, on-demand routing protocols, and hybrid routing

protocols. Examples of some routing protocols in WANS are shown in Table 1.

Table 1. The classification of routing protocols in WANSs

Source routing Hop-by-hop routing
Table-driven DSDV, CGSR
On-demand DSR TORA, AODV, CBRP
Hybrid ZRP

A table-driven routing protocol is a kind of proactive protocol. It propagates
topology information periodically and finds routes continuously between any two
nodes in the network. Some of the well-known table-driven routing protocols, such as
the Destination-Sequenced Distance Vector (DSDV) protocol [37] and the
Clusterhead Gateway Switch Routing Protocol (CGSR) [2], require each mobile node
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to update and maintain the route entries within their own routing table whenever a
change of network topology occurs so that the most recent and shortest path can be
chosen. It also requires a relatively large number of route control messages to keep
each node informed of the latest network topology. Thus, this approach consumes

significant amount of network resources in general.

An on-demand routing protocol is a kind of reactive protocol. It finds routes only
when it needs routes to send data packets. Some of the well-known on-demand
routing protocols such as Dynamic Source Routing (DSR) [13], Ad-Hoc On-Demand
Distance Vector (AODV) [38], Cluster-based Routing Protocol (CBRP) [12] and
Temporally-Ordered Routing Algorithm (TORA) [35], etc. They do not use up
resources to maintain a routing table with the entire topology views, but instead routes
are only established or maintained when a source demands a route to transmit packets
or when the routes are currently in use. Taking AODV routing protocol for example, it
was designed specifically for operating in WANSs. Mobile nodes that are not involved
in any active route do not maintain-any routing information and periodic routing table
exchanges. Since AODV is an on-demand routing. protocol, it is not necessary for a
node to discover and maintain a route to any other node in the network until a source
node demands a communication with another destination node. AODV also makes
use of the destination sequence numbers from the DSDV protocol to ensure that the
most recent routing information ‘is chosen between nodes. Every node in AODV
maintains a sequence number which increases monotonically when it sends a new
message. The greater the sequence number a route has, the fresher the route is. Thus,
if there are two or more routes to a destination, the node always selects one with the
greatest sequence number. In addition, CBRP is a cluster based routing algorithm like
CGSR except that it is an on-demand routing mechanism as opposed to CGSR that is
table-driven. The concept of the cluster will be discussed in detail in the next
paragraph. In short, in table-driven protocols, each node maintain up-to-date routing
information to all the nodes in the network whereas in on-demand protocols a node

finds the route to a destination when it desires to send packets to the destination.

Compared to table-driven and on-demand routing protocols, a hybrid routing
protocol combines features of both these two protocols such as: the Zone Routing
Protocol (ZRP) [8]. In ZRP, each node dynamically maintains a zone centered at itself.

A zone is a collection of neighbors and links within a predefined number of hops
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called the zone radius. The construction of a zone requires a node to discover its
neighbors. ZRP uses a separate Neighbor Discovery Protocol (NDP) for this purpose.
In NDP, nodes typically broadcast periodic hello messages.

Because the cluster-based structure in WANS is used in the dissertation, it will be
discussed in detail. Cluster-based is a kind of control structure or routing mechanism
in WANSs. For example, in CGSR, it organizes a network into clusters and elects a
clusterhead in each cluster by running an efficient clustering algorithm. Other nodes
in each cluster are one hop away from the clusterhead. Nodes that belong to more than
one cluster are gateways. With cluster-based control, the physical network is
transformed into a virtual network of interconnected node cluster. Each cluster has
one or more controllers acting on its behalf to make control decisions for cluster
members and to represent the cluster to communicate with other clusters. There are
three types of controlling architectures: link-clustered, near-term digital radio (NTDR),
and hierarchy [36].

In link-clustered architecture, each cluster contains a clusterhead, one or more
gateways, and zero or more ordinary-nodes that are neither clusterheads nor gateways.
With the link-clustered architecture, all cluster members are within one hop of the
clusterhead and hence within two hops of-each other. This arrangement provides
low-delay paths between cluster members that may communicate frequently, and it
places clusterheads in the idea locations to coordinate transmissions among their

cluster members.

In NTDR control architecture [40][41][53][54], it is an army data communication
network component, with applications currently targeted at IP backbone
responsibilities in the Tactical Internet. It produces a set of clusters, each containing a
clusterhead, which when linked together form a routing backbone. The NTDR uses a
contention-based, channel access protocol that utilizes a sender-receiver handshake.
And, the NTDR used clustering and link state routing, and self-organized into a
two-tier hierarchical ad-hoc network: intra-cluster and inter-cluster. The two-tier
hierarchical ad-hoc network is used to increase capacity and reduce multiple access
interference and relay delays. In NTDR, the clusterheads are themselves fully mobile.
Cluster members automatically re-affiliate when moving out of range of one cluster
and into another. The NTDR architecture restricts direct inter-cluster communication

to clusterheads only; hence, the clusterheads function as the gateway. Inter-cluster
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communication is restricted to provide secure communication among the clusterheads.
Furthermore, a cluster cannot be treated as an arbitrary multihop network;
neighboring nodes within one hop of each other can communicate directly, but all
other intra-cluster communication must traverse the clusterhead. An NTDR node
elects itself as clusterheads if it does not detect any other clusterheads in its vicinity or
if it detects that it can heal a network partition. In addition, intra-cluster
communication is used to provide secure communication for one cluster. Any pair
nodes must complete their communication via clusterheads. Figure 4 illustrates the
architecture of NTDR. There are three clusters: A, B, and C in the network. A host a
in cluster A who wants to communicate with host b. Then, the messages sent from
host a will be delivered to host b through the routing path Aa — A.CH — B.CH —
B.b.

Inter-Cluster routing
between
Cluster A and Cluster B

Intra-Cluste ;
routing
within Cluster B Host
0%

~» Intra-Cluster routing

A within Cluster A

Figure 4. The architecture of Near Term Digital Radio (NTDR)

In hierarchical cluster-based control architecture, a network consisting of N
nodes is organized into an m-level hierarchy of nested clusters of nodes such that all

level-i clusters are disjoint for 0<i<m. In addition, a clusterhead selection can be
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done by some criterion, e.g. lowest ID in the cluster.
2.2 Security Issuses in WANSs

The primary object of this dissertation is to propose protocols which provide
secure communications for users over WANSs. Hence, this section describes some
security issues. Due to dynamic nature and lack of centralized monitoring points,
nodes in WANS are vulnerable to various kinds of attacks. There are several reasons
that make security issues in WANSs are different and more challenging than wired
networks. First, owing to the broadcasting nature of WANS, the nodes use the wireless
medium to communicate with each other. Any node within the radio range of another
node can always listen to what is being broadcasted; thus it is easy for an adversary to
eavesdrop, modify, or inject false packets as the medium is open and the attacker does
not have to physically tap into network wires to gain access. Moreover, in WANS,
there is no clear line of defense to prevent illegitimate access to the network. In
addition, nodes in WANS also act-as routers-and-are required to forward packets sent
from their neighbors in a multi-hop-manner. Thus a selfish or malicious node can
choose to drop and not forward. packet in order to save its energy or disrupt the
network operation. It is also easy for any malicious node to broadcast false
information and disturb the operation of the -network: Another property of WANSs
posing challenging threats to its security is its-constantly changing topology. The
nodes in WANS are expected to join onthe fly as they move in and out of the network.
Therefore, key management is an important issue when users issue a join or leave

request.

In addition, authentication, availability, confidentiality, integrity, authorization,
and non-repudiation are also security needs in WANSs. ITU-T Recommendation X.800
[46], Security Architecture for OSI, defines some security services to ensure adequate
security of the systems or of data transfers and a availability service to ensure a
system’s availability. X.800 divides these services into five categories: Authentication,
access control, data confidentiality, data integrity, and non-repudiation. X.800 also
defines some security mechanisms associated with these security services. They are:
Encipherment, digital signature, access control, data integrity, authentication
exchange, traffic padding, routing control, and notarization. The definition of these

security services [27] is described as follows:
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(1) Authentication: Authentication is a service related to identification. In other words,
authentication is any process by which you verify that someone is who they claim
they are. Two parties entering into a communication should identify each other.
Information delivered over a channel should be authenticated as to origin, date of
origin, data content, time sent, etc. For these reasons this aspect of cryptography
is subdivided into two classes: entity authentication and data origin authentication.
In entity authentication, it is required to make sure that the network is not
deceived by malicious nodes, which provide false information or intercept data

from genuine users.

(2) Awvailability: Availability is a service which refers to the availability of
information resources. An information system or network system that is not
available when you need it. In WANS, data packets from source node are relayed
over a sequence of intermediate nodes to destination node. All nodes in WANSs are
required to relay packets on behalf’ of other nodes. However, a node may
misbehave by agreeing to.forward packets and failing to do so, because it is
overloaded, selfish, or malicious. A selfish node is unwilling to spend battery life
or available network bandwidth to forward packets. A malicious node redirects the
packets into another routing path” or launches denial-of-service (DoS) attacks.
These misbehaving nodes severely degrade the network performance and cause
the network could not provide service to users. Consequently, misbehaving nodes

are a significant security problem in WANSs.

(3) Data confidentiality: Confidentiality is a service used to keep the content of
information from all but those authorized to have it. This service is important to

make sure that information about the network is not exposed to malicious nodes.

(4) Data integrity: Integrity is a service which addresses the unauthorized alternation
of data. To assure data integrity, one must have the ability to detect data
manipulation by unauthorized parties. In WANS, integrity assures that data
packets will not be modified or altered by an adversary.

(5) Authorization: Authorization is a service which specifies access rights to
resources, which is related to information security and computer security in
general and to access control in particular. Hence, authorization is the act of

checking to see if a user has the proper permission to access a particular file or
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perform a particular action. In WANS, Rules and regulations define restriction of

responsibilities of network and individual nodes. In addition,

(6) Non-repudiation: Non-repudiation is a service which prevents an entity from
denying previous commitments or actions. When disputes arise duo to an entity
denying that certain actions were taken, a means to resolve the situation is
necessary. In WANSs, Non-repudiation prevents a node from denying that it has

sent a message after it does so.
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Chapter 3 A Group-Oriented Nominative Proxy Signature Scheme
for Digital Rights Management

The increasing availability of information technology and computer networks has
made the process of trading digital content through Internet very convenient. However,
digital contents are easy to be copied and redistributed in ways that violate the
intended use of the product. Digital Rights Management (DRM) is a system used to
protect digital assets and control the distribution and usage of those digital assets.
DRM systems separate protected content and digital license. A digital license controls
the contents to be accessed by consumers. A consumer could download digital license
after paying his/her money. DRM systems provide confidentiality, integrity and

authenticity protection for digital contents.

Nowadays, mobile commerceis getting more important as the mobile networks
and services expand widely. While-mability presents some special requirements and
limitations, it also creates new possibility for DRM. A DRM system must be adapted
into a new one, Mobile DRM (M-DRM). One of the major issues raised by M-DRM
systems concerns the integrity of this license: In this dissertation, a group-oriented
nominative proxy signature scheme (GO-NPSS) is proposed. The scheme supports a
content provider to delegate his/her signing ability to the partial members of a group
of clearinghouses having n members and to designate the partial members of a group
of consumers, purchasing the same products, having | members to verify their digital
licenses. In the proposed scheme, (t, n) proxy signers sign the specific digital license
on behalf of the content provider and (w, I) verifiers verify the proxy signature. The
proposed scheme can guarantee that the digital products come from the authorized
providers. A formal security analysis demonstrates that our scheme is secure enough

to be used in DRM systems.
3.1 Digital Right Management Introduction

Digital Rights Management (DRM) systems are the technologies to distribute
digital contents in a secure manner that can protect and manage the rights for all
participants. DRM provide a solution to the problem of illegal content distribution on

the Internet. A DRM system should offer a persistent content protect against
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unauthorized access to the digital content, and limiting access to only those with the
proper authorization. The core concept in DRM is the use of digital licenses. Through
digital licensing, content providers can gain much more control over what the
consumer can do with the content. Figure 5 illustrates the concept of operation mode
in DRM system. The basic DRM process involves four parties [21], as shown in
Figure 6: the content provider, the distributor, the clearinghouse, and the consumer.

These terms are described in detail as follows:

® Content Provider: A content provider may be an organization, a company, or a
person in C2C business model who offers digital content to consumers protected
with their own DRM tools. Protected content is bound to a set of rights, a notion

that is described in a license.

® Distributor: A distributor provides distribution channels. The distributor
receives the digital content from the content provider and creates a web

catalogue presenting the contents and rights metadata.

® Clearinghouse: A clearinghouse-handles the financial transaction for issuing the
digital license to the consumer and pays royalty fees to the content provider and
distribution fees to the distributor accordingly.” The clearinghouse is also

responsible for logging license consumptions for every consumer.

® Consumer: A consumer uses the-system t0 consume the digital content by
retrieving downloadable or streaming content through the distribution channel

and then paying for the digital license.
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A DRM system requires persist content protection, meaning that protection has to
stay with the content. Essential security requirements in DRM systems include data
protection which protects against unauthorized interception and modification,
identification of recipients which protects unauthorized access and enables access
control for the digital content, and tamper-resistant mechanism which manages
protected data and enforces content usage rights.

Most DRM systems adopt a license-based mechanism which separates the keys
from encrypted content [10]. The encrypted content is delivered to a consumer from

the distributor while the license including the keys is transported to the DRM client
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from a license server [10]. For example, the DRM system provided by Microsoft, as
shown in Figure 7, is a license-based system [28]. There are three components in the
system, they are: the content provider, the license server, and the consumer. The
protected content is encrypted by an encryption key. This key is generated by the seed
and key ID and is a part of signed license. A consumer downloads the protected
content from the service provider. Then, the DRM management platform in end-user
site checks the status of digital license associated with this content. The consumer has
to get the valid digital license from the license server before using the digital content.

In addition, OMA, Open Mobile Alliance, has released two versions in DRM [32].
They are OMA DRM 1.0, approved in 2004, and OMA 2.0, approved in 2006. In
OMA DRM 1.0, it specifies three main methods: Forward Lock, Combined Delivery,
and Separate Delivery. In Forward Lock mode, the content is packaged and sent to the
mobile terminal as a DRM message. The mobile terminal could use the content, but
could not forward it to other devices or modify it. However, the Forward Lock content
IS not encrypted when it is received or when stored in phone memory. In Combined
Delivery mode, the digital rights are packaged with a content object in the DRM
message. The user could use the content as defined in the rights object, but could not
forward or modify it. The_rights object is written in DRMREL (DRM Rights
Expression Language) and defines the number of .times and length of time that the
content can be used thus enabling the preview feature. In the Forward-lock mode and
the Combined Delivery mode, the content is not encrypted. In the Separate Delivery
mode, the content and rights are packaged and delivered separately. The content is
encrypted into DRM Content Format (DCF) using a symmetric cryptograph method.
In the Separate Delivery mode, the symmetric encryption key is not encrypted. The
OMA DRM 2.0 standard is an extension of version 1.0. The OMA DRM 2.0 is
composed of four parts: Public Key Infrastructure (PKI), Rights Object Acquisition
Protocol (ROAP), DRM Content Format (DCF), and Rights Expression Language
(REL). DRM 2.0 looks like the Separate Delivery in DRM 1.0 but the Rights Object
(RO) is signed and passed with the PKI mechanism to assure security, authenticity
and integrity. The DRM Agent is the entity in the device that manages permissions for
media objects on the device. With the mobile DRM Agent, devices not connected to a
network could use the DRM content.

A digital signature scheme further protects the usage rules from tampering,
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especially in mobile networks. Digital signatures provide data integrity,
non-repudiation, and authentication. Therefore, digital signature is an important

security mechanism for license-based DRM systems.
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Figure 7. The overall DRM framework provided by Microsoft Corporation [28]

In mobile networks where the nodes constantly move and in some specific

networks, like WANS or sensor networks, the network topology changes continuously;
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thus, a normal signature scheme is not suitable for DRM systems. Instead, an
original-nominative proxy signature scheme is suitable for this situation. An
original-nominative proxy signature is a scheme that the original signer can delegate
his/her signing power to a proxy signer who generates a proxy signature on behalf of
the original signer and can designate the verifier to verify the proxy signature. In this
scheme, only the nominee, the verifier, can verify the signature and if necessary, only

the nominee can prove its validity to the third party [52].

In this dissertation, a group-oriented nominative proxy signature scheme
(GO-NPSS) is proposed. The scheme supports a content provider, named original
signer hereafter, to delegate his/her signing ability to the partial members of the
distributors, named proxy group hereafter, having n members and to designate the
partial members of the consumers, named verifier group hereafter, having | members
to verify the validity of his/her digital licenses for the mobile users. Therefore, (t, n)
proxy signers sign the specific license on'behalf of the original signer and (w, I)
verifiers verify the proxy signature."Most important of all, our scheme can prevent the
original signer from repudiating the validity of the digital license which had delivered
previously to the clients. In addition, the proposed scheme complies with all security
requirements in digital signature, proxy signature and original-nominative proxy

signature schemes.

The remainder of this chapter is' organized as follows: In section 3.2, related
works are discussed. The proposed scheme is detailed in section 3.3. In section 3.4,
security analysis is given. In section 3.5, performance analysis is discussed. In the last

section, conclusion is presented.
3.2 Related Works

In this section, the concepts of the proxy signature scheme and the nominative

proxy signature scheme are introduced.
3.2.1 Proxy Signature Scheme

Proxy signatures originated from the concept of digital signature and have found
numerous practical applications, particularly in distributed computing [7][14][18],
such as: Strong proxy signature scheme [18] and one-time proxy signature scheme
[14], etc. A digital signature is used to establish both of the signer authenticity and the
data integrity assurance. Therefore, a digital signature has some good properties:
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Integrity, authenticity, verifiability, unforgeability, and non-repudiability, etc. Proxy
signature not only inherits these properties but also some useful properties. It is useful
when the original signer is not available to a specific document. In 1996, Mambo et al.
[25] first introduced the concept of a proxy signature scheme, which permits an entity
to delegate its signing rights to one or more entities, called proxy signer(s), to sign
messages on its behalf, in case of temporal absence, lack of time or computational
power, etc. A delegated proxy signer can generate a verifiable proxy signature that can
be verified by anyone. And a verifier can verify the proxy signature and the original
signer’s delegation by using a proxy verification algorithm and the public key
information of both original signer and proxy signer. Furthermore, many extensions of
the basic proxy signature primitive have been considered. These include threshold
proxy signatures [48][49][57], nominative proxy signatures [34] and multi-proxy

signature scheme [9], etc.

There are three kinds of proxy signatures: full delegation, partial delegation, and

delegation by warrant. These terms are described in detail as follows:

® Full delegation: Full delegation-is a kind of proxy unprotected proxy signature.
In the full delegation, a proxy signer is given the same private key as the
original signer has, and'computes the same signatures as the original signer does.
Therefore, the original signer.should take.all the responsibility for messages
signed by the proxy signer.

® Partial delegation: partial delegation is further classified into two parts:
proxy-unprotected and proxy-protected according to protection of proxy signer.
In the proxy-unprotected partial delegation, the original signer uses his/her
private key and a random key to create a proxy signature key and sends it to the
proxy signer. The proxy signer uses the proxy signature key to compute proxy
signatures on behalf of the original signer. In the proxy-protected partial
delegation, the proxy signer generates the proxy signature using the delegation
key generated by the original signer and its private key.

® Delegation by warrant: Delegation by warrant is a kind of proxy protected
proxy signature. In the delegation by warrant, the original signer restricts the
proxy signer’s signing ability by warrant which records the identities of the

original signer and the proxy, the type of message delegated and the delegation

26



period, etc. The warrant is sent to the proxy signer in conjunction with his/her
own signing key to produce proxy signatures. A proxy signature contains the

warrant and the proxy signer’s signature.
3.2.2 Nominative Proxy Signature Scheme

In 1995, Kim et al. [15][16] first proposed the nominative signature scheme, and
then in 2001 Park et al. [34] introduced a new type of proxy signature, nominative
proxy signature. A nominative proxy signature scheme is an important delegation
signature scheme in a mobile communication environment. By definition, unlike a
normal proxy signature scheme, only the nominee can directly verify the proxy
signature and if necessary, only the nominee can prove to the third party that proxy
signature issued to him/her is valid. There are two kinds of nominative proxy
signature schemes: an original-nominative proxy signature, i.e. the original signer is
the nominator, and a proxy-nominative signature scheme, i.e. the proxy signer is the
nominator. An original-nominative ‘proxy-signature scheme is used to avoid the
misuse of proxy signatures. In‘these kinds of schemes, an original signer delegates a
user as a proxy signer and designates-a user-as.a verifier. This verifier can verify the
validity of a proxy signature. A proxy-nominative proxy signature scheme is used in
E-Commerce. In addition, both original-nominative proxy signature scheme and
proxy-nominative proxy signature scheme must satisfy some requirements [51]. In the

former scheme, it must satisfy the following requirements:
® The same properties as a digital signature.
® Only the original signer can nominate the receiver.

® The original signer and the proxy signer cannot repudiate the nominative proxy
signature after the signature is generated.

® Only the nominee can directly verify the nominative proxy signature.

® |f necessary, only the nominee can prove to the third party that the nominative

proxy signature is valid.

In the latter scheme, it satisfies the same requirements as the former scheme
except the second requirement. Instead of this requirement, it is rewritten as “Only the

proxy signer can nominate the receiver.”

27



3.3 The Proposed Group-Oriented Nominative Proxy Signature

Scheme

In this dissertation, a group-oriented nominative proxy signature scheme
(GO-NPSS) is proposed to provide a way to generate and verify the signature of the
digital license in the DRM system. In mobile commerce, like WANS, there is
restriction to the availability of each mobile host due to the power consumption, the
computation capability, and link breakage problems. Hence, the running programs
may easily be suspended or stopped. For example, if the same problem happens
during a digital signature generation phase, then the signer could not accomplish this
work. And, the verifier could not verify the signature. Therefore, a feasible solution
for solving such problems is proposed. When providing signed digital license to the
consumers in the area of C2C business model, the content provider could ask

someone or a group of users for help to accomplish his/her work.

In the proposed GO-NPSS scheme, an original signer delegates his/her signing
ability to the partial members_ of the proxy group having n members and to designates
the partial members of the verifier group having | members to verify his/her digital
licenses signed by a group of proxy signers. Therefore, (t, n) proxy signers sign the
specific license on behalf of the original signer and (w, 1) verifiers verify the validity
of this proxy signature. In the proposed dissertation, even though the original signer
may lose its connectivity to the network, the digital signature for a specific license

could be generated and verified successfully by a group of users.
3.3.1 Notations

® p:alarge prime.

® : alarge prime and a factor of p-1.

® g :agenerator in GF(p)with order ¢, suchthat ge=1mod p.

® CP: Content provider, the role of original signer.

® CHG: A group of clearinghouses, the role of proxy signers.

® CVG: A group of consumers, the role of signature verifiers.

® x . i’sprivate key.
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® y.. i’s public key, such that y, =g mod p.

® PV,.. CHG’s private key.

® PPV, : Partial proxy group private key generated by CHG,.
® y..: CHG’s public key, such that ys. =g™c mod P.

® PV..: CVG’s private key.

® PPV, : Partial verifier group private key generated by CVG;.
® y... CVG’s public key, such that y.. =g™e mod P.

® M, : A warrant which records the identities of CP, CHG, and CVG, license, t,

n, w, |, and expiration time.
® T : Time stamp against replay attack.
® k. k,: Shared by CHG members.

3.3.2 The Proposed Scheme

The proposed GO-NPSS scheme is a combination of threshold-based secret
sharing and original-nominative proxy signature. By secret sharing scheme, secret can
be shared and reconstructed easily. By original-nominative proxy signature scheme,
the signed license could be done by a group-of proxy signers and a group of verifiers.
In addition, the proposed original-nominative proxy signature is a kind of delegation
by warrant and proxy protected signature scheme. Furthermore, the security of the
proposed scheme is based on both factorization problem (FP) and discrete logarithm

problem (DLP). Detailed security analysis is shown in section 3.4.

The proposed scheme has five phases: the initialization phase, the delegation
phase, the proxy key generation phase, the nominative proxy signature generation
phase, and the original-nominative proxy signature verification phase. Figure 8
illustrates the GO-NPSS scheme.
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Figure 8. The GO-NPSS scheme

3.3.2.1 Initialization Phase

Before describing the proposed GO-NPSS scheme in detail, this dissertation will
exhibit a user’s public and private key pair generation. Before joining a cluster, all
participants have contact to an offline certificate authority (CA). The CA assigns a

key pair (x;,y,) to each joining user. These key pairs facilitate users claiming that they
are the legal users. They can further get other related keys and use the related services
described in the following chapters.

In the initialization phase, members in CHG generate their secret share, s, , by
themselves, and members in CVG also generate their secret share, s.. , by
themselves. In the future, the group private key, PV.., of CHG group will be
reconstructed by a sufficient number of shares, s, , are combined together; the same,
the group private key, PV.., of CVvG group will be reconstructed by a sufficient
number of shares, s.., , are combined together. In the proposed scheme, each member

fairly contributes their partial information to construct the group private keys.

Initially, cP chooses both CHG and CvG’ s members. This dissertation

denotes a group of member set in CHG by {CHG,,CHG,,...,.CHG,} and a group
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member set in CVG by {CVG,,CVG,....,CVG, }. User authentication could be done by
Wireless Public Key Infrastructure (WPKI). WPKI provides a secure and trusted
trading environment. Each member issues his digital certificate to authenticate
himself.

CP publishes the parameters: p, g, and g to his/her members. Then, the

group private keys generation and secret sharing procedures in CHG and CVG are

described as follows.
(1) Group private key share generation for CHG group:

Figure 9 illustrates the flow chart of the group private key generation and the key

sharing in CHG.

generate

CHG. = generate

1
1
:
1
generate ., generate

CHG.

Figure 9. The flow chart of the group private key generation and key sharing in CHG

Group private key share, s, generation consists of the following five steps:

® Step 1: Partial group private key generation

In this step, each CHG eCHG chooses ag.q,PPVa : Z; at random and
computes. Then, CHG, computes the following formulas, as shown in Egs. (3.1),

(3.2), and (3.3), and signs the parameters, PPVo , fog » aNd  Co , DY
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sign (h( PPV ), fogi 1 Conar ) -

lohg = gaCHGi mod p (31)
PPVau = Xorg * Fong + 8o *Cang, MOd (3.2)
Yo =97 = Youg e Tonai 'S mod p (33)

In Eqg. (3.2), partial group private key PPV, IS generated. Each member in
CHG contributes its PPV, to construct the group private key PVue. PPV IS
not broadcasted directly to the CHG group. Instead, vy, Which is computed in Eq.

(3.3), is broadcasted directly to the proxy group. In addition, based on the difficulty of

the DLP problem, anyone can not compute PPV, except CHG, itself.

® Step 2: Threshold-based secret share generation

In this step, the concept of threshold-based secret sharing scheme is used. This

scheme helps each CHG, shares -its own secret PPV, to the members in CHG.
First, CHG, generates a polynomial—f,(B) of degree* t-1, as shown in Eq. (3.4).
Then, each member CHG, .obtains one share f,(j) from CHG,, as shown in Eq.
(3.5). CHG,” s secret can bereconstructed with.at least-t shares using Lagrange’ s

interpolation formula.
f.(fB)=PPVag +€.-B¥€; P2+ --+e, -f*modq (3.4)

f.(j), Vi=1...nj=i (3.5)

® Step 3: Share delivery

In this step, CHG, sends f,(j) to CHG, in a secure way, and broadcasts

PPVCHGi (y & T
grvers geit L g,

@® Step 4: Share verification

In this step, CHG, verifies the validity of the shares f,(i), Vvj=1...,n, which are

from CHG, . The verification procedure is described in Eq. (3.6).
gh =g (g1 ) (g7 ) (g7 ) mod p=g™ A AL AL (3.6)

;where A, =g, vk=1...t-1.
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® Step5: Group private key’s secret share generation
In this step, CHG, verifies all shares from the proxy group members. If all (i)
are verified to be legal, CHG, computes s.. =>", f,(i)mod q as its share.

In addition, without loss of generality, let

f(B)=PVoo +&,-B+6,-f2+---+e,-frmod q=>" f(B)mod q (3.7)
; where PV =Y PPVo,
And, let

Sai = T(1)=2, f,(i) mod g (3.8)

In Eq. (3.7), f(p) is a polynomial of degree t-1 which is a general form for
generating PV, ’s shares. For example, CHG,’s share s, is f(i) and is also

equalto >, f,(i)mod q.
Furthermore, CHG ’s public key, v« , IS computed as follows:
Yoie = g™ mod p (3.9

In Eq. (3.9), based on the difficulty of DLP problem, no one can get PV,. even
if he/she has y.. and g. Only any at least t proxy group members in CHG can
compute and reconstruct the value of" PV, but no group of t-1 members can do

SO.
(2) Group private key share generation for CvG group:

Figure 10 illustrates the flow chart of the group private key generation and the key

sharing in CVG.
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Figure 10. The flow chart of the group private key generation and key sharing in CVG

Group private key share, .sa, , generation consists of the following five steps:

® Step 1: Partial group private key generation

In this step, each CVG;«CVG < choOSeS - a.q PPVae, - Z; at random and
computes. Then, cvG, computes the. following formulas, as shown in Egs. (3.10),
(3.11), and (3.12), and signs the parameters, PPVoe, , fas, , and cug , DY

sign (h(PPVe; ), Tovs; » Cavs; ) -

foy =0 m0d (3.10)
PPVCVGj = Xcvc;j .r(IIVGj +alcvej ‘C'CVG]' mod q (311)
y;:\/Gj = gPPVWGj = ycherCVGj 'rcl:VGJ-CICVGj mod p (312)

In Eq. (3.11), partial group private key PPV, is generated. Each member in
CVG contributes its PPV, to construct the group private key PVos. PPV, IS
not broadcasted directly to the CvG group. Instead, vy.., , which is computed in Eq.

(3.12), is broadcasted directly to the proxy group. In addition, based on the difficulty

of the DLP problem, anyone can not compute PPV, except CVG, itself.
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® Step 2: Threshold-based secret share generation

In this step, the concept of threshold-based secret sharing scheme is used. This

scheme helps each CVG; shares its own secret PPV, to the members in CVG.
First, cvG, generates a polynomial «,(B) of degree w-1, as shown in Eqg. (3.13).
Then, each member CHG, obtains one share (i) from CvG, in Eq. (3.14).
CVG, ’s secret can be reconstructed with at least w shares using Lagrange’s

interpolation formula.
@,(B)=PPVq,; +€,,-f+€,-f7+---+€,,- " mod g (3.13)
w,(i), Vi=1,.. Li#] (3.14)
® Step 3: Share delivery

In this step, CVG,; sends (i) to CVG, in a secure way, and broadcasts

PPVCVG i jw=:
g gL

® Step 4: Share verification

In this step, cVG, verifies the validity of the shares-w.(j), Vvi=1,...I, which are

from CVG,. The verification'procedure is-described in Eg. (3.15).
gl = g™ (gt )i-(goe ) (et )" mod p=g™oe B’ B, B, (3.15)
; where B, =g%,vk=1,...,w-1.
® StepS: Group private key’s secret share generation

In this step, cVvG, verifies all shares from the proxy group members. If all o,(j)

are verified to be legal, CVG; computes sae, =, @ (j)mod g as its share.
In addition, without loss of generality, let
AB)=PVoo +8,- S+, +-+e,,- 7 mod =3, & (S) (3.16)
;where PVoe =3 PPV,
And, let
Sovey =@ J) =23, () mod g (3.17)

In (3.16), «(p) is a polynomial of degree w-1 which is a general form for
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generating PV ’s shares. For example, CVG,;’s share s.c IS «(j) and is also

equalto > @ (j)modq.
Furthermore, CVG'’s public key, Yy, , IS computed as follows:
Yo =070 mod p (3.18)

In Eq. (3.18), based on the difficulty of DLP problem, no one can get PV,. even

if he/she has y.., and g. Only any at least w proxy group members in CVG can

compute and reconstruct the value of PV, but no group of w-1 members can do

SO.
3.3.2.2 Delegation Phase

In the delegation phase, the original signer CP generates the proxy shares to the

members in CHG. This phase consists of the following four steps:
® Step 1: Proxy key generation

In this step, CP generates a warrant: M, and chooses ke, Z; at random and

computes:
K =g* mod p (3.19)
& =h(M. 1T || K{lYee ) (3.20)
0 =X &, +kmod g (3.21)

The digital license information is recorded in M,,. This operation will not cause
any security problem. This is because the encryption key used for protecting the
digital contents is encrypted. Only the consumers in CVG could get the encryption
key. In Eq. (3.21), o isthe proxy key and will be shared among the t members in
CHG. Here, e, is one of the parameters while CP computes the value of <. Hence,
the information of CP and CVG are in <. In addition, both ™M, and the time
stamp T are also in o. The threshold-based secret sharing scheme is used to
generate its shares for proxy signers. In the future, any at least t proxy group

members in CHG can compute and reconstruct the value of .
® Step 2: Threshold-based secret share generation

In this step, CP generates the secret shares, o., from o by using the
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following polynomial, as shown in Eqg. (3.22):
f(B)=c+d,-B+d,-f>+---+d, - mod q (3.22)
o = F(i);Vi=1,...,n (3.23)

In Eq. (3.23), ous IS CHG’s shares and is from cP. Only any at least t

proxy group members can compute the value of o, but no group of t—-1 members
can do so.

® Step 3: Proxy share delivery

In this step, CP sends o, t0 CHG, in a secure way, and broadcasts

D;=g% mod p;Vj=1....n and (M, ||TIIK]|lYae)-
® Step 4: Proxy share verification

In this step, CHG, verifies the validity of the share o by computing e, , as

shown in Eq. (3.24), and checkingthe equality-in Eg. (3.25). CHG, accepts this share
only if the equality holds.

e =h(M, IT 11K Yo ) (3.24)

g =yo K TT5 D, mod'p (3.25)

The formula in Eq. (3.25) will‘be proved-as follows:

Proof:

> g% mod p=g"™ mod p

= g°™& mod p = (g™ ymod p
=(ge=*-[[2D," )mod p

=(yo" -K-ITAD," )ymod p
QE.D

3.3.2.3 Proxy key Generation Phase

In this dissertation, the proposed GO-NPSS uses the concept of proxy-protected
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delegation with warrant. Thus, CHG, does not directly use the proxy key og -
Instead of this key, CHG, generates a new proxy key, as shown in Eqg. (3.26), by itself.

This is because o, carries CHG,’s identity information; thus, CHG, cannot deny

his contribution about some specific proxy signature.
Without loss of generality, we assume that the members {CHG,,CHG,,...,CHG,}
in CHG are the proxy signers. Each CHG, computes its own proxy key o, :
O = Oaia + S *€, Mod q (3.26)
In Eq. (3.26), the implication of CHG,’s identity is in o, . Therefore, in the
future, CHG; could not deny that he/she has signed the message on behalf of cpP.

3.3.2.4 Nominative Proxy Signature Generation Phase

In the nominative proxy signature generation phase, members

{CHG,,CHG,....,CHG, } sign the digital lcense (bL) without revealing their proxy
keys. The proxy key, o , Will not disclosed during the normative proxy signature
generation phase. This is because this key is protected by &, in the step 1, as

shown in Eq. (3.27). This phase consists of the following three steps:

® Step 1: &, generation

In this step, two parameters, “k, and k, are shared among these t proxy
signers. The secret sharing generation scheme for these two parameters is the same as

group private key share generation of the initialization phase.

Each CHG, computes the following equations, as shown in Egs. (3.27) and
(3.28):

Sana = (K2 Jows —One €, Mod (3.27)
e, =h(DL||M, || T[IK]|lYoe ) (3.28)
Here, (k,)us IS CHG,’s share from k,.And, e, isshown in Eq. (3.28).
® Step 2: &, delivery and verification

Each CHG, sends &, to other proxy signers, {CHG,,CHG,,...,.CHG}, in a

secure way. Upon receiving ¢&.., , CHG, verifies the validity of each &, ,
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vj=1,...,t, by checking the following equation, as shown in Eqg. (3.29):

g:CHGj mod pE( Yo xorig; HSQ.JI )'[ycpeh -K H:;ll Djij (Yoo H::Aijl ) ]7elh mod p (329)

In Eq. (3.29), the value of vy, Iis gotten from g“*modp , i.e.

Yoome =9 mod p. And, Q =g% mod p;Vi=1...t—1. In addition, the formula in Eq.

(3.29) will be proved as follows:

Proof:

._.gﬁpj mod p:g(kz)CHGroi:HGj-e'h mod p
cpj Sa1-j4q2- 24 +ap_g-jTT o .
:g;p, mod p:(g(kz)cHGJ AL j+02-j 4 +at-1-] )(g CHGj ),eh .--mod p

:((yk2 )pj I_E:QIJI )( go\:HGj+s(:HGj-eh ),eh' mod p

=Yoo, T12Q" ) [Ye™ - KT (Yoo - TT2AM)2 1% mod p QED

If the verification is legal, then CHG, -computes k; and k,, R=g“* mod p and
Z=Yoe" mod p.

@ Step 3: Nominative proxy signature generation

In this step, CHG, generates the signature S on message DL, as shown in Eq.
(3.30). In addition, f"(0)=k, and o =oc+PVse-e,modq . Then, CHG, sends
S,DLM, KT, yoe.RZ tO CVG.

S=k,—o -e;mod q=f"(0)—(f'(0)+ f(0)-e,)-€ mod q (3.30)

e, =h(DL||M, |[K|IT |l Yas [IRIIZ) (3.31)

® Original-nominative Proxy Signature Verification Phase

In the original-nominative proxy signature verification phase, any w members of
CcVG can verify the validity of the proxy signature generated by the proxy signers.

We assume without loss of generality that the members, {CVG,,CVG,....,.CVG,}, are
chosen as the verifiers. They cooperate to generate verifier group’s private key PVq.

and check equality in Eq. (3.32):

(9° - Vo™ -R)™eve mod p?sZ mod p (3.32)
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Yes =7 @@= mod p (3.33)

In Eqg. (3.32), the value of vy, is gotten from g7 @@= mod p, as shown in Eq.

(3.33), i.e. y, =g @@= mod p. In addition, the formula in Eq. (3.32) will be proved

as follows:

Proof:
(1) Yo =g mod p
=07 (Youc )" mod p
=(g®*")+(Youe )" mod p
=Yoo - K-(Yous )" mod p
=K (Y - Yous )" mod p
(2) (g y="-R)™e mod p
=(g7* - (K-(Yer - Yous )™ ) - g2 )™ mod p
= (gl mensm (K- (Yo - Yoo )" ) ) mod-p
= (grroemiemaismh . (gk. (g - gRVais ) ) )7ers-mad. p

— ( g k1~ XCP -eh+k+PVCHGeh )»e'fq ( g k+XCP -€h+PVCHG€h )e’ﬁ )PVCVG mod p

=(g" )™ mod p=Yyae mod p=2Z Q.ED
3.4 Security Analysis

The proposed scheme satisfies the following security requirements: proxy signers’
deviation, unforgeability, secret key’s dependence, verifiability, distinguishability,

identifiability, and non-repudiability.

(1) Proxy signers’ deviation: By definition, proxy signers’ deviation means that the
proxy signers cannot compute the original signer’s secret key. They are not also
able to generate the valid signature of the original signers. Assume that the proxy

signers, the members in CHG, have such information: o, K, and vy . If they

can derive x, or k from above information, or generate a new and effective
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)

3)

(4)

(®)

signature (o,k) such that oc=x.-e,+kmodq and K=g“mod p, then, this
attack is a success. However, the attacker cannot get any knowledge about x. .

Hence, this attack is impossible.

Unforgeability: By definition, an attacker who is not a participant cannot get the
secret information from the original signer, the proxy signers, and the verifiers. A
valid proxy signature can only be cooperatively generated by t or more proxy
signers. And, the proxy key, o', of the proxy group is generated from each proxy
signer’s proxy key o . Each of these proxy signers’ proxy keys has the partial
private key information of this proxy group. Only at least t members gather
could sign the valid signature. Therefore, non-delegated signers have no
capability to generate a valid proxy signature. Also, t—1 or less proxy signers

have no capability of forging a valid proxy signature. In the proposed dissertation,
the attacker must have such ability to.generate CP’s proxy key, o, such that

o=Xs-e,+kmod q is true,«However, it is a difficulty of DLP problem when

discussing how to get CP’s private key. Hence, this attacker cannot generate the

actual signatures.

Secret key’s dependence: By definition,  proxy. key o or the delegation
information can be computed only with the help of CP’s private key. In the
proposed scheme, proxy key o “is'generated from the original signer’s secret
key, x..However, it is a difficulty of DLP problem when discussing how to get

CP ’s private key. Therefore, this attack is not possible.

Verifiability: From nominative proxy signature, anyone can be convinced of
CP’s agreement on the signed message. Seeing from the generated signature,
(S,bLM, KTy, RZ), CVG can be convinced of the original signer’s
agreement on the signed message. By applying time stamp, T, which is
determined by CP, CHG cannot generate valid proxy signature after delegation
revocation. In addition, each session has its new random numbers, k, k, and
k,, and these numbers stand for different shares and signatures. Hence, each

signature can be verified.

Distinguishability: The verifiers have to distinguish the origin of the proxy

signatures. Only a delegated proxy signer can generate his/her partial proxy
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(7)

signature. In this dissertation, all of the proxy signers’ secret keys are used in
proxy share generation phase and nominative proxy signature generation phase to
generate a nominative proxy signature key and a nominative proxy signature.
Thus it is necessary for the verifiers to verify the signature using the proxy
signers’ public key. Even the original signer cannot masquerade as a proxy signer
to generate a partial proxy signature. This property protects the authority of the
proxy signer. The proposed scheme adopts protected partial delegation method.

And, the proxy group CHG ' s proxy key , o =c+PVe-e, modq IS

proxy-protected. Therefore, any proxy signature is distinguishable.

Identifiability: Only the valid proxy signers can generate a legal proxy signature.
In each session, the proxy signers get new proxy keys and produce different
proxy signatures. In addition, in the proposed scheme, from the warrant M, the
identifies of CHG and cVvG are included. Thus, a verifier easily knows who the

actual proxy signers are. Hence; these proxy signatures are identifiable.

Non-repudiability: Any valid proxy signature is generated, then, anyone cannot
repudiate that they have'done. This is because all the shares and proxy signatures
have partial secret information about these participants. The verifier can make
sure that the signed message IS a correct-one by using the proxy signing keys.
The original signer cannot deny-having delegated the power of signing messages
to the proxy signers. Furthermore, the proxy signers cannot deny that they have
signed the message. In the proposed scheme, the proxy keys generated from CP
or CHG include both cP and CHG’ s private key information. These
information as well as M, keeps CP and CHG from denying that they have
ever signed the digital license. Therefore, once the verifications in Eq. (3.25) and
Eq. (3.32) are passed, the actual cP and CHG cannot deny that they have sign

the message.

3.5 Performance Analysis

In the proposed GO-NPSS scheme, the operations in the proposed scheme include

the multiplication, modular addition, and modular exponentiation operations. Among

these operations, modular exponentiation takes us the most computation time and

increases many computation overheads. However, security and performance are the

trade-off issues. In the future, the implementation of firmware on the proposed
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scheme may be a solution to solve the performance issues.
3.6 Conclusion

A digital signature scheme is a must for assuring that the digital license generated
from the service provider is a legal and valid license in license-based DRM systems.
The proposed scheme, group-oriented nominative proxy signature scheme
(GO-NPSS), provides an original-nominative verification architecture. Under this
framework, a verifier group can verify the validity of the digital license signed by the
proxy group. Five phases support the proposed scheme. Security analysis notices that
the proposed scheme is secure enough to be used for DRM systems. Consequently,
the scheme can prevent the original signer from repudiating the validity of the license
having delivered to the clients before. Especially, this scheme is applicable for

mobile-based DRM systems.
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Chapter 4 An EBS-based Batch Rekeying Scheme for Secure

Group Communications

In a multicasting environment, group communications is essential. An important
issue of providing secure group communications is group key management. The
exclusion basis system (EBS) provides a framework for supporting group key
management, especially in a large-size network. In EBS, a key server (Ks) is used to
generate both administration and session keys. In turn, KS uses these keys to
distribute rekeying messages to group members so as to keep them from
eavesdropping and taping. However, the EBS system does not allow member nodes to
join or leave their group. In this dissertation, an EBS-based batch rekeying scheme is
proposed. The scheme supports three operations, join, leave with collusion-resistant
(L/CR), and leave with collusion-free.(L/CF). To provide the join operation, KS
periodically performs batch rekeying. Karnaugh-map (K-map) is used in operation
L/CR while the Chinese Remainder-Theorem (CRT)-is applied to operation L/CF.
Both backward secrecy and forward secrecy are guaranteed in the proposed scheme.
This dissertation compares the performance of the proposed scheme with that of EBS
in terms of three performance “metrics:storage cost, computation cost, and
communications overhead. By comparison-results, it indicates that the proposed
scheme outperforms EBS in all three categories. The simulation results also indicate

that the proposed scheme is more efficient and scalable than EBS.
4.1 Key Management Introduction

There are three kinds of group key management protocols [39]: centralized,
decentralized, and distributed. In this dissertation, it focuses on the centralized ones.

In centralized protocols, a key server (KS) is employed for controlling group

activities. Most of them, such as LKH [55], OFT [45], etc, are tree-based. A
tree-based approach employs a hierarchy of keys in which each group member, based

on his/her location, is assigned a set of keys. For a group of n membersina k-ary
tree-based group key management system, each member keeps log, n administration
keys and KS has to send (k-1)xlog, n rekeying messages. Existing research has

proposed periodical batch rekeying schemes [3][22][30][44][59] to reduce
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computational overheads so as to improve the efficiency of batch rekeying. The
exclusion basis system (EBS) [6], which employs a combinatorial formulation, is
more efficient and scalable than tree-based systems. In EBS, both the number of
administration keys and the number of rekeying messages are the logarithm of the

number of rekeying messages incurred in tree-based systems, i.e., log(log n) .

However, EBS only supports a single-rekeying which is not efficient in handling

frequent join/leave requests.

In this dissertation, an EBS-based batch rekeying scheme is proposed in
cluster-based WANs which supports three operations, join, leave with
collusion-resistant (L/CR), and leave with collusion-free (L/CF). To provide the join
operation, KsS periodically performs batch rekeying. Karnaugh map (K-map) is used
in operation L/CR. Operation L/CR updates session keys and delivers them with a few
rekeying messages. The Chinese Remainder Theorem (CRT) is applied to operation
L/CF. Operation L/CF prevents the:collusion attacks but still maintains the same

communications overhead as operation L/CR does.

A key management system has to  satisfy four security requirements:
confidentiality, authenticity,- backward secrecy, and -forward secrecy. In some
circumstances, collusion prevention is also -a-must. The proposed scheme not only
meets the four security requirements but also prevents the departed group members
from conspiring to decipher the rekeying messages. By examining both analytical and
simulation results, they indicate that the proposed scheme is more efficient and
scalable than EBS.

The remainder of this chapter is organized as follows: In section 4.2, related
works are discussed. The proposed scheme is detailed in section 4.3. In section 4.4,
both security and performance analyses are given, followed by a discussion on the

simulation results in section 4.5. In the last section, conclusion is presented.
4.2 Related Works

In this section, the EBS system, the K-map simplification method, and CRT are

briefly discussed.
4.2.1 EBS System

Eltoweissy et al. [6] introduced the EBS framework which provides a scalable and
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efficient key management scheme for secure group communications. They use a
combinatorial formulation to produce optimal results with respect to the parameters

n,k and m, where n is the size of the group, k the number of keys owned by each

member, and m the number of rekeying messages. In their scheme, three keys are
used: session key, administration key, and individual key. Session key is used to
encrypt multicast data. Administration key is used to encrypt session key in

single-rekeying. Each member has individual key which is also known by Ks.

In [6], EBS has shown a better performance both in storage and communications
costs than that of tree-based schemes. EBS also guarantees both forward secrecy and
backward secrecy for single join/leave operation. In general, EBS provides a better
key management in group communications. However, it may suffer from collusion

attacks if the departed members tried to breach the system.
4.2.2 K-map Simplification

The K-map simplification <[29] i1s a method used in Boolean function
simplification. It is used to reduce the-number of products and the number of literals.
The term K-map has been .used to minimize the number of messages required to
distribute new keys to the existing group members for-tree-based key management
protocol in [1]. K-map is a way of representing-a Boolean function so that logically
adjacent terms, with Hamming “distance 1, are physically adjacent. Minterms are
entered on the map as 1s. Each block corresponding to a minterm will have a value of
1. The loops around the groups of 1s in the map represent a possible simplification by
applying the rules of Boolean algebra. Therefore, when two adjacent cells both have
1s, then those cells can be factored, eliminating the variable that is different for the
cells. The same operations can be applied two or more adjacent cells which have 1’s.

By these operations, the number of literals is less than before.

Hence, the final result of employing K-map is to reduce a function to a sum of its
essential prime implicants (PI). Here, a Pl is a product term that is not contained by
any other product term of the function. And an essential Pl is a Pl that covers a

minterm that is not covered by any other PI.
4.2.3 Chinese Remainder Theorem

The Chinese Remainder Theorem (CRT) [47] states a system of congruences

which can be replaced by a single congruence under certain conditions. Suppose
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b, p.,...and B, are relatively prime integers. Then, for integers a,,a,,...,and a,, there

exists a unique integer X as acommon solution to the system of congruence.

X =a, mod g,
X =a, mod g,

X =a, mod g,
Then, X can be rewritten, as shown in Eq. (4.1):
> .axBxB " =1mod B 4.1)

where B=I1. 4 ;B :ﬂE;and BixB " =1mod S, .

4.3 The Batch Rekeying Scheme

The proposed batch rekeying scheme is an extension of the EBS system and
provides batch rekeying for allowing users to join and leave their group freely. Three
operations, join, leave with collusion-resistant (L/CR), and leave with collusion-free
(L/CF) are supported.

4.3.1 Notations

® P :agroup member set, “{p., ps-...p. ¥, Where pji=1,2,...n, isthe i™ member.

® A: a set of administration Keys, {A, A, ....A..}; Where k is the number of

administration keys each member has and m the number of rekeying

messages.
® A': aset of administration keys to replace A.

® A: i=12,.n the i" administration key. In addition, A is a set and its
elements are chosen from P to indicate that these chosen members keep

administration key A .

® A :anew administration key to replace A .

® (A,p): (A,p;)=1 if and only if p,eA ; or (A,p,)=0 if and only if
P eA.

® SK : the current group session key.

® SK':anew group session key to replace sK.
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® EBS(n,k,m): an EBS system with n members in which each member keeps k
administration keys and the number of rekeying messages is m.

® EBS(n,k,m): due to batch rekeying, join or leave, the EBS system is changed

from EBS(n,k,m) to EBS(n,k,m).
® K,: member p, 5 individual key.

® h(,): a strong one-way collision free hash function with a fixed-length output. In
other words, this function operates on an arbitrary length input message M and
returns with fixed length.

® {.1.: an encryption function which is used to encrypt message ‘- ’by using key

ek .

® Canonical (k,m): a matrix representing canonical enumeration of all C(k+m,k)
combinations.

® Canonical(k',m') : a matrix__representing canonical enumeration of all
C(k +m’, k') combinations.

® ||: Concatenation, a string concatenation.. It is the operation of joining two

character strings end to end a string concatenation.
o AALA, ..., A )= mlf (i|the value of theithitem in K—map is1)+

> d( j|the jthitem's value is" don't-cares" ):

Here, 4 is a simplification function, and its output is the results of the sum of
products (SOP) simplification using the K-map method; mif() a minterm list form
and it is a compact representation for canonical SOP form; and, d() can be treated as

either 1 or 0 when groups of 1s are formed on K-map. Moreover, this output

determines the number of rekeying messages needed to be sent to the group.
An example of the simplification procedure is illustrated in the section 4.3.2.2.2.
4.3.2 The Proposed Scheme

The proposed batch rekeying scheme has two phases: the initialization phase and

the rekeying phase.
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4.3.2.1 Initialization Phase

In this phase, a group of n members is formed. The initialization phase is

described as follows:

Input: A group member set {pi, p2, ..., pn}
Output: Member p, isassigned Sk and asubsetof A with k elements

Procedure Initialization (p., p,,.... P )

Step 1: /*KS verifies users’ identities */
For i<1 to n
Verify p,’s identity;

Step 2:
I* KS generates session key, SK, and a set of administration keys, A. The size
of A isdetermined by Canonical(k,m). */
k«1;
m<«0,
/* KS generates Canonical(k;m),SK', and A . Canonical(k,m) has to provide
enough capacity for EBS(n;k,m).*/
While C(k+mk)<n //Theterm “C ’ stands for combinations.
{
If (k+m is odd) then
m<«m+1,;
Else
k<«k+1,
}

Step 3:
[* Ks distributes both SK and a subset of A to each group member. */
For i<1 to n

{

p; < SK;
p; < asubset of A;

4.3.2.2 Rekeying Phase

In this phase, KS generates Sk’ and distributes it to all group members. SK' is
used by batch rekeying. In addition, some members have to update their

administration keys for supporting operations join and leave.
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4.3.2.2.1 Operation Join

The batch rekeying method is used in operation join. For a given time interval,
operation join processes all joining requests altogether instead of processing them one
by one as EBS does. Because of dynamic group communications, the batch rekeying
method reduces rekeying overheads and improves the efficiency of batch rekeying.
The disadvantage of batching join requests is that it postpones a joining member from
accessing multicast data until batch rekeying is completed. However, in most cases,
batch rekeying can result in a significant savings in terms of reducing the number of
rekeying messages.

Canonical (k,m) is used in both join and leave operations. In operation join, if the
number of existing members is less than or equal to C(k+m,k) after x members
has joined the group, then Canonical(k,m) will not be changed; otherwise,
Canonical (k,m) has to be reconstructed. Before presenting operation join, this

dissertation firstly proves Theorem~4.1. Theorem 4.1 presents the reconstruction

procedure.

Theorem 4.1: For a group of n members,-if the number of joining requests is x,
then Canonical (k',m ) can be reconstructed as follows:

EBS(n', Kk ,m )=
n+xs¢(k+m+i,k+BJ),ifk+misodd
n+st(k+m+i,k+B1),if k+m is even

i=12,...n =n+x, and
K =k+|~|,m=m+||if k+misodd

2 2
k'=k+[i—‘,m':m+LlJ,ifk+miseven
2 2
Here, EBS(n,k,m) is an EBS system with n =n+x members in which each

member keeps k' administration keys and the number of rekeying messages is m'.
i is a control item used to determine the size of canonical matrix when the matrix has

to be reconstructed. The new matrix ensures that the EBS system supports n
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members. At beginning, i is 1 and is increased by 1 until the condition in Theorem
4.1 is matched.

Proof:

First, if k+m isodd, then k=m+1;else, k=m. If n+x>C(k+mk), then matrix

reconstruction is necessary. Thus, the number of administration keys will be increased

from k+m to k +m suchthat C(k +m k )>n+x. There are two possible cases:

(1) If k+m is odd, then assigns k =k and m =m+1. If C(k+m+1k) is not
larger than or equal to n+x, then assigns k =k+1 and m =m+1. Then, checks
again until C(k +m' k' )>n+x.

(2) If k+m is even, then assigns k =k+1 and m =m. If C(k+m+1k) is not
larger than or equal to n+x, then assigns k' =k+1 and m =m+1. Then, checks

again until C(k +m' k' )>n+x.

From (1) and (2), ~the ‘matrix -reconstruction rule can be built.
Q.ED

Now, operation join could be stated.as follows:

Input: n,k,m,{p., p,..,p. }
Output:

(i) Each existing member is assigned SK' and possibly some administration

keys.

(i) Each p, isassigned sk andasubsetof A with k elements.

Procedure Join (n,k,m,{p., P>,....Px })

Step 1. /* KS verifies x.*/
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For i<1 to x

Verify p's identity;

Step 2:

/* According to Theorem 4.1, KS reconstructs Canonical (k',m"). */
If C(k+mk)<n+x then

{
[* KS generates Canonical(k’,m) , SK along with some new

administration key(s), and A */

While C(k+m,k)<n+x

{
If (k+m is odd) then

m<«—m+1;
Else
k<«k+1,

}
Call Step 3;

}
Else

Call Step 3;

Step 3:

[* KS encrypts rekeying message and distributes it to existing group

members. */

If A has been changed then

52



{
/* Rekeying message generation. */
{SK 11 Ao I+ B
[*Ks distributes rekeying message to existing group members. */

For i<1 to n

P <~ {SK' || A Il B 5

Else

[*Rekeying message generation. */
{SK" Jscs
/*Ks distributes rekeying message to existing group members. */
For i<1 to n

P «—{SK" J;

Step 4:

/* Ks generates individual keys and distributes these keys to x joining
requests. Then, KSencrypts the concatenation of SK' and administration keys

with K,.;, where i=1,2,...,x, and sends these encrypted messages to them. */

For i<n+1 to n+x

p. <« {SK" ||a subset of A} ;

4.3.2.2.2 Operation L/CR

In this operation, we assume that all departed members would not cooperate to

compromise the proposed system. Under this assumption, how to deliver sk
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securely to existing group members is an outstanding issue. KS has to encrypt SK'
by using one or more administration keys. In operation L/CR, Ks can derive one or
more subsets of administration keys which are produced by applying the K-map
simplification method. Administration keys are input variables and its output is one or

more subsets of administration keys.

The K-map simplification method reduces the number of rekeying messages that
KS has to send. Using this approach, KS can protect sk from eavesdropping and
deliver sk’ to group members securely. The problem of simplifying the number of
rekeying messages needed to be sent in the proposed operation is equivalent to the

simplification of a Boolean function using the K-map approach.

Since the number of members is reduced from n to n, Canonical(k,m) has to

be reorganized in a way to keep it in optimal situation. In addition, KS temporarily
suspends some members in order to keep the proposed system in an optimal condition.
All removed members will be resumed by kS after the proposed system is

reconstructed.

Theorem 4.2 defines two subsets of P, LandR, used in operations L/CR and

L/CF. In addition, a suspended member is a user whao is expelled from the system to

keep Canonical (k,m) in optimal situation and will-be resumed after all members of

set L in Theorem 4.2 have left.”Before presenting L/CR, Theorem 4.2 will be

proved.

Theorem 4.2: Let Land R be two subsets of P; each has v elements. Let L be

the set of leaving members and R the set of suspended members. Then, the

following three properties hold:
(1) o4dLHRI|zv<n;and |LURKN.

(2) If LnR=w,then |LUR]| is 2v; where the number of resumed members is

|R=LI}=v.

(3) If LAnR=w, then |LUR]| is less than 2v; where the number of resumed

membersis |R—-Lv.
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Proof:

(1) Suppose |LUR[>n, it implies that 3xe LUR and x¢ P, which contradicts the

assumption that Land R are two subsets of P.

(2) Since L~R=@ , it implies that |L~R=0 . By set operation,
ILOURHL|+|R|-|LARHL|+|R[=2v. In addition, In Eqg. (4.4), both sets, R-L
and L~R are disjoint, i.e., |(R-L)u(LNnR)HR-L|+|LnR|. By Egs. (4.2),

(4.3), (4.4),and |L~RI=0, Eq. (4.5) is determined, i.e., |R-L|=v.

R=(R-L)uU(LNR) 4.2)
IRV (R-L)U(LAR)| (4.3)
|[(R-L)U(LAR)HR-L|+|LNR] (4.4)
IRHR-L|+|LARHR-L|V (4.5)

(3) Since L~R=@, it implies that |LNR[z0, .., 3p.eLnR, such that p, is
being removed forever,.i.e., [LuR|<2v. In addition, In Eq. (4.8), both sets,
R-L and LNR are disjoint, i.e., [(R=L)U(LNR)HR-L|+|LnR]|. By Egs.

(4.6), (4.7), (4.8), and |LAR|=0, EQ. (4.9) Is determined, i.e., |R-Lkv.

R=(R—L)u(L~R) (4.6)
IRV (R-L)U(LAR)] (4.7)
|[(R-L)U(LAR)HR-L|+|LNR] (4.8)
IREVYR-L|+|LARR-L| (4.9)

QED

In operations L/CR and L/CF, if the number of existing members is larger than

C(k+m-1k-1) when k+m is odd or larger than C(k+m-1k) when k+m is
even after v._members has left, then Canonical(k,m) will not be changed; otherwise,
Canonical (k,m) has to be reconstructed. There are two steps to support

Canonical (k,m) reconstruction. Before presenting operation L/CR, Theorems 4.3 and
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4.4 will be proved. First, Theorem 4.3 presents how to find the lower bound of n-v
after v _members has left. Second, according to Theorem 4.3, Theorem 4.4 presents

the reconstruction procedure to reconstruct Canonical (k',m').

Theorem 4.3: For a group of n members, if the number of leaving members is v,

then the lower bound of n-v is as follows:

n—sz(k+m—i,k—B—‘), if k+misodd ...(i)

n—sz(k+m—i,k—BJ),if kK+miseven ...(ii)
i=1,2,...,and n =n-v

Here, i is a control item used to determine the size of canonical matrix when the
matrix has to be reconstructed. The new matrix ensures that the EBS system supports
n" members. At beginning, i is. 1 and is increased by 1 until the condition in

Theorem 4.3 is matched.

Proof:

The number of administration keys will be reduced from k+m to k +m such
that n-v>C(k*+m* k"), where C(k*+m"k) Is the lower bound of n-v. The

following two cases are discussed to find the lower bound of n-v:
® Case 1: k+m isodd

If c(k+m-1k-1) is not the lower bound of n-v, then checks C(k+m-2,k-1)

again until C(k+m—i,k{ﬂ)sn—v<C(k+m—i+1,k—[i—ﬂ), where i=1,2,...; thus,

C(k+m—i,k—[ﬂ) is the lower bound of n-v . Therefore, k*:k{ﬂ and

o]

® Case 2: k+m iseven

If c(k+m-1k) is not the lower bound of n-v, then checks C(k+m-2k-1)
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again until C(k+m—i,k—BJ)sn—v<C(k+m—i+1,k—[i—%J), where i=1,2,...; thus,

C(k+m—i,k—BJ) is the lower bound of n-v . Therefore, k*:k—BJ and

o]

Q.E.D

Theorem 4.4: For a group of n members, if the number of leaving members is v,
then Canonical (k',m) can be reconstructed as follows:
EBS(n',k',m )=
n—vsC(k*+m*+i,k*+BJ), if k* +m" is odd

n—vsC(k*+m*+i,k*+[|E—‘),if k" 4" is even

i=0,1; n=n-v; k* and'm" aretwo:lower bound parameters in Theorem 4.3;

and
K =k +|~|,m =m+| = |lif k +m"is odd
2 2
ki =k* J{l] ,m=m" J{LJ Jif K +m™is even
2 2
Here, i is a control item used to determine the size of canonical matrix when the

matrix has to be reconstructed. The new matrix ensures that the EBS system supports

n' members.

Proof:

(1) According to Theorem 4.3, the lower bound of n-v is found. In other words,

n—v>C(k"+m" k") isfound.
(2) There are two cases to discuss to reconstruct Canonical (k',m):

® Case1l: i=0

It implies that n—v=C(k"+m"k").
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® Case 2: i=1

It implies that the lower bound C(k*+m",k") is less than n—v. Then, Theorem

4.1 is used to reconstruct Canonical(k',m'). Q.ED

Operation L/CR consists of the following five steps:

Input: n,k,m,{p,, p,,....p. }

Output:

(i) Each existing member updates old administration keys and then be

assigned sk and possibly some new administration keys.

(i) Each resuming member is assigned SK" and their own administration

keys.

Procedure L/CR(n,k,m{p., P>,..Pe })

Step 1:
/* Let the number of leaving members be |LUR]|. In addition, according to

Theorem 4.2, |R-L| members will be added into the proposed system again. */

l <ILURJ;

Step 2:

/* According to Theorems 4.3 and 4.4, KS determines the parameters: k and

m after v members left. */
While C(k+mk)>n-I

{
If (k+mis odd) then
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k«k-1,
Else
m<«m-1,;
}

[*KS generates Canonical(k',m) and A */

If C(k+mk)<n-I then
{
If (k+m isodd) then
m<«m+1,
Else

K<«k+1,

Else

A is generated;

[* KS generates SK'; encrypts ‘it with' each subset of administration keys
derived from the results of the K-map simplification; and distributes encrypted
messages to the existing members. The input of K-map is two-valued-input with

k+m variables, A,A,...A.., and its output is two-valued-output. In addition, the

variables that are complemented in each product term in the output are ignored. */
/*One or more subsets of administration keys are generated. */
Call K-map (A, P);
For i<1 to n-I

/I A is a combination of administration keys and is one of product terms in

K-map’s output.

Pi < {SK}ar .
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Step 4:

I* After receiving rekeying message, each existing group member is assigned
SK'. They update their administration keys, which are affected, by calculating

h(SK', A,). In addition, the number of administration keys that p, holds is reduced
to k', k<k.*
For j«<1 to k

A «h(SK',A);

Step 5:

[* KS resumes the suspended members, assigns them to the positions where
the departed members stayed before, and gives them administration keys. Finally,

these resumed members have a new session key and some administration keys.*/

Call Join(n,k,m,{p., pP.," Pru D

The K-map method is used to find the minimum combinations of administration
keys. Each combination is a subset of “A."Anyone who had left the group has no or
only partial information about each subset. Therefore, he/she could not decrypt any
rekeying messages without knowing all of the keys of a subset. The only issue is that
it cannot resist collusion attacks from the compromised departed members. Theorem

4.5 proves the above conclusion.

Theorem 4.5: Suppose the proposed system has n members, and its set of

administration keysis  A={A,A,,....A.. }, and each member holds k administration
keys. If the colluding members with k-+i administration keys, then KS protects at
most 37 'C(m—il)xC(k+i,k—1) existing group members. According to the above

information, there are three possible cases:

® Case 1: i=0, itis called a single user attack.

60



® Case 2: 0<i<m, an attack is successful with probability p, 0<p<1.

® Case 3: i=m, an attack is always successful.

Note, cases 2 and 3 are both multiple-member collusion attack.

Proof:
We assume, without loss of generality, that the colluding members have
{A,A,...A.} administration keys. If an existing group member wants to be assigned

sk successfully, then he/she must have at least one administration key chosen from

{Acis,--A.n }. Hence, this is a combinatorial problem. The combinatorial formula is
STiC(m—il)xC(k+i,k—1). These 37 'C(m-i,l)xC(k+ik—-1) members are protected
from collusion attack.

Three cases are proved as follows:

® Case 1: There is only one.attacker out of departed members.

Since there is only ' _one  attacker, = KS - can protect at most
ST C(m,1)xC(k,k—1)=C(k+mk)-1 members. This result shows that if there are v
members left the proposed system and an attacker cannot compromise the system.

® Case 2: The colluding attackers gather-their administration keys and the number

of different administration keys is k+i.

Since the collusion attackers gather k+i administration keys, KS can protect at
most > 'C(m-i,l)xC(k+i,k—1) members. If there are v members left the proposed

system, then:

If the number of existing group members is larger than 7" 'C(m—i,l)xC(k+i,k-1),
then the attack is success.

If the number of existing group members is less than or equal to
Sic(m—il)xC(k+i,k—1), then the attack is success with probability p depending

on the state of the proposed system.

® Case 3: The colluding attackers gather their administration keys to form a key

set which is equivalentto A.

61



KS cannot produce any combinations of administration keys to protect SK'.
Q.ED

Example:

Suppose that there are five members in the group, P={p.,p.,ps.p.,ps}, and a set
of administration keys, A={A A ,A,A}; where A={p.p.,p:}, A={pP:,P:.P:},
A={p.,p.}and A ={p.,,ps}. Then, KS establishes Canonical(2,2) matrix for
EBS(5,2,2) in Table 2. If members p, and p, want to leave the system. KS hasto
expel p,, p., and p, from the system i.e.,, L={p,,p,} and R={p,,p;}. ps IS @
suspended member and removed temporarily. Then, KS builds Boolean function
expression, as shown in Table 3, and the canonical SOP form is
ACALALALA) = AAAA +AAAA =Y mIf(1012) . The key server translates the
Boolean function expression into K-map form (in fact, Boolean function expression
can be ignored and K-map can be used directly): By using K-map, as shown in Table 4,
the simplified form is as follows:

A(AIIAZ IAS|A4 ):
S mlf(1012)+ Yd(0,1,2,3,47,8,11,1314/15) = A A + A A,

Table 2. The EBS system with n=5, k=2,and m=2

P P, Ps Ps Ps
& 1 0 1 1 0
A 0 1 1 0 1
A 1 1 0 0 0
A 0 0 0 1 1
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Table 3. Boolean function expression

A A, A, A, A minterm
ojo|o0o|o0]|o0]d
11 0 0 0 1 d
2 0 0 1 0 d
310 0 1 1 d
41 0 1 0 0 d
5 0 1 0 1 0
6 0 1 1 0 0
7 0 1 1 1 d
8 1 0 0 0 d
9 1 0 0 1 0

10 1 0 1 0 AR AA
11 1 0 1 1 d

12 1 1 0 0 1 AAAA,
13| 1 1 0 1 d
14| 1 1 1 0 d
15| 1 1 1 1 d

1 d means don’t care. d can be treated as either a 1 or a 0.

63




Table 4. The simplification procedure

A,
00| 01| 11| 10

AR

00 d d |/ 1| d

01 i | o | d 0

| d | d (d R

10 d | o I‘““l\_q:'i 1

Table 5. The EBS systemwith n=3, k=2,and .m=1
P. | Ps | Ps

Ao 11 101

A 10111

A 111110

Because members p, and p, had left the system, KsS has to reconstruct matrix,
as shown in Table 5. In other words, the matrix is changed from Canonical(2,2) to
Canonical (2,1) for EBS(3,2,1) . Then, KS encrypts new session key, SK' , by
{SK' }.» and {SK }... KS sends these two rekeying messages to existing group
members and reconstructs canonical matrix into Canonical(2,1) . Each member
updates his/her administration keys by calculating h(SK',A) . In addition, the
suspended member, p;, has to be rejoined into the group. KS generates new
administration keys, A, and A, and new session key, SK'. KS sends a rekeying
message, {SK"},, to existing group members. The same, each member updates
his/her administration keys by calculating h(sSk',A). Finally, KS distributes A,, A,

and SK" to p, encrypted by p,’s individual key.
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4.3.2.2.3 Operation L/CF

In this operation, we assume that departed members would cooperate to
compromise the proposed system. Under this assumption, how to deliver sk’ to
existing group members securely is an important issue. In operation L/CF, CRT is
applied to avoid collusion attacks. An adversary may have a chance to derive all
subsets of A if some of departed members’ administration keys were compromised.
To deal with this issue, KS encrypts SK' by using an encryption key which is
known only to him/her, and then broadcasts this encrypted message to the group
members. No one can decrypt this encrypted message except the existing members.

The compromised departed members cannot derive SK' even if they have colluded.

There is an easy way to deal with this problem. Ks distributes sk which is
encrypted with each member’s individual key. This is known as a point-to-point
exchange. It involves sending multiple copies of the same message to existing group
members. The advantage of this® method-is that KS has to execute n times
encryption and unicast. It wastes a lot of time and bandwidth. An alternative way is to
concatenate these individual. encryptions and broadcast them as a single message.

However, this does not remove the need for individual encryptions.

In this dissertation, to achieve this goal, CRT and prime number generator must be
introduced into this case. In operation-L/CF, some terms in CRT are modified to meet

this case and to accomplish a session key batch rekeying. Let 4.,4,,....,4 are prime

integers. Then, CRT is redefined as a modified CRT in Eq. (4.10).

X =37 axBxB " modB; (4.10)

where B=[].4 ; Bi=ﬂE;and B xB ' =1mod S, .

SK' is randomly chosen by KS but not more than min{g,,z.,...5.}. This is
because KS has to guarantee that SK' has a unique inverse value under modular
operation. Ks calculates SK' xSK'™*=1mod B. SK'™ is uniquely determined because
ged(SK',B)=1. Let SK'™ be the ciphertext and be broadcasted to group members.
After receiving the message, SK™, the group members calculate their own
congruence by executing modular operation SK™ =a mod g, . Each of them can

decrypt message by executing extended Euclidean algorithm to get the inverse value
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of a,i.e., axa ' =1mod g.Hence, p, obtains SK', where SK =a™.

Operation L/CF consists of the following seven steps:

Input: n,k,m{p.,p.,....0. }

Output:

(i) Each existing member updates old administration keys and then be

assigned sk' and possibly some new administration keys.

(i) Each resuming member is assigned sk* and their and their own

administration keys.

Procedure L/CF(n,k,m,{pspsi-...p. D

Step 1:
/* Let the number of leaving.members be |LwR|. According to Theorem 4.2,

|[R—L| members will be added into the proposed system again. */

| <JLUR];

Step 2:

I* According to Theorems 4.3 and 4.4, KS determines the parameters: k and

m after v members left. */
While C(k+m,k)>n-I
{
If (k+m is odd) then
k«k-1;

Else
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m«m-1,

}

/*KS generates Canonical(k',m) and A */

If C(k+mk)<n-I then

{
If k+m isodd then
m«m+1,
Else
k<«k+1,
}
Else

A" is generated;

Step 3:

[* KS generates (n—|LuR]).prime numbers; {A.,5.....5...x }, DY executing
h(SK,K;) for the existing members. If it IS not a prime number, then KS
executes prime number generation function to generate a prime number which is

the least prime number larger than h(SK,K;). Then, KS computes B=[] """z

i=1 [

In addition, p, computes its own prime g, as well. */

For i<1 to n-I

{

If (h(SK,K;)is not a prime number) then

B < call Prime Number Generation(); //generate the least

prime number larger than h(SK,K;).

Else

S < h(SK,K;);
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}
BTIL""4
Step 4:

[* Ks randomly chooses a number, sK', from Z.. .. ;.. @S @ NEW

session key. Then, KS calculates SK' xSK' ™ =1mod B. KS broadcasts SK™ to

the group. */

SK' «<— Random (Zmin{ﬁl,ﬂzm. Bn-|LUR|} ) a

SK'™ « Inverse (SK',B) ; /lcompute the inverse value of SK' such that

SK'xSK'* =1mod B

KS broadcasts SK'™ to the group;

Step 5:
[* p calculates SK ™ =a mod g Then, p, ‘computes a xa =1mod g .
Ultimately, p, derives SK',where SK"=a™.*/
For i<1 to n-I
{

a, < SK' " mod £ ;

a, '« Inverse (a,5); /lp derives SK =a™

Step 6:

[* After receiving rekeying message, each existing group member is assigned
SK'. Then, they update their administration keys, which are affected, by

calculating h(SK',A;). In addition, the number of keys that p, holds is reduced

to k, k<k.*
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For j«1 to k

A’ «h(SK',A));

Step 7:

[* KS resumes the suspended members, assigns them to the positions where
the departed members stayed before, and gives them administration keys. Finally,

these resumed members have a new session key and some administration keys.*/

Call  Join (n,k,m,{p,, P2y s Pru D) ;

Since all departed members do not have any knowledge about g, they cannot

derive a;. Consequently, no adversary can attack the proposed system even though
he/she has gotten all administration keys from the departed members; thus, forward
secrecy is guaranteed.

4.4 Security and Performance Analyses

In this section, both the ‘security and performance of the proposed scheme are
analyzed.

4.4.1 Security Analysis

In the following paragraphs, we analyze the security of the proposed scheme with
respect to data confidentiality, authenticity, backward secrecy and forward secrecy,
and collusion attack.

44.1.1 Data Confidentiality

To provide data confidentiality service, an encryption scheme must be applied. In
this dissertation, transmitted messages are encrypted with SK, i.e. {Messages }., tO
keep undesirable users from eavesdropping and tapping. The encryption algorithm
could be any one of the symmetric encryption standards, like AES (Advanced
Encryption Standard). An attacker who is not a group member could not get session

key sK and could not decrypt the encrypted messages except the brute-force attack.
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Thus, data confidentiality of transmitted messages is guaranteed. No one can decrypt
the encrypted messages without Sk . Therefore, data confidentiality is guaranteed by

the proposed scheme.

4.4.1.2 Authenticity

Authentication protocols include entity authentication and message authentication
which are used to verify the identity of a user and the resource of a message,
respectively. Entity authentication is provided by the first step of operation join. In
operation join, a new member x, ex Wwho wants to join the group has to issue its own
identity to announce that he/she is the right one. Therefore, entity authentication is

provided before operation join. If a group member p, wants to communicate with

KS , a mutual authentication algorithm is proposed as follows:
® Step 1: p > KS: ID,, ID,{1D, D [N, | CK s
® Step 2: p <« KS: D, D, ,{IDs || 1D, [I Ny +1][Nie || CK ks s J
® Step 3: p, > KS: 1D, 1Dy ,{1D, || 1Dic || Nis + 1}y s

Both ID, and ID. are the identities of -p, .and KsS, respectively. Random

nonces, N, and N, are used t0 prevent-replay attack. And, both CK,« and

Pi
CK'wp are partial common session key between p, and KS. The common session
key CK,. could be computed by XOR operation, i.e. CKuw ®CK'wy , DYy
themselves. Finally, p, and KS could communicate with each other by sending

encrypted messages, e.9. {Messages }u ;s -

Moreover, Message authentication is not considered in this dissertation. However,
the message authentication protocol can be implemented by keyed one-way hash
function, such as HMAC described in RFC 2104 [17].

4.4.1.3 Backward Secrecy

A security scheme supports backward secrecy only if new members cannot

collaborate to learn the previous traffic patterns. Hence, it is often required that a
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member who joins be denied access to messages that were sent to the group prior to

its membership.

In operation join, since a joining request does not have any knowledge about both
SK and administration keys; thus, {SK'}. is not compromised. Given a key space
K ={SK,,SK,,....5K,....5K,,...SK,} , where i<j<q. SK, Iis assigned to joining
requests.  These new  members cannot get any  session  key

SK e{SK,,SK,....SK;,....SK ., } even though they have contiguous session keys from

SK; to SK,. The reason is as follows:

Let E, and E, be two events such that E,={SK,,SK,,...,SK,..,.SK,,} and
E, ={SK,,....SK, }, respectively. Let SK, eE, which new members want to learn. Let
Pr(SK,) be the probability that the new members could learn session key sk, from

the group communications. Then, (VvSK, eE,)Pr(SK,|E,) isequivalentto Pr(sK,).

Hence, backward secrecy is guaranteed in operation join and the collusion attack is

never happened.

4.4.1.4 Forward Secrecy

A security scheme supports forward.secrecy -only if the departed members cannot
collaborate to learn the future traffic patterns. Hence, the rekeying operation is needed
to assure that messages sent to the group cannot be accessed by a former member

whose membership has been revoked.

In operation L/CR, we assume that departed members would not cooperate to
compromise the proposed system and they had contiguous session Kkeys,

{SK,,SK,,....5K;}. But they do not have any future session keys. Therefore, the
departed members cannot get any new session key SK e{SK..,SK.,...,.5K,} even

though they had contiguous session keys from SK, to SK;. The reason is as follows:

Let E, and E, be two events such that E ={SK,,SK,,...,.SK;} and
E, ={SK,.,,SK.,...,.SK, }. Let SK, eE, which departed members want to learn. Let
Pr(SK,) be the probability that the departed members could learn session key sk,

from the group communications. Then, (VSK, eE,)Pr(SK,|E,) is equivalent to
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Pr(SK, ). Therefore, forward secrecy is clear.

In operation L/CF, all departed members conspire still cannot compromise SK'
although they may have all administration keys before they left. Therefore, forward

secrecy is clear.

From sections 4.4.1.3 and 4.4.1.4, this dissertation demonstrates that the proposed
scheme holds both backward secrecy and forward secrecy. In addition, session keys
are generated independently and are protected by old sessions in operation join and
administration keys in operations L/CR and L/CF. Each member’s administration keys
are updated by themselves if a rekeying operation happens. This means that the
proposed batch rekeying scheme supports both perfect forward secrecy and perfect
backward secrecy. The disadvantages of proposed batch rekeying scheme are: for
batching join and leave requests, a joining member postpones accessing multicast data
and a departing member constantly gets communication data until batch rekeying is

completed.

4.4.1.5 Administration Keys Secrecy

The administration keys are kept by the legal group.members. Each of them holds
a subset of a set A and updates their own administration keys by themselves. The
administration key’s updating operation based on one-way hash function, i.e.
A =h(SK',A), is executed after a rekeying operation has been done. Since an attacker
has no knowledge about the administration keys and the group session key, he/she can
only launch the birthday attack on the underlying hash function. To avoid this attack,
the length of the output stream of the hash function has to be long enough so as to

make the birthday attack computationally infeasible.

4416 Collusion Attack

A collusion attack is a kind of attack where a number of nodes collaborate to
reveal all administration keys and even the session key and consequently capture the
network. EBS solution as well as tree-based solutions, however, may suffer from

collusion attacks. Two or more departed members collude when they share their keys
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with each other. In other words, colluding nodes would grow their knowledge about
the network security measures. When using EBS scheme, administration keys are
reused in multiple members and only key combinations are unique. Therefore, it is
conceivable that few departed nodes can collude and reveal all the administration keys.
Take an example in Table 2, if members p, and p, left the group at the same time,
and they collaborate to reveal the administration keys A, A, A, and A, .
Therefore, Ks could not distribute SK' to its group members by any combinations

of administration keys. In this dissertation, operation L/CR has the same problem as
EBS scheme. But operation L/CF, mentioned in section 4.3.2.2.3, solves this problem.

In addition, from the previous discussions in sections 4.4.1.3 and 4.4.1.4, they
indicate that the proposed operation L/CF supports both backward secrecy and
forward secrecy. Thus, key independency is guaranteed. Consequently, the proposed

scheme can resist collusion attacks from adversaries.
4.4.2 Performance Analysis

The proposed batch rekeying scheme is compared with EBS with respect to three

performance metrics: storage-cost, computation cost and-communications overhead.

4421 Storage Cost

Storage cost is measured by the number of session keys and administration keys
held and updated by both KsS and group members. As for the join operation of the
proposed scheme, both KS and group members keep SK' and each group member
updates their administration keys only for a batch of join requests. In EBS, however,
each join request causes KS and group members to update their session keys and
administration keys. In the proposed scheme, only one batch rekeying is required to
keep session key and administration keys up to date. Similarly, for leave operations,

EBS makes at least v times more effort in updating keys than the proposed scheme.

4.4.2.2 Computation Cost

The computation cost is measured by the number of encryptions and decryptions

that KS and group members have performed for batch rekeying. In this dissertation,
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since the number of keys updated is the major concern, i.e., the computational cost of

the K-map simplification is neglected in operation L/CR.

In operation join, KS performs encryption to update group members’ session key
and several encryptions for joining requests. For each existing group member, he/she
performs decryption to derive SK' , or the concatenation of SK' and new
administration keys, and then executes several hash operations to update his/her
administration keys. The number of update times for administration keys by the

existing group members must be counted. In EBS, for x joining requests, the

number of update times is >y n 1. In the proposed batch rekeying

J=L.(Aj.pi)=1A(Aj,pnew)=1

scheme, the number of update timesis > >"7"

i=1,(Aj, pi )=1A 3pnew( Aj ,pnew):ll .

In operation L/CR, the computation cost depends on the complexity of one or
more subsets of administration keys’. Sk’ is encrypted with any one of these subsets
derived from the K-map simplification. The number of encryptions performed by Ks
is equivalent to the outcome of the K-map simplification on the sum of product terms,
i.e., the number of encryptions used for. updating group members’ session key is

Y orocucerms Dsterst i cachprogucerm ACA, 1805 -+ A ) - Furthermore, KS takes |R—L| encryptions

to resume suspended members. For each p:, the.number of decryptions depends on
the SOP term that he/she got and it.is no more than k times. In addition, he/she has
to perform several hash operations to update his/her administration keys. For resumed
members, they perform decryptions to derive SK' and administration keys by using

their new individual keys.

In operation L/CF, the computation cost is determined by the number of modular
operations and inverse operations under some specific modulus. Both KS and each

p. execute one modular operation and one inverse operation. Hence, the computation

cost is low.

In the proposed scheme, both of these two leave operations have the same number
in the number of update times for updating administration keys by group members. In

EBS, the leave operations with v leaving members, the number of update times is at

least > Srisven 1. In the proposed scheme, the number of administration

J=L.(Aj.pi)=1A(Aj,plet =1

keys that the existing group members have to update is > /="y "

J=1,(Aj, pi )=1 A 3pkeft (Aj . Pleft ):ll )
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4.4.2.3 Communications Overhead

The communications overhead is evaluated by the number of rekeying messages.
In EBS, for operation join, the number of rekeying messages sent by ks depending
on the number of joining requests. In the proposed scheme, each p, only receives
{SK ). For joining requests, KS sends x unicast messages. Hence, the proposed
scheme is more efficient and scalable than EBS. In leave operations, both operation
L/CR and operation L/CF are concerned. In operation L/CR, the number of rekeying
messages sent by Ks depends on the results of the K-map simplification, i.e.,

Yoo A AL A Acn ) - Inaddition, Ks sends  |R-L| unicast messages for

resumed members. In operation L/CF, the number of rekeying messages is one. The
number of unicast messages is the same as that in operation L/CR. In EBS, for v
users leave, Ks performs vxm rekeying messages. In addition, KS sends v
unicast messages for resumed members.. Compared with EBS, the proposed scheme

for leave operations is more efficient-and scalable:
From the performance analysis above, it shows that:

(1) The proposed scheme is more efficient than/EBS in terms of storage cost,

computation cost, and communications overhead.

(2) In the batch rekeying, the proposed scheme is more scalable than EBS in terms

of the number of join users and departed members.
45 Simulation Results

Simulation is implemented using the Java programming language based on the
Pentium 5 platform. The simulation focuses on the number of rekeying messages and
the number of administration keys updated with respect to operations join, L/CR, and
L/CF.

Initially, a group of 10 members is assumed. In operation join, ten cases are
considered. For cases one to ten, KS processes 10, 20,..., and 100 joining requests.
In Figure 11, the communications overheads, i.e., the number of session keys updated
by Ks, of EBS and the proposed scheme are compared by varying the number of

joining requests. Figure 11 does not consider the communications overheads of
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individual keys. In EBS, KS generates sk' only if a user joins the group. The
proposed scheme, however, Ks only performs one session key generation. In Figure
12, the number of administration keys that group members must update during batch
rekeying of operation join is presented. In EBS, each existing group member updates
their own administration keys while a new user joins group. In the proposed scheme,
all joining requests’ administration keys are processed at once and are compared with

each p,’s administration keys. And the computation cost of EBS is much higher than

that of the proposed scheme. The simulation results show that the proposed scheme is

more efficient and scalable than EBS.

In operation L/CR and operation L/CF, a group of 110 members is assumed. The
metrics of interest are the number of rekeying messages that Ks delivers to group
members and the total number of administration keys updated by group members in

every rekeying case among EBS and the proposed two leave operations.

In Figure 13, the number of rekeying messages sent by KS is compared among
three methods. In EBS, Ks «executes:three rekeying: operations for every leaving
member. The number of rekeying messages in each. batch rekeying depends on the
proposed scheme except the join operation for suspended members. In operation
L/CR, the number of rekeying messages -depends on the results of the K-map
simplification. In operation L/CF, the_ number of rekeying messages is 2. Simulation

results show that the proposed scheme is more efficient and scalable than EBS.

Similarly, Figure 14 shows the simulation results with respect to the number of
administration keys to be updated during batch rekeying of operation leave. As a
result of batch rekeying operations, both operation L/CR and operation L/CF have the
same numbers in the number of administration keys to be updated. The number of
administration keys to be updated in both operation L/CR and operation L/CF is
decreased significantly compared with EBS. This is because the proposed scheme
adopts the batch rekeying operations and these keys are updated by existing group
members themselves; therefore, the administration keys must be updated only if the

group members leave the network.

The above simulation results demonstrate that the proposed scheme is more

efficient and scalable than EBS.
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4.6 Conclusion

In this dissertation, a batch rekeying scheme based on EBS has been proposed. In
operation join, KS makes it.€asy to-deliver session keys to existing group members.
In operation L/CR, the K-map ‘method is used to reduce the number of rekeying
messages required to deliver SK' to existing group members. By doing this, each
group member can obtain sk’ easily by performing decryptions using a subset of
their own administration keys. In-operation.L/CF, a modified CRT is used to protect
session key and only group members can derive this key. Session key protection is
guaranteed. Moreover, operation L/CF can withhold collusion attack from departed
members. Security analysis indicates that the proposed scheme is secure with respect
to collusion attacks. The proposed scheme outperforms EBS. Also, the proposed
scheme has been shown to be efficient and scalable, especially in a large group

communications environment.
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Chapter 5 A Two-Key Agreement Based Supervising
Mechanism for Cluster-Based Peer-to-Peer

Applications

Peer-to-Peer (P2P) technologies are developing rapidly and have gained
popularity. The application of P2P to areas such as file sharing, collaborative business
environment, and distributed computing requires secure communication among the
nodes. Cluster-based P2P structure provides an efficient way to do file sharing and
distributed computing. A key agreement protocol is a set of communication rules
whereby two users establish a shared common key. The shared key is used by users in
the future communications. Supervising service for governing communications
between two nodes is an important topic, especially in the area of government affairs.
The proposed mechanism provides a- framework for supporting a supervising
mechanism in cluster-based P2P networks.in WANSs. The proposed mechanism is
based on the concept of two-key agreement protocol. This mechanism uses the idea of
hash-based two-key agreement protocol which helps-the nodes in higher level
supervise the nodes in lower-level in cluster-based P2P-communication environment.
In the proposed mechanism, @ global clusterhead supervises the whole network;
clusterheads in each cluster supervise their own clusters’ communications. Security
analysis shows that the proposed mechanism is secure enough to P2P communications
in cluster-based WANs. Any two nodes within the same cluster generate their
common session key for the future communications. In the same cluster, no nodes
gain this session key except the clusterhead. Moreover, there are only two kinds of
operations, hash operation and XOR operation, in the proposed mechanism. Hence,
the proposed mechanism provides an efficient way to supervise the P2P network.

5.1 Supervising Introduction

With the rapid development of Peer-to-Peer (P2P) technology, it is widely used in
the fields of file sharing, collaborative business environment, and distributed
computing. P2P systems are emerging as a new paradigm. A node in P2P plays two
roles: a service requester and a service provider. The nodes exchange their files and

information by P2P technology. A number of cluster-based P2P protocols have been
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proposed by different research groups recently [5][11][20][24]. There are many ways
to decompose the network into disjoint clusters. For example, in [5], they used the
concept of semantic proximity that exploits the file exchange patterns exhibited
among peer users to partition the network into clusters. The benefit of clustering
technology to P2P applications is reducing the average hop distance among nodes.
Hence, Cluster-based structure provides an efficient way to do file sharing and
distributed computing. [5] illustrates one of the methods to form the clusters. They
use the method that the probability that a node finds content within its own cluster is
maximized but the probability of finding this content in other clusters is minimized to
construct clusters in P2P networks. Security issues are import in cluster-based P2P
networks. Supervising file sharing and communications among peers is an important
security topic. However, current research in cluster-based P2P networks does not

propose a way to deal with this security issue.

Supervising is one of the access control mechanisms. A supervisor supervises the
communications among nodeswhose security level is lower than him/her. The
concept of the supervising idea is especially important for government networks.
Two-key agreement protocols allow peer nodes to generate a common session key by
themselves. The key is used to encrypt communication data between nodes. In general,
there are two ways to generate a.common session-key between two communication
nodes: centralized and key agreement protocols. In centralized protocols, a key server
generates a common session key and distributes this key to the users after identifying
their identities. However, centralized based key management protocol easily suffers
from single point failure and performance problems. On the other hand, a key
agreement protocol is an alternative way to do key management. By this way, peer
nodes generate their common session keys by themselves without the key server’s

help. Consequently, the problems in centralized protocols is hardly happens.

In this dissertation, a two-key agreement based supervising mechanism is propsed.
The mechanism supports any two nodes within the same cluster communicate with
each other and no other nodes overhear their communications other than the
clusterhead of their domain and the global clusterhead. The proposed mechanism is
designed for cluster-based applications in P2P for NTDR clustering WANSs. The
proposed two-key agreement supervising mechanism is an extension of [56][60]. In

their researches, both a tamper-proof chip and hash operations are used to generate
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nodes’ common session key. Furthermore, in [56], they designed supervising-based
key agreement protocol. However, their paper only discussed a single chain partial
order supervising problem. In the proposed P2P network scenario, there are many
clusters, each clusterhead supervises their cluster domain’s communications and a
global clusterhead supervises the whole network. Thus, the supervising mechanism
must support the multiple chains partial order supervising requests. The proposed
two-key agreement based supervising mechanism accommodates peer nodes with
governing network and secure communications. Security analysis shows that the
proposed mechanism supports the security requirements and guarantees only the

supervisors overlook their communications.

The remainder of this chapter is organized as follows: In section 5.2, related
works are discussed. The proposed mechanism is detailed in section 5.3. In section

5.4, security analysis is given. In the last section, conclusion is presented.
5.2 Related Works

In this section, the concept of tamper-proof based two-key agreement protocol is

briefly discussed.

Key agreement is an important topic in the design of secure communications. A
key agreement protocol is a protocol that supports a group of users cooperatively
generates their common session keys. By this session key, they encrypt messages

using symmetric algorithms and send encrypted messages to other nodes.

Leighton and Micali [19] first proposed key agreement protocol which is based on
the tamper-proof hardware and a one-way hash function. However, this protocol has a
security flaw. The security flaw makes a user who is not a member of two-agreement
users but learns the same session key. Based on the concept of Leighton and Micali,
Zheng [60] proposed a method to overcome the security issue in [19]. He generates a
public key vector for each user. The elements in every public vector do not totally
dominate any one of other public key vectors. Based on [60], Wu and Wu [56]
proposed a supervising secure communication protocol for level-based hierarchy. In
their protocol, any user in higher level supervises the pairwise communications in the
lower level. The protocol is proved to be a secure protocol. However, this protocol is

only used for single chain partial order hierarchy.

Based on their concepts, the proposed mechanism extends supervising two-key
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agreement protocol for cluster-based multiple chain partial order hierarchy P2P

network applications.
5.3 The Proposed Supervising Mechanism

In this section, a two-key agreement based supervising mechanism is proposed.
The proposed mechanism is an extension of [56] and [60] and provides supervising
abilities. The supervising abilities allow the clusterheads and a global clusterhead
supervising communications over peers. Under the same cluster, hash operations are
used to generate a common session key for two communication nodes. To prevent
illegal file sharing among users in P2P network, both a clusterhead and a global
clusterhead are designated to supervise the communications between nodes. They
play two roles: a coordinator for controlling file sharing and a supervisor for
governing communications. Figure 15 illustrates the framework of the two-key

agreement based supervising mechanism.

There are three phases in theproposed mechanism, they are: initialization phase,
communication phase, and supervising phase are supported. In addition, the proposed
mechanism has the same assumption as described in [60], i.e., a tamper-proof
hardware in each node. Here, the tamper-proof chip such as Clipper contains a Law
Enforcement Agency Field «(LEAF), which provides the authorizers with a
certification. To prevent users to- delete the LEAF, the Clipper will not decrypt a
message if the LEAF is not embedded in the ciphertexts.
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Figure 15. The framework of the two-key agreement based' supervising mechanism

5.3.1 Notations

® GCH : a global clusterhead, a“manager managing the whole network, and

supervises the communications in the network.

® CH : a group clusterhead set, {CH,,CH,,....CH,}, where CH,, i=12,..], is the
i" clusterhead in the i* cluster. They are used to manage the intra-network

and supervise the peer communications in this domain.
® U,:auser j belongstocluster i, CH,.
® PW,,, : the secret key stored in GCH .
® PW,,,: the secret key stored in CH,. This key is generated by GCH .
® ... arandom number generated by GCH . Its length is the same as PW,, .
® r..,. arandom number generated by CH . Its length is the same as PW,,, .

® {PKg.,, PKoi,o.PKeye 32 @ row vector with t elements. This vector is CH;’s
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public key and is generated by GCH .
® {PKy;,, Py, .. PK, -} @ row vector with t elements. This vector is U;’s
public key and is generated by CH,.

® X : a value generated by GCH . It is wused to generate

{hPKCHil( X )’ hPKeHiz ( X ),...,hPKCHit ( X )} .
® Xo, @ a value generated by CH, . It is wused to generate
{hPKUijl( XCHiv )n hPKUijZ ( XcHiv )a---thKUml ( XCHi' )} '

@ {hPorir( X)), hPoriz (X ),...,h™ e (X))} @ a row vector with t elements. This vector is

CH, ’s private key and is generated by GCH .

® [hPUit( Xy, ), h™912( Xy, )y U (Xo, )} : @ rOw vector with t elements. This

vector is U, ’s private key and is generated by CH;.

® N,: arandom nonce generated by CH,. The nonce keeps the system from replay

attack.
® & ,: the common session key betweennode i andnode j.
® h'(e): execute hash operations k times, 1.e., h<(e)=h(h*"(e)).
® o :an XOR operation. Its inputs are two bit patterns of equal length.

® MAC,(m): a message authentication code used to authenticate a message m. Its

inputs are a secret key k and an arbitrary-length message m.
® 1D, : the identity of GCH.
® D, : the identity of CH,.

® N,: a random number generated by CH,. This values is used to keep the

freshness of X, and prevent replay attack.

® N, : a random number generated by U, . This values is used to keep the
freshness of the communication data between U,, and U, and prevent replay
attack.

® N, : a random number generated by CH,. This values is used to keep the

freshness of the communication data between CH, and CH; and prevent
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replay attack.
5.3.2 Initialization phase

According to cluster-based P2P data sharing applications, nodes are completely
partitioned into clusters. In this phase, we assume a group of I public key and
private key pairs for clusterheads and a group of m public key and private key pairs
for users in any clusters are formed. The initialization phase has two parts: GCH

generates CH s’ public key and private key pairs and another one is U, ’s public key

and private key pairs generation. This phase is described as follows:
(1) cCH s’ public key and private key pairs generation:
® Step 1. GCH generates a public key vector {PKg,,,PKay,,...PKs, 3 fOr each
CH,, Vvi=12,..]|.
® Step 2: GCH computes X =h(PWgey @ e ) -
® Step 3: GCH generates a_private key vector- {h™ci( X ), hPcHiz (X ),...,h"er (X )}

foreach CH,, Vvi=12/.]1.

® Step 4: GCH delivers-public key pairs to all ‘CHsand injects private key pairs

into tamper-proof chips; then sends them to each' CH, .

This dissertation notices that”in stepl,-the public key pairs for each CH,, no
public ~ key  vector totally dominates others. In  other  words,

Vi, j;i# J;IV(PKay ) >V(PKai, )i Vk=12,...) . Definition 5.1 defines the meaning of

totally domination.

Definition 5.1: A vector Vv, totally dominates a vector Vv, if and only if all elements

in v, are larger than those in Vv, .
(2) U, ’s public key and private key pairs generation:
® Step 1: CH, generates a public key vector {PKy,,,PKy,.,...) PK,, } for each u,,

vj=12,...m.
® Step 2: CH, computes Xg, =h(re, ® PWy,, ).

® Step 3: CH, generates

(1D, IDcai s i, Epugy, (o1 ), MAC sy, (N( 1Dy || 1D [INi || Tee, ) a@nd then delivers
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this message to GCH . The purpose of this step is to help GCH supervise the

nodes’ communications in some specific cluster. Given a parameter, Epy, (o),

GCH could compute X, by executing decryption operation and then a
combination of hash and XOR operation, i.e. h(re,, ®PW,,,). Thus, GCH

successfully supervises the nodes’ communications.
® Step 4: CH; generates a private key vector

{79 (Xgy ) ™92 (X )rh™ V8 (Xo, )} fOreach U,, vj=1,2,..m.

® Step 5: CH, delivers public key pairs to U;s and injects private key pairs into

tamper-proof chips, then sends them to each U, .

This dissertation notices that in stepl, the public key pairs for each U, , no vector

totally dominates the other ones. In other words,

Vj,K; j =K AV(PKy, ) >V(PKy );Vd =12,...m.

5.3.3 Communication Phase

In this phase, peer nodes. in_the same cluster communicate with each other and
share their files. Moreover, clusterheads also communicate with each other. Theorem
5.1 proofs that any two nodes-in the same cluster generate their common session key
by themselves.

Theorem 5.1: If two nodes, U, and U,,, belong to the same cluster i, they have the

ability to generate their common session by themselves, i.e. k., =k,,.

Proof:
(1) We assume without loss of generality that ID, > ID,,, then

kizz = h(h2(h™(Xay, DTN (A2 (Xay DI+l

h% (™ (X gy NI 1Dy, [[1D4 [IN;))
(2) If PKy,, =PKy,,, forany j,then

5§ ¢ PKUIL : KU : h? (h"V2i (X g, )) = h™ im0z (R 2 (X, )
ht (h™911 (X oy, ) = h™ (Xg, ); and | .
=" (Xa,, )

(3) If PKy, <PKy,,, forany j,then
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hei ( hPKuilJ ( Xcmv )) — hPKu.sz’KUuJ ( hPKUilJ ( XCHiI ))
yand 9 (h™92i(Xg, ) =(h"21(Xay )
= h"vizi ( XCHi' )

(4) By2and3, k,=k. Isderived. Q.E.D
The communication phase is described as follows:

(1) Peernodes’, U, and U,, common session key k., generation:
® Step 1: U, generates their common session key k..

Hash-based operations are used while a common session key is generated.
Tamper-proof chip stores user’s private key. The identities of U, and U, are
denoted, respectively, by 1D, and ID,. Arandom nonce N, is also one of the input
terms. This value is used to against replay attack. Eq. (5.1) and (5.2) illustrate how
U, generates a common session key, k... If 1D, >1D, istrue, then Eq. (5.1) is used;

otherwise, Eq. (5.2) is used.

kiso = NCECRP03 (X o) IT(R™ 02 X e, )]+
(5.1)
(™ (X DD (DN ), iED,, > 1D,

k1o = (PP (X PII=ER™ 02 ( Xg, |-
(5.2)
' (h™ o (X WIND, [11D. 1IN, ) if 1D, > 1D,

The value of s,, vj=1,2,...t, is'determined by the following conditions:
3; =0,if PKy,, = PKy,,
8; = PKy,,, —PKy,, , if PKyy, < PKy,,

® Step 2: U,, broadcasts {ID,[|ID, [N/ ||MAC,,(ID,|| 1D, || N; )}.

® Step 3: U,, receives the message in step 2, and then computes common session
key by Eq. (5.3) or (5.4). If ID,>ID,, is true, then Eq. (5.3) is used; otherwise,
Eq. (5.4) is used.

ki'21 = h h-91 hPKUiZl XCHiI h‘g2 hPKUiZZ XCHiI cee
(h*( (Xau DITh*( (KXo NI--1I 63
h* (™02 (Xay, DINID, 11D, [N ), if 1D, > 1D,

ki'“ = h h-9l hPKUiZl XCHiI h.92 hPKUiZZ )((:Hiv
(h*( ( NIIh#( ( DI 6.4
h“f’{ (hPKuztv ( XCHi. ))“ |Di2 ” IDu ” Niv )), if |Di2 > |Di1
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The value of 9,, vj=1,2,...t", is determined by the following conditions:

9, =0,if PKy,, > PK,,,

8; = PKy,y; —PKy,;,if PKy,; <PK

Ui1j

® Step 4: U,, verifies the message in step 2 by Eq. (5.5).

MAC,,,(1D;, || 1D, || N; );MACM( ID, || 1D, |IN; ) (5.5)
® Step 5: by Theorem 5.1, k., =k, IS guaranteed.
(2) Peer clusterheads’, CH, and CH,, common session key k,, generation:
® Step 1: CH, generates common session key k;; .

Hash-based operations are used for generating their common session key.

Tamper-proof chip stores clusterhead’s private key. The identities of CH, and CH,
are denoted, respectively, by ID, and ‘1D, A'random nonce N, is also one of the

input terms. The same, this value is used to-against replay attack. Egs. (5.6) and (5.7)

illustrate how CH, generates-a common session key, k. If ID, > 1D, is true, then Eq.

(5.6) is used; otherwise, Eq. (5.7) is used.

kij = hChat (he e X)) [Ehe(h™ 2 (X)) (]|
) (5.6)
ha(h™0e (XPIHDLLID, N, if 1D, > 1D,

kij =h(h(h™ @2 (X ) [[he(h™ @z (X)) ]
) (5.7)
ha(h™u (X ))[]1D, |1, ][N, ), if ID, > ID,

The value of s,, vd=1,2,...t, is determined by the following conditions:
3y =0,if PKy, = PKy
3y = PKy, —PKy, ,if PKy, <PKy,

® Step 2:  CH, broadcasts {ID,||ID;[|N; ||MAC,(ID;[|1D;]IN; )}.

® Step 3: CH, receives the message in step 2, and then computes common
session key by Eq. (5.8) or (5.9). If ID >ID, is true, then Eq. (5.8) is used,
otherwise, Eq. (5.9) is used.
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ki, =h(h2 (W™ (X)) [1h2(h™ 2 (XD]--1]

(5.8)

h*(h™x (X )| 1D, || 1D, [IN; ), if ID; > ID,

k;; =h(h2(h™ (X)) [[hZ(h™iz (X )]+ ||
(5.9)

h*(h™ s (X )[11D; 1D, ||N; ), if ID; > ID,

® Step 4: U, verifies the message in step 2 by Eq. (5.10).
MAC,, (1D, || 1D, [N, )=MAC, (1D, |[ID; ||N,") (5.10)

® Step 5: by Theorem 5.1, k;; =k;; is guaranteed.

5.3.4 Supervising Phase

This phase demonstrates that any clusterhead supervises the peer nodes’
communications in its cluster and the global clusterhead supervises the whole
communications. Theorem 5.2 proofs that a clusterhead supervises the

communications between any two nodes in the same. cluster.

Theorem 5.2: A clusterhead;. CH,,in cluster i ‘derives U, and U,,’s session key

k.., and supervises the communications between them.

Proof:
(1) We assume without loss of generality that 1D, > ID,,, then

kiaz = h(h2(h™ (X, )T (A7 (Ko, D11

¥ (h™on (Xa, )I1D; 111D (1N, )
(2) cH, computes their session key by Eq. (5.11)
Kisz = h(h2 (X, )12 (KXo I--[1h% (Xay )I11D: [[1Ds [IN7) (5.11)
;where & =max(PKy,; ,PKy,; ), Vi=12,..t.

(3) Recall that the proof steps 2 and 3 in Theorem 5.1, the number of hash

operations must be done is determined by max(PK,,;.PKy,;), Vi=12,..t.

Therefore, CH, supervises the communications between u, and U, .
Q.ED

The supervising phase is described as follows:
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(1) A clusterhead, CH,, in cluster i supervises the communications between U,

and U, :

® Step 1. CH, gets a random nonce N, from U, ’s broadcast message

{IDy 11D, [IN; [|MAC,,,(IDy | 1D, | Ny )} -

® Step 2. CH, calculates U, and U,,’s common session key k.., by Eq. (5.12)

if ID,>ID, orEg. (5.13)if ID,>ID,.
kizz = h(ha (X )02 (X )=+ 11h¥ (Xaw )IDu 11D, [IN7) (5.12)
kizz = h(ha (X )12 (X - 11h¥ (Xay 11D [11D4 [IN/) (5.13)

® Step 3: CH, successfully supervises the communications between u,, and U,

by step 2 and Theorem 5.2.

(2) A global clusterhead, GCH, supervises the communications between CH, and
CH,; by:

® Step 1. GCH gets a'random-nonce N, from CH,’s broadcast message

{ID 11D, [|N;” [IMAC,,, (ID; || ID{IN; )} -

® Step 2: GCH calculates .CH, and CH;’s common session key k;, by Eq.

(5.14) if 1D, > 1D, or Eq. (5.15)\if ID,>ID;.
ki, =h(h=(X)[[h=(X)|[--[[h= (X )] 1D, || ID; [|N;") (5.14)
ki; =h(h=(X)|[h= (X)|[--[[hs (X ) 1D; [[1D; [N, ) (5.15)

® Step 3: GCH successfully supervises the communications between CH, and

CH, by step 2 and Theorem 5.2.

(3) A global clusterhead, GCH, supervises the communications between U, and

U,

® Step 1: GCH gets a random nonce N, from U, ’s broadcast message

{1D,, || 1D;, || N; || MAC,, ., (1D, || 1D;, || N; )} .
® Step 2: GCH decrypts Epy, (fei;) t0 get the value r,; .

® Step 3: GCH verifies the validity of MACeuq, (N(Day, || 1Dee: [IN: || 1er:) DY EQ.
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(5.16).
MAC ez, (N Dewi 1 1D [ N || P );MACPWCHi(h( Doy | 1D [INi [ ey ) (5.16)
® Step4: GCH computes X, DY h(re, ®PWs,,).
® Step 5: GCH successfully supervises communications between U, and U,,.

5.4 Security Analysis

In this section, security analysis about the proposed two-key agreement based

supervising mechanism is discussed.
5.4.1 The Security of Nodes’ Private Keys

The private keys of both clusterheads and users are generated and injected into
their temper-proof chips. These chips prevent anyone from gaining access. In addition,
it is also impossible to derive the clusterheads’ or users’ private keys from their
corresponding public key vectors. This is because:

(1) For a clusterhead CH,, its private -key vector, {h™ei(X), hPcHiz(X),...,h" (X )},
is computed by one-way hash function with two parameters: CH,’s public key
vector and X . However, X is computed from 'h(PW.. ®r. ) and is changed

when a new session is started. Hence, anyone cannot compute X without
knowing GCH ’s secret key and the random number r.,.

(2) The same, for a user U, , its private key vector,
{07 (X gy, ), ™52 (X, ),eon Y8 (Xo )}, IS computed by one-way hash function
with two parameters: U, ’s public key vector and X, . However, X, IS
computed from h(r,, ®PW,,,) and is changed when a new session is started.

Hence, anyone cannot compute X, Without knowing CH,’s secret key and the

random number r,,.
Therefore, these private keys are protected by the proposed mechanism.
5.4.2 The Confidentiality of Communication Data

In the proposed mechanism, any two legal users in the same cluster generate their
common session key. By this key, they communicate with each other and share their

resources. Anyone who is not a clusterhead in the same cluster or a GCH , he/she does
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not have such ability to compute their session key. This is because:

(1) The private key of a user is kept in a tamper-proof chip, no one has the right to

access and modify it.

(2) All of public keys in the same cluster are generated by the clusterhead. Each
public key is presented in the form of a public key vector with t elements. Each
of them does not totally dominate the other ones. Therefore, anyone who is not

the real one does not have the ability to generate the same session key.

(3) The same, all public keys in each clusterhead are generated by a global
clusterhead. Each public key is presented in the form of a public key vector with
t elements. Each of them does not totally dominate the other ones. Therefore,
anyone who is not the real one does not have the ability to generate the same

session key.
5.4.3 Against Replay Attack

Replay attack is a kind of security attack. In this attack, the attacker reuses some
messages sent by sender sitevor receiver site. Either sender or receiver site does not
identify the message sent by-an attacker is not a new one. An attacker gathers more

information about their communications:

The proposed mechanism uses some random nonces, €.g. reo, fe;, and N,, are
used to keep the private keys’ freshness in each session, and e.g. N, and N, ineach
transcript, are used to keep the freshness of communication data. Moreover, a
MAC-based message authentication protocol is used to help receiver verify the

messages. Hence, the proposed mechanism provides against replay attack.
5.4.4 Against Session Key Attack

Session key attack is a kind of security of attack. In this attack, the attacker tries
to get the common session keys among the users. Having a common session key, the

attacker could supervise users’ communications.

In this paper, no public key vector totally dominates others. The value of any
common session key is unique. This key is generated exclusively by two
communication users except the clusterhead or the global clusterhead. Therefore, if an
attacker who is not in the same cluster, then he/she does not have a private key vector

in his/her tamper-proof chip and he/she could not get the session key; if an attacker
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who is in the same cluster, because of the property of each user’s public key vector,
he/she still could not get the session key belonging to other two users. Hence, the

proposed mechanism provides against session key attack.
5.5 Conclusion

In this dissertation, a two-key agreement based supervising mechanism is
proposed for cluster-based P2P applications. The mechanism is used to help
clusterheads in their clusters supervise the communications between peer nodes and
help a global cluster supervise the whole network communications. Any two nodes or
two clusterheads in the same cluster or different clusters generate their common
session key by themselves. The procedure of session key generation is based on hash
operations and a tamper-proof device. There are three phases in the proposed
mechanism: initialization phase, communication phase, and supervising phase. By
these three phases, the proposed mechanism guarantees that only the nodes in higher
level supervise the nodes in lower: level.-Any-two nodes in the same cluster generate
their common session key. In the cluster, no nodes could gain this session key except
the clusterhead. Security analysis shows that the proposed mechanism supports nodes’
private keys protection, the confidentiality of communication data, and against replay
attack.
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Chapter 6 A Flexible Access Control Mechanism for Web

Services

Role-Based Access Control (RBAC) is a kind of access control which assigns the
access privilege to a role. The extensible access control markup language (XACML)
is a standard access control language for web services. Current XACML only supports
the RBAC model or an extension of RBAC, like geographic-based RBAC. However,
reputation information about the requester and the trust value of routing path, etc., are
also the important factors while designing a flexible access control mechanism for
web services. This dissertation introduces an access control mechanism called flexible
access control. Flexible access control is designed to enable access control while a
requester asks for services from the web server. Flexible access control is a
combination of the requester’s role, location, reputation, and the trust degree of the
routing path. By this mechanism, the service provider easily calculates the requester’s
access privilege with respect-to a specific resource. If-a requester is in an unsecure
network domain, the routing path is not trusted by the service provider, or the
requester’s reputation is significantly low, the requester’s access privilege will be less
than the role which was initially -assigned.This “dissertation implements this
mechanism using XACML. The' implementation results show that the proposed
mechanism is feasible. Flexible access control thus incorporates the advantages of
both the role-based access control model and a user profile-based access control

model.
6.1 Introduction

Service-oriented Architecture (SOA) is emerging as a new software development
paradigm and introduced by recent research. Nowadays, security is an essential issue
and a relevant requirement for any distributed application, and in particular for those
enabled by the Web. Web service security encompasses several requirements: integrity,
confidentiality, and availability. Web service security methods have been recently
developed and are under development by various standardizations bodies, e.g. OASIS
(Organization for the Advancement of Structured Information Standards); standards
include: Web Service Security (WSS), which encompasses a large number of
components addressing various security aspects; XACML [31][31], which is related
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to access control and has been recently extended with a profile for Web services
access control. For access control, different models of access control have been
proposed over the years, for instance, Role-Based Access Control model (RBAC) [43]
and Spatially Aware RBAC model (GEO-RBAC) [4][26]. The main advantage of
RBAC over other access control models is the ease of security administration. In the
RBAC model, access permissions are not assigned directly to the users but to the roles.
Users are assigned to different roles and indirectly receive the relevant permissions.
Current XACML only supports the RBAC model or an extension of RBAC which
uses a geographic component. However, reputation information about the requester
and the trust value of routing path, etc., are important factors while designing a
flexible and feasible access control mechanism for web services. Therefore, designing
a mechanism such as the RBAC model adapted to the web service environment is an
important issue. In a mobile network environment, users roam randomly; hence, the
users’ histories of behavior with other users and web services must be kept and
feedback sent to the access control system. Reputation is used to estimate the
trustworthiness of peers and prevent illegal actions from spreading via untrustworthy
peers. In a trust management system, feedback provides an efficient and effective way

to build reputation-based trust relationships among peers.[23].

This dissertation outlines a-framework for implementing a flexible access control
mechanism for web services by using a combination of the RBAC model and a user
profile-based access control model which considers the location, the trust value of the
route path, and a requester’s reputation as a profile about a specific requester. This
dissertation addresses the issue of access control for the purpose of the service
provider providing data according to the requester’s role and its profile. The access
privilege for a requester is a combination of his/her access role and the profile
evaluation result. This result is calculated by the requester’s location, reputation, and
the trust of the routing path. This dissertation has implemented this flexible access
control model via a policy specification language, XACML. In addition, the proposed
mechanism also implements mutual authentication between the web server and a
requester. Implementation results demonstrate that the proposed mechanism

dynamically adjusts requester’s access privilege in no time.

The remainder of this chapter is organized as follows: In section 6.2, system

architecture is described. The proposed mechanism is detailed in section 6.3. In
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section 6.4, implementation results are given. In the last section, conclusion is
presented.

6.2 System Architecture

In this section, the framework of the proposed flexible access control mechanism
is described. Figure 16 illustrates the proposed framework. The system encompasses
two security functions: authentication and access control. In the authentication part,
the proposed system implements mutual authentication between web server and
requester. In the access control part, a new model is introduced. This model

incorporates the RBAC model and a user profile-based access control model.
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Figure 16. The framework of the proposed flexible access control mechanism

6.2.1 System Components

The system consists of three components: servers, databases, and subsystems.
There are two servers in the system. The web server provides all the services
requested by the requesters. The certificate/role management server (C-RMS) is used
to manage the security requirements for the web services. There are four types of
databases. The certificate database (CERTDB) on the C-RMS is used to store the
participants’ certificates; the role database (ROLEDB) on the C-RMS is responsible

for storing the roles associated with the participants; the user profile database
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(PROFDB) on the web server is responsible for keeping the records related to the

requesters’ behavior; and the resources database (RESDB) on the web server is

responsible for storing all the resources. In addition, there are six subsystems: the

certificate management subsystem (CMS), the role management subsystem (RMS),

the user authentication subsystem (UAS), the resource access control subsystem

(RACS), the trust evaluation subsystem (TES), and the service provision subsystem
(SPS).

1)

(2)

(3)

(4)

()

(6)

CMS: CMS is used to generate, revoke, and maintain certificates. A new user
must register with C-RMS to get his/her certificate. Anyone querying others’
certificates from the CERTDB does so via this subsystem. A certificate associated

with a specific requester will be revoked if it is lost or expires.

RMS: Users’ roles are assigned after registration. RMS is responsible for
generating, deleting, and maintaining the roles with respect to the corresponding

users. The RBAC model is used to define the access policies for each role.

UAS: UAS is used to authenticate the identities-.of communicators. It provides
mutual authentication. It provides mutual authentication when a requester issues
an access request to the web server. Both the requester and service provider
exchange their certificates and verify the validity of the certificates exchanged. In
this way, end to end authentication is confirmed, securing the system against
forgery attacks.

RACS: RACS is responsible for delivering a requester’s access request,
collecting the trust evaluation information, and sending evaluation results, which
may cause an access privilege lower than his/her original, or may deny the access
request if this request conflicts with the evaluation result after trust assessment. In

addition, XACML is used to store the access policies.

TES: TES is responsible for determining the requester’s reputation value. The
reputation value and its functions about the requester are calculated by the
number of attacks, the number of failure requests, and the number of large packet

deliveries.

SPS: SPS is used to deliver the resources to the requesters according to the access
policies kept in ROLEDB and PRFDB.
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6.2.2 The System Workflow

The system workflow of the proposed mechanism has five steps: registration, role
assignment, user authentication, resource access control and trust evaluation, and

service delivery.
(1) Stepl: Firstly, a user must register with C-RMS to get his/her certificate.
(2) Step2: The role is assigned according to the user’s registration information.

(3) Step3: The user roams to a new location or domain, and he/she issues a request to
access resources in the web service. The SSL-based authentication service is
executed for confirming the identities of the two parties. In addition, if the

requester has never been assigned a role, then step2 is executed.

(4) Step4: RACS collects the requester’s profile including the requester’s information
and its location, etc. The subsystem asks the domain brokers that the requester
has visited (current and prior) to calculate the requester’s reputation information
by using TES. RACS calculates the trust value of the requester according to the
feedback reputation values from-the domain brokers, and the trust values of the
domain brokers. RACS~writes them into PRFDB and adjusts the requester’s

access privileges according to the role and trust evaluation result.

(5) Step5: Web server adjusts the. requester’s-access privileges according to its
assigned role and trust evaluation result. SPS sends the resources complying with
the current access policy.

6.3 The Proposed Flexible Access Control Mechanism

Both authentication and access control are security issues while designing web
services. This section introduces how the proposed dissertation addresses these two

areas.

The proposed mechanism supports mutual authentication. Mutual authentication
is an authentication protocol which provides bidirectional identity verification. By this
method, two communicators are able to confirm the identities of each other. In the
proposed mechanism, certificate-based mutual authentication protocol is used.
Certificates are exchanged for authentication purposes. These certificates are signed

and are verified by C-RMS and anyone.
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Access control is an important mechanism which provides the right people with
the right access to resources according to predefined access policies. XACML is one
of the access control mechanisms, especially for XML security. Current XACML
approaches do not consider location information, except GeoXACML [26]. However,
the author does not take the reputation and trust value of the routing path into
consideration. Therefore, this dissertation introduces a mechanism to incorporate the
RBAC model, user profile, and XACML into web services. The locations in the
proposed paper are separated by the routing domain. In other words, each cluster is a
routing domain. Each domain has a broker to manage the reputation information
about the users. Definition 6.1 shows that the network domains are completely

separated and disjoined.

Definition 6.1: A group of domain set, D={d,,d,,...d.}, Where D=_ijdi and
dnd, =2 if i=j.

In addition, each domain has a-domain broker, b, used to collect the distributed
reputation ratings. A user provides the transaction rating to its broker after every
transaction with any service in order to build up the reputation database on all services.
All users in the domain return observation results about others. By delegating trust
management to brokers, the web service provider only needs to ask the brokers about
the reputation of a requester before a transaction with it.

6.3.1 Reputation Management

A reputation management system can be classified by the following groups [58]:
Subjective vs. Objective, Transaction-based vs. Opinion-Based, Complete information
vs. Localized information, and Rank-based vs. Threshold-based. This dissertation
adopts hybrid subjective and objective, transaction-based, hybrid complete and
localized information, and threshold-based in designing the reputation system. In
addition, a successful reputation system should make it hard to build up good

reputation so that a user is less likely to abuse his/her hard-earned reputation.

In this dissertation, there are three reputation functions that must be calculated:
the number of attacks (calculated by F(A)), the number of failure requests
(calculated by F(FR)), and the number of large packets delivery (calculated by

F(PD)). Reputation calculation for a transaction comes from two parts: direct
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observation by the domain broker and indirect observation feedback from the domain
users. Eq. (6.1) illustrates the reputation calculation for a single transaction about U,
in domain d,. Eq. (6.2) illustrates the reputation calculation about U, in domain d,.
Eq. (6.3) illustrates the aggregated reputation about U,. A threshold value is used to
filter the aggregated reputation. If the value of the aggregated reputation is larger than

that of the threshold, the web service provider will deny the request.

REP _Trans)) =a, x(F(A)+F(FR)+F(PD)/3)+a, x(( Uliuk F(A)+F(FR)+F(PD)/3))/#U)
U={U|U| edj AU =Uj }
(6.1)

;where o, +a,=1, U, —U, presents U,’s observation about U,,and F(-)=e*®".

Here, F(-)e{F(A),F(FR),F(PD)}. q , a parameter used to adjust the earning
reputation ratio, is a value which ranges from 0 to 1. If the value of g approaches 1,
it implies that U, loses his/her reputation rapidly if U, does something bad. n isa

parameter used for counting the number of events in‘any reputation function.
REPR;! = < REP _Trans$!(T,;)+ /3, xREP - Trans’! (T,) (6.2)

;where g +4 =1
Ui<dj

ARERj =( > -FxRER] ) /#V (6.3)

d
V:{dj|djeDAREPUiJ }

; Where U, <d, implies U, has visited domain d,; f is a fading function,
f=(05). If k=0, itimplies U, in current domain; k=1, it implies the domain that
U, visited last time, etc.

In addition, the proposed mechanism also takes the trust value of each domain,
named RPT, hereafter, into consideration. The calculating method for RPT, is the
same as the one in AREP, except with different functions. In RPT,, the trust functions
consists of the number of failure packets forwarded (calculated by F(FPF)), the
number of incorrect routes (calculated by F(IR)), and the number of failure
protections (calculated by F(FP)). Eq. (6.4) illustrates the reputation calculation for a
single transaction about d, by a web service. Eq. (6.5) illustrates the reputation

calculation about d, by a web service.
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RPT _Transy =, x(F(FPF )+ F(IR)+F(FP)/3)+a, x(( dlfl( F(FPF)+F(IR)+F(FP)/3))/#D)
D={ di[dj eDAd) #di }
(6.4)

;where o, +a,=1, d, —d, presents d,’s observation about d,,and F(-)=e".
RPT.* = 8, xRPT _Transi* (T, )+ £, xRPT _Transy*(T,) (6.5)
;where g +4 =1.

Finally, the trust value of the routing path, named RPT hereafter, is equivalent to

[1RPT, .

6.3.2 Flexible Access Control

The proposed flexible access control mechanism incorporates the RBAC and user
profile-based access control models into a new model, which guarantees that any
requester in any domain gains the ‘appropriate -access privilege when issuing a
resource request. Definitions. 6.2 to-6.5, define the relevant relation sets and the
relationships among users, roles, and permissions. By these definitions, the access

policies are generated and are parsed by XACML.

Definition 6.2: A group of role-scheme set, RS ={RS,,RS;,...RS, }

RS; is one of the role schemes and' corresponds to role r . Moreover,

RS, ={ p; | permission p; is assigned toroler, }.

Definition 6.3: URA is a relation, URACUSERSxROLES , where
USERS ={U,,U,,..U,} and ROLES={r,r,...;} . Relation URA indicates that

UserApplyRole,, (r; ) ={U, eUSERS | (U;,r; ) eURA}.

Definition  6.4: A  vector  space, PRF , with six  tuples,

{User, Domain, SLV, REP, AREP,RPT } is kept by the web server.

Here, sLVv, which ranges from 0 to 1, is the security level of the correspondence
domain and determined by the web service provider; REP the reputation information;
AREP the aggregated reputation information from the domains where the requester has
been; and RPT the trust value of the routing path. Finally, a requester’s profile is
calculated by Eq. (6.4).
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{User, Domain, SLV, REP, AREP, RPT } - ARET x SLV xRPT = PRF (6.4)
Definition 6.5: PRA is a relation, PRAcPRMSxROLESxPRF . Relation PRA

indicates that PRMSAss,(r,prf )={pePRMS|(p,r,prf ) PA}.

Here, ROLESxPRF is a role instance for a user. This definition defines the final

permission for a requester while asking for a resource.
6.4 Implementation Results

In this section, both the implementation environment and results are described.
The OpenCA project [33] is used to generate, distribute, and maintain certificates.
Sun's XACML Implementation [50] is used to parse XACML. The JSP programming
language is used to implement the system. Moreover, glassfish v3 is used as a

container for web services. Figure 17 illustrates the implementation environment.

Database

ervice Server

Figure 17. The implementation environment

We assume that there are five domains and twenty users in the environment.
Detailed implementation steps are presented in section 6.2.2. Figure 18 illustrates the
table which the requester wants to access. In this table, there are seven fields. Figure
19 illustrates the implementation results after applying the RBAC model. This result

shows that the requester in the fourth domain could gain access to all the fields in
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Human Resource Database except the PWD field. Figure 20 illustrates the

implementation results after applying the proposed flexible access control mechanism.

The requester now is in the second domain and he/she could gain access to fou

r fields.

Obviously, the proposed mechanism has changed the requester’s access privilege.

Figure 21 illustrates the system denying the requester’s request when the reputation

value is too low.

Iname lite [lemail el Imobile [lssc [PWD|
Chen, Kuang-Yu ||Assistant|ha1802000@hotmail com  [[11111111/912111111]1111]123 |
Ho, Ping-Hsien  ||Assistantbsho im98g@nctuedutw  [|33333333/911333333/3333[456 |
Huang, Chun-Chieh|CEO |chuchieh.iim91g@nctu.edu tw|44444444/963444444 4444/ 789 |
lLee,Fang-Yi ||Assistant|cakerap iim98g@nctu.edu.w|[22222222/934222222/2222]987 |
Lo, Chi-Chun ~ [|COB  |cclo@facultynctuedutw  |[55555555/930555555)5555(654 |

Figure 18. A table with-7 columns

Hi. Hank Now you're in Broker_4

wour Role belong to Roled, And the Role's right is AnvResource

Choose the Database vou vwant, and press "send"
= Human Resource Databse

narmes title email el mobile ssc |[PvwD]
Zhen, Kuang-vu Assistant|halSozZo00cehotrmail .corm 1111111791271 1111|1111
Ho, Ping-Hsien Assistant||bsho dimSsSoEnctu . e clu b SREZ2222||9T 1222223532222
Huang, CThun-Chiseh|[CEOD chuchieh.iirmS 1 aconctu . e du e |2l o002 | D6 Sl e oo 2 | | e]o] o]
Les, Fang-ri Assistant||calkkerap.iimaSoaicnctu.edu by |[Z22222 222 |(QRA22 2222|2222
Lo, C&hi-Chun [ ) = 1 colocEfaculty . noctu.edu e SOSSSSSSS||92055S5S55S5||5S5SS

Figure 19. The columns that the requester can get after applying the RBAC model
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Hi. Hank Now you're in Broker_2
And your "servieRep™T™=5.0

wour Role belong to Reole0, And the Role's right is AnyResource

Choose the column yvou want, and press "send"
& Hurman Resource Databse

name Litle email el [mobile|[ssc| [P
Chen, Kuang-vu Assistant|lhal30Z2000c@hotmail com 11111111
Ho, FPing-Hsien Assistant||bsholiim9Sai@nctu . edu twr Q232323323
Huang, Chun-Chigh|[CEO chuchieh.iim21 g@@nctu. edu b4
Les, Fang-i Assistant||cakerap iimaSqg@nctu edu bw ||[Z22222222
Lo, Chi-Chun OB cclo@faculty nctu . edu b S5555555

Figure 20. The columns that the requester can get after applying the flexible access control model

Hi. Hank Now you're in Broker_0
And your "servieRep”=0.2

your Role belong to Rele0, And the Role's right is AnyResource

Choose the column you want, and press "send"
& Human Resource Databse

Sorry! vou're in a DANGERQUS place. Soyou can't read these datal

||namei|@|emaiI|@|mobilei@|PWD”

Figure 21. The requester’s request is denied. (Threshold is 0.3)

6.5 Conclusion

To enable secure web service transactions to occur, an authentication protocol and
access control mechanism must be added. This dissertation has shown that mutual
authentication and a flexible access control mechanism can create a secure
environment for web services. To provide flexible access control, the proposed
mechanism integrates the RBAC model and a user profile-based access control model
to dynamically adjust the requester’s access privileges. A user’s profile includes the
reputation about the requester in the current domain, the aggregated reputation of the
requester, the trust value of the route path, and the security level of the requester’s

current domain. Each domain has a broker to collect feedback from its users on past
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transactions. The web service provider gathers these reputation values from the
domains the requester has previously visited. It then determines the final access
privilege using the proposed flexible access control mechanism. Finally, the requester
receives the resources according to the new access policy. The implementation results

show that the proposed mechanism is feasible.
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Chapter 7 Conclusion Remarks

7.1 Conclusions

In this dissertation, some security issues under a scenario of DRM in WANSs are
discussed and the corresponding schemes and mechanisms are proposed. Toward
these goals, from chapter 3 to chapter 6, the related schemes and mechanisms are
proposed to support these security requirements.

In chapter 3, to guarantee that the digital license provided by the service provider
is legal, a group-oriented nominative proxy signature scheme is proposed. The
proposed scheme has five phases: the initialization phase, the delegation phase, the
proxy key generation phase, the nominative proxy signature generation phase, and the
original-nominative proxy signature verification phase. By signature proof and

security analysis, the proposed scheme is-secure enough to be used for DRM systems.

In chapter 4, to support dynamic-secure group communications over WANS, an
EBS-based batch rekeying scheme is proposed. The scheme supports three operations,
join, leave with collusion-resistant (L/CR), and leave with collusion-free (L/CF). In
operation join, KS makes it easy to deliver session keys to existing group members.
In operation L/CR, the K-map ‘method. is used to reduce the number of rekeying
messages required to deliver SK' to existing group members. In operation L/CF, a
modified CRT is used to protect session key and only group members can derive this
key. Security analysis indicates that the proposed scheme is secure with respect to
collusion attacks. The proposed scheme outperforms EBS.

In chapter 5, a two-key agreement based supervising mechanism is proposed for
cluster-based P2P applications in WANSs. The mechanism helps the clusterheads in
their clusters supervise the communications between peer nodes and helps a global
cluster supervise the whole network communications. Any two nodes or two
clusterheads in the same cluster or different clusters generate their common session
key by themselves. There are three phases in the proposed mechanism: initialization
phase, communication phase, and supervising phase. By these three phases, the
proposed mechanism guarantees that only the nodes in higher level supervise the

nodes in lower level. Any two nodes in the same cluster generate their common
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session key. In the cluster, no nodes could gain this session key except the clusterhead.
Security analysis shows that the proposed mechanism supports nodes’ private keys

protection, the confidentiality of communication data, and against replay attack.

In chapter 6, a flexible access control mechanism is proposed. The mechanism can
create a secure environment for web services. A combination of the RBAC model and
a user profile-based access control model is proposed. In the user profile-based access
control model, it considers the location, the trust value of the route path, and a
requester’s reputation as a profile about a specific requester. Therefore, a requester’s
access right not only depends on the initial assigned role also relies on the user’s

profile. The implementation results show that the proposed mechanism is feasible.
7.2 Future Research Directions

Two possible future research directions are merited for further investigation. They

are:

(1) How to support the proposed batch rekeying operations on the multiple
cluster-based WANs? And, how-to support an efficient simplification method

when there are many variables in Boolean simplification functions?

(2) The proposed protocol is two-key agreement protocol. How to support multiple

users’ key agreement protocol in the same cluster?
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