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Abstract

This thesis describes how to design a high performance and low power analog-to-

digital converter (ADC) to meet the SOC requirement on nanoscaled CMOS technolo-

gies. In general, an ADC is constructed by comparators, amplifiers, analog switches,

capacitors, resistors and digital circuits. Comaprators and amplifiers are two power con-

suming analog circuits. Digital circuits benefit CMOS scaling since transistor is smaller,

speed is faster and power consumption is lower. For low resolution (between 4 and 8 bits)

comparator-based ADCs, they can operate at higher sampling frequency. They also bene-

fit CMOS scaling, and their power consumption is dominant by comparators. For medium

and high resolution (between 10 and 15 bits) amplifier-based ADCs, they do not benefit

from nanoscaled CMOS technologies. On the contrary, larger power consumption is nec-

essary for accurate amplifiers in ADCs due to lower supply voltage and lower transistors

intrinsic gain. Therefore, how to design high performance and low power ADCs without

larger power dissipation due to comparators and amplifiers is the research emphasis in

iii



this thesis.

For comparator design, traditional design concepts usually use pre-amplifier to reduce

its overall input offset voltage. However, the static power consumption of the pre-amplifier

will greatly increase the comparator-based ADC power dissipation. In this thesis, we uses

a latch-type comparator to eliminate the static power consumption of the pre-amplifier.

About the input offset voltage of a latch, we proposed a very low power offset calibration

loop to improve. The proposed comparator can be widely applied to comparator-based

ADCs to reduce their overall power dissipation.

For amplifier design, instead of high accurate amplifier, we proposed a simple low

power open-loop differential amplifier to amplify the residue signal. This amplifier can

adapt for scaled CMOS technologies and also simplify the design complexity for analog

circuits. But this simple amplifier has certain non-idealities: gain error and nonlinear-

ity. Without interrupting ADC normal operation, we proposed a new digital background

calibration technique to correct these non-idealities. Most amplifier-based ADCs can use

the proposed calibration technique to shorten the design time and reduce overall power

dissipation for continuous CMOS scaling.

A two-step ADC prototype is manufactured to verify the proposed techniques in this

thesis to achieve the requirements of low supply voltage and low power consumption.

It is a 10-bit 100-MS/s two-step ADC including one residue amplifier and ninety-eight

comparators. This ADC is fabricated using a 90 nm CMOS technology with 1.0 V supply

voltage. At 1 MHz input frequency, this ADC can achieve the performance of 75 dB

SFDR and 58 dB SNDR. Using a simple open-loop amplifier and proposed comparator

circuits, this ADC dissipates a total power of 6 mW and occupies die area of 0.36 mm2.

The power consumption of the proposed digital calibration processor is less than 1 mW.
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Chapter 1

Introduction

1.1 Green Power Era

The electronic products can be simply categorized into battery-powered and non-battery-

powered. In recent years, based on the technology development, the portable products

increase dramatically rapidly. Their fantastic functionality brings people more conve-

nience and fun. However, these portable products face a fundamental problem: how to

extend the battery usage? Therefore, for more and more portable electronic products, how

to achieve ultra low power dissipation becomes an important issue under the green power

era. Low supply voltage can decrease the usage of battery. Moreover, low power elements

of the products can maintain longer battery usage time.

In this decade, based on the Moore’s law, the CMOS integrated circuits can operate

under lower supply voltage and less power dissipation. SOC (System-on-a-Chip) is a

trivial methodology to achieve these fantastic characteristics. Using SOC, the extra power

consumption of the interfaces between chips can be saved and the size of the product can

be smaller. Advanced CMOS technologies (e.g. 65 nm) provide SOC methodology more

powerful functions: lower power consumption, faster operating speed and more flexible

utilities. We can say that combination of advanced CMOS technologies and SOC integra-

tion, the portable products can be implemented more suitable for people’s requirements:

low cost, convenient usage, and micro-volume.

In 2003, [1] provided their several points of view about the SOC and how does it

1
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Figure 1.1: Electrical components inside a representative cell phone.
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help to implement powerful personal Internet products (PIPs). These PIPs are designed

as communication, computing and consumer products, which are enabled by the Internet:

cell phones, PDAs, WLANs and Internet audio/video. These PIPs are based on digital

signal processing (DSP) and analog functionalities. And they are made accessible to bil-

lions of people around the globe by intense focus on cost through SOC integration. In the

Internet age, Moore’s law will continue to be a technology imperative for the semicon-

ductor industry. Moreover, SOC integration will be an additional technology imperative

that drives down the cost of PIPs to mass market levels. SOC integration for PIPs requires

the integration of analog, power analog, RF and memory onto the digital baseband pro-

cessor, which is fabricated in high density, high performance and low cost digital CMOS

technology.

Cell phone is the typical product of the PIPs. Figure 1.1 shows the electrical compo-

nents in a cell phone. The digital, analog, RF and memory components are on separate

ICs. To reduce the cost, SOC integration is further applied based on nanometer CMOS

technologies. DSP functionality is greatly improved, but other analog and RF circuits

will face the difficulties of implementation due to low supply voltage and poor transis-

tors’ linearity. To implement SOC technology, analog circuits must be constructed on the

same digital CMOS process and integrated with other digital and memory circuits. How-

ever, nanometer CMOS devices are more suitable for digital circuits but worse for analog

circuits. These transistors have faster speed but lower intrinsic gain and linearity.

To meet the required performance, some traditional analog designers use I/O devices

with much higher supply voltage (for example, 1.0 V for core devices in digital circuits

and 2.5 V for I/O devices for analog circuits on a 90nm CMOS). Such implementation

not only increases extra power consumption but also limits the I/O supply voltage re-

duction in the near future. To improve this issue, using core devices to implement these

analog circuits is necessary. Another way is to reduce the usage of analog circuits. Some

system architectures use less analog signal processing but more digital signal process-

ing. However, some analog circuits are necessary to link the physical and digital worlds.

Analog-to-digital converter (ADC) is one of the most important analog circuits. It sam-

ples the analog signal, comes from physical world, and then quantize this analog signal

into digital code to be processed by the digital signal processor in the SOC chip. Gen-
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erally speaking, ADC can be viewed as an interface between physical analog and virtual

digital worlds.

1.2 Motivation

For scaled CMOS technologies, the ADC design is more difficult with the following is-

sues: lower supply voltage, lower transistors’ intrinsic gain, severe gate leakage and lower

power consumption. Many ADC architectures are proposed for different applications.

Flash architecture is a comparator-based design, which can be easily adapted for scaled

CMOS technologies. It is very suitable for high speed operation. However, this archi-

tecture is limited by its resolution. Higher resolution needs more comparators which

dissipates a large amount of power and occupies large die area. In general, its resolution

is limited by 6-bit. SAR ADC is another architecture to benefit the CMOS scaling. It

uses only one comparator with repeated quantization to implement in one sampling pe-

riod. This architecture has a perfect trade-off between resolution and speed. SAR ADC

can operates both at 1 Gsample/s to achieve 6-bit resolution and at 100 Msample/s to

achieve 10-bit resolution. Different from both above architectures, subranging ADC uses

two flash sub-ADCs to make twice quantization. This architecture can achieve higher

resolution than flash ADCs and higher sampling rate than SAR architecture. However,

for scaled CMOS technologies, its complicated switch matrix becomes the bottleneck to

slow down ADC’s speed.

Pipelined ADC is the most common architecture to achieve higher resolution at cer-

tain sampling rate. Different from above three comparator-based architectures, it uses

operational amplifier (opamp) with feedback configuration to implement the residue am-

plifier. For scaled CMOS technologies, the opamp design is difficult to implement with

low power consumption and low supply voltage. Another amplifier-based ADC architec-

ture is two-step ADC. It uses only one residue amplifier with certain number of compara-

tors. However, based on traditional design concept, the opamp needs higher dc gain and

feedback compensation, which consumes a large amount of power.

In this thesis, a simple residue amplifier is applied with open-loop single-stage archi-

tecture, which is improved by a proposed background calibration technique. The proposed



1.3. ORGANIZATION 5

calibration technique can be applied to most amplifier-based architectures in the back-

ground without interrupting ADC normal operation. It also corrects the non-idealities of

the residue amplifier: gain error and nonlinearity. To benefit scaled CMOS VLSI, the

correction is achieved in the digital domain. Minor circuit changes in the calibrated ADC

can be easily implemented on most amplifier-based ADCs. The calibration scheme is

robust since its effectiveness does not rely on the input’s amplitude distribution. Except

the residue amplifier, the power consumption of the comparator is also reduced by the

proposed offset compensation mechanism. All analog circuits are designed with lower

accuracy requirement to adapt for scaled CMOS technologies. A 10-bit 100-Msamples/s

two-step ADC is fabricated using a 90 nm CMOS technology. The two-step ADC contains

one residue amplifier and two flash sub-ADCs, is the best ADC architecture to evaluate

both digital calibrated residue amplifier and latch-type comparators with an offset calibra-

tion loop. Its measurement results demonstrate the feasibility of the calibration technique

and the benefit of low power comparator.

1.3 Organization

The organization of the thesis is described as follow:

Chapter 2 gives an overview of several ADC architectures. For every ADC architec-

ture, a brief analysis is given to clarify their features. To realize different ADC archi-

tectures can give readers a clear picture to understand the ADC characteristics or design

high-performance low-power ADCs.

Chapter 3 examines the prior comparator designs by using traditional methods: aver-

aging, interpolation and offset storage. Considering the power consumption of traditional

design methods, the offset compensation techniques are then discussed. The proposed

low power comparator design and analysis provide a clear picture to show its strength for

comparator-based ADC architectures.

In Chapter 4, the features of the calibration technique are discussed firstly. Some

nonlinear calibration techniques are then analyzed with brief descriptions. To benefit

scaled CMOS VLSI, a digital nonlinear background calibration scheme is proposed and

analyzed.
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In Chapter 5, the prototyping ADC’s implementation is described, including compara-

tor, amplifier and digital calibration processor. The experimental results shows the static

and dynamic performances to prove the proposed calibration technique for residue am-

plifier, and the offset compensation for comparators is also verified. A brief summary for

10-bit ADC is provided to show the achievement of the proposed two-step ADC.

Finally, conclusions and future works are drawn in Chapter 6.



Chapter 2

Overview of the ADCs

2.1 Introduction

A Nyquist-rate ADC samples and digitizes an analog signal by using a combination of

comparators, amplifiers, analog switches, and digital circuits. Many factors are consid-

ered in choosing an ADC architecture, including sampling rate, resolution, power con-

sumption, input loading, chip area, and fabrication technology. Here we consider the fol-

lowing ADC architectures: flash ADC, successive-approximation register (SAR) ADC,

subranging ADC, two-step ADC and pipelined ADC. In general, according to the key

elements usage, these ADCs can be distinguished into two groups: comparator-based or

amplifier-based, as shown in Figure 2.1. Flash ADCs, SAR ADCs and subranging ADCs

are belong to the group of comparator-based ADCs. Pipelined ADC and two-step ADC

are in the group of amplifier-based ADCs. Since the choice of the ADC architecture

is highly dependent on the application fields, the understanding of the ADCs is a fun-

damental necessity. Actually, in recent years, more and more designs use two or more

architectures to be a hybrid ADC architecture. The more you can know about ADCs, the

better ADC architecture you can determine to achieve the target specification.

In recent years, many techniques were proposed to reduce the power dissipation of

these ADCs. Some of them are based on the power reduction of the fundamental ele-

ments, which is called the ’element-based’ power reduction technique. These techniques,

such as opamp-sharing and switched-opamp, modify the analog circuits to reduce their

7
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Figure 2.1: Two simple partitions of Nyquist-rate ADCs.
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power consumption. Using these techniques can reduce the power consumption of the

analog circuits, but the ADCs still need good enough opamps to achieve certain perfor-

mance. Different from the ’element-based’ technique, some designs develop the calibra-

tion mechanism, which is called the ’calibration-based’ power reduction technique, to

maintain the ADC’s performance. Most of them uses digital calibration techniques to

improve the power efficiency and relax the analog circuits.

Except the power dissipation, the design robustness is another important factor to

evaluate the strength of ADC architectures. In SOC chips, to lower down their power

consumption, the analog circuits must use the same type of transistors and same supply

voltage as digital circuits. Therefore, the design robustness can be defined as whether the

ADC architecture is sensitive to process migration or not?

To evaluate ADC’s performance, a generic FOM is defined as follow,

FOM =
Power

min (Fs, 2ERBW) × 2ENOBDC
(2.1)

where Fs is the ADC’s sampling frequency, ERBW is the ADC’s effective resolution

bandwidth, and ENOBDC is the ADC’s effective number of bits at low input frequency.

For every ADC architectures, their FOM represents the strength and weakness. This can

help us to think about what kind of ADC architectures you can use or develope to achieve

the target specification.

In this chapter, the track-and-hold (T/H) circuits are firstly discussed in Section 2.2.

For most ADCs, the T/H circuit is necessary to process analog input signals. Section 2.3

describes the high-speed flash ADC architecture. The most energy-efficient SAR ADC

architecture is discussed in Section 2.4. With scaled CMOS technologies, the SAR ADC

can operate at faster speed with ultra low power consumption. Section 2.5 describes the

subranging ADC which can extend comparator-based ADCs to achieve 10-bit or higher

resolution with medium operating speed. Section 2.6 shows the two-step ADC archi-

tecture to improve the speed bottleneck of the subranging architecture. The most pop-

ular architecture for medium-to-high resolution is the pipelined ADC architecture. The

pipelined architecture which provides good performance for resolution and speed is de-

scribed in Section 2.7. Section 2.8 draws the summary.
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2.2 Track-and-Hold Amplifier

The track-and-hold (T/H) circuit is the key element for A/D conversion. Actually, the

T/H determines overall ADC accuracy since the analog input signal and all perturbations

are mixed as the input of the ADC. In general, the ADC can not distinguish original input

signal from the output of the T/H circuit.

Figure 2.2 shows three fundamental architectures to implement the T/H function in

single-ended configuration. The simplest one, shown in Figure 2.2 (a), using a sampling

switch S1 and a hold capacitor CS to implement. The clock signal φ1 controls the switch

S1 to build the connection between input and output signals. At the hold phase (φ1=0),

the input signal is stored in the capacitor CS . The capacitance of CS is determined by

either the thermal noise or the matching accuracy for resolution requirement. This T/H

can operate at very fast speed, which is limited by on-resistance of the switch. The RC

time constant must be small enough to meet operating speed and resolution requirement.

With zero static power consumption, this configuration is popular for high-speed flash

ADC architectures. However, at the hold phase, the hold signal can be affected by other

disturbances to reduce its accuracy because it is a high-impedance node. The capacitor

CS may needs larger capacitance to suppress these disturbances, but it also slows down

T/H’s operating speed.

To improve this issue, an analog buffer is added to the switched-capacitor configura-

tion. Figure 2.2 (b) shows a source-follower based T/H. The source follower provides

better buffer capability to reduce the disturbances, but it also consumes certain amount

of power. The buffer capability is proportional to its power consumption. The source-

follower has several issues.

First issue is the linearity. For nanometer CMOS technologies, the supply voltage is

lower down to around 1 V. It makes the source-follower to operate at low supply voltage

with transistors which have severe channel length modulation effect. The current source

is sensitive to the output signal range and not easy to keep constant. The current variation

attenuates the output signal which is input-dependent. That causes the severe non-linearity

at the output signal. Another cause of non-linearity is the threshold voltage Vth with non-

zero source-bulk voltage VSB. This can be suppressed by using pMOS transistor as M1
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with replica-bias control to virtually connect the source and bulk terminals.

The second issue is the level-shift problem. In general, the level-shift at the gate and

source nodes of transistor M1 is necessary. It is the summation of the threshold voltage

of M1 and the gate-overdrive voltage, Vov. Depending on the supply voltage, over-drive

voltage Vov is designed between several tens mV and several hundreds mV. At low supply

voltage, the level-shift will deteriorate the linearity of a source follower. To avoid this,

the zero-Vth transistors can be applied for the transistor M1. However, it induces more

production cost due to extra masks usage. Using zero-Vth transistor, the gate leakage issue

must be carefully considered. In general, the source follower is applied for the ADCs

with lower resolution (≤ 10-bit). Actually, low supply voltage highly affects the source-

follower operation.

To improve these issues from the source-follower, the flip-around track-and-hold am-

plifier (FA-THA) was proposed, shown in Figure 2.2 (c). This architecture is usually

applied for high-speed applications [2]. During the track phase (φ1=1), the input signal

is sampled onto the the capacitor CS . The operation amplifier (opamp) is at reset mode

by switches S2 and S4. During the hold phase (φ2=1), the capacitor CS is connected to

the opamp’s output node to act as a feedback capacitor by switch S3. The early clock φ1a

is applied to doing the bottom-plate sampling. By the close-loop configuration, the hold

input signal can be represented at the output node of the opamp. The FA-THA shows per-

fect performance until facing to the nanometer CMOS technologies. Other opamp-based

THA were also proposed to provide good performance, such as charge-transferred THA

[3], charge-redistribution THA [4] and pre-charged THA [5]. These opamp-based THAs

usually dissipates large power, which is about one third power consumption of the ADC

or more. Therefore, for low power application, the opamp-based THA may not become a

good choice for ADCs. In recent years, many low power ADC designs use only switch-

capacitor configuration, as shown in Figure 2.2 (a), to implement the T/H function with

some circuit modifications.
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2.3 Flash Architecture

Flash ADC, shown in Figure 2.3, is the most commonly known architecture to be used for

very high speed and low resolution applications. It contains an input sampler, a resistor

ladder, a comparator array and an encoder. At the sampling phase (φ1 = 1), the input

signal is sampled onto the capacitor, Cs. At the comparison phase (φ1 = 0), all of the

comparators make comparisons with their individual slice levels to achieve high-speed

operation. If the input signal is larger than its slice level, the output of the comparator

is ’1’. If the input signal is smaller than its slice level, the output of the comparator is

’0’. Output data of the comparator array performs as a thermometer code. The digital

output, Dout, is obtained by encoding this thermometer code in the encoder. These slice

levels are provided by a resistor string, which is connected to the top and bottom reference

voltages, VRT and VRB respectively. The difference between VRT and VRB defines the input

dynamic range of the ADC. For N-bit resolution, there are at least (2N − 1) comparators

used to construct the overall quantization range. If the resolution is higher, the power

consumption of the flash ADC will grow up dramatically.

For a high-speed flash ADC, the linearity is dominated by the input sampler, the re-

sistor ladder and the comparators. Due to lower resolution requirement, in general, the

linearity of the input sampler and the resistor ladder can be easily maintained. There-

fore, the comparators determine the overall ADC linearity. Figure 2.4 shows a simplified

general comparator design. It contains a pre-amplifier, a regenerative latch and digital

circuits. The pre-amplifier is applied to reducing large input offset of the latch by its gain.

If the amplifier’s gain is enough to suppress the latch’s offset, the equivalent input offset

voltage is only dominated by the pre-amplifier. The output signals,Dp andDn, are digital-

like analog signals to represent whether the input signal Vin is larger than reference voltage

VR[k] for the k-th comparator or not. If Vin is larger than VR[k], the comparator output

DO[k] is ’1’; otherwise,DO[k] is ’0’. There are two characteristics of the comparator nec-

essary to be considered: one is the input offset voltage and the other is the metastability.

Both of them produce ’Bubbles’ in the thermometer code. These Bubbles will introduce

wrong result at the encoder output to degrade the overall ADC performance.

The input offset voltage is generated by the mismatch between input- and reference-
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related transistors, resistors or capacitors (if they are used in the comparators). The mis-

match is mainly due to the imperfect manufacture in the semiconductor process and tem-

perature variation during the operation. With the input offset voltage VOS , the equivalent

k-th reference voltage can be expressed as VR,eq[k],

VR,eq[k] = VR[k] + VOS (2.2)

The above equation shows that the input offset voltage is necessary to be removed to

maintain the original reference level for each comparator. To lower down the equivalent

input offset voltage, these mismatch must be reduced by enlarging the size of the transis-

tors in the pre-amplifier. However, using larger transistors usually results in large power

dissipation. For a flash ADC, at the architecture level, there are several techniques pro-

posed to mitigate the effect of comparator’s input offset voltage. These techniques include

spatial averaging [6, 7], interpolation [8, 9], offset storage [10, 11], calibrated redundancy

[12, 13], fault-tolerant encoding [14], feedback compensation [15, 16], and so on.

Metastability, an unwanted output state for the latch in the comparator, occurs while

the input signal is very close to the reference level. If metastability happened, the out-

put of the comparator is decided by the threshold level of the digital circuits. In general,

metastability is caused by less driving current at the output nodes or short comparison

time. It means larger power consumption is necessary to avoid this issue at certain sam-

pling period. If comparators are applied to very high-speed flash ADC, the metastability

issue must be carefully considered because the metastability condition usually does not

happen in the design stage. In general, post-layout simulation can provide real condition
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Table 2.1: Prior flash ADCs

Design Process Supply Resolution Speed ENOB Power FOM (/conv.-step)
[17] 90 nm 1.0 V 8-bit 1.25-GS/s 7-bit 207 mW 1.3 pJ
[18] 90 nm 0.9 V 6-bit 3.5-GS/s 5.3-bit 98 mW 0.95 pJ
[19] 90 nm 1.0 V 5-bit 1.75-GS/s 4.8-bit 7.6 mW 0.15 pJ
[20] 65 nm 1.2 V 6-bit 800-MS/s 5.63-bit 12 mW 0.3 pJ

due to the routing capacitance.

The input capacitance of the comparator is another issue for higher resolution flash

ADCs. To reduce the input capacitance of the comparator array, a dedicated input sam-

pler is usually built before the comparator array. The buffer is implemented by source

follower circuits to maintain the buffering. For the high-speed A/D conversion, the input

sampler can also improve the spurs-free dynamic range (SFDR). For over-GS/s operation,

flash ADC architecture is the best choice to achieve the quantization for lower resolution

applications (< 8-bit).

Table 2.1 presents several flash ADC designs. [17] and [18] use traditional design

concept by using multi-stage pre-amplifiers to reduce the input offset of the comparator.

Their FOMs are still around 1 pJ/conv.-step. On the other hand, [19] and [20] uses their

offset-calibrated comparators to construct the flash ADCs. Their FOMs can be greatly

improved to 0.15 and 0.3 pJ/conv.-step respectively. This result demonstrates the benefit

of using offset-calibrated comparators to construct the flash ADCs.

2.4 Successive-Approximation Architecture

SAR ADC is contrast to the flash architecture, using only one comparator with N-times

quantization to achieve N-bit resolution. The offset voltage of the comparator is not im-

portant since it does not affect the conversion accuracy, only the offset of the overall SAR

ADC. In general, the dedicated input sampler is necessary to maintain its operation. If

the sampling time is equal to one quantization cycle time, the conversion time of the SAR

ADC needs at least N+1 quantization cycles. It means the quantization cycle time must

be (N+1)-times faster than the flash architecture to achieve the same Nyquist frequency.

Figure 2.5 shows a 4-bit SAR ADC and its quantization sequence. In general, a SAR
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ADC uses binary search for the possible sub-regions. The speed bottleneck is the DAC

with precision on the order of the converter itself. The DAC is constructed with a resistor

ladder with switches to select the reference voltage closest to the input signal. For higher

resolution (> 8-bit), large amount of switches will limit the operating speed due to the

wire loading capacitance at the node voltage, Vda, shown in Figure 2.5. Moreover, power

consumption of the dedicated input sampler (SHA) will dominate the overall power dis-

sipation of the SAR ADC. To avoid the above two issues, the DAC can be designed with

the capacitors to do the subtraction based on the charge redistribution mechanism. How-

ever, the design consideration of the capacitors matching is necessary to maintain better

performance.

The matching issue will increase the total input capacitance, which means the increas-

ing of the input driving power. In recent years, several techniques are proposed to improve

the ADC performance. Segmented capacitor array can reduce the necessary input capaci-

tance to lower the input driving power. Redundancy quantization cycles [21] can relax the

DAC settling time. Furthermore, asynchronous clocking [22] can reduce the overall quan-

tization time to speed up the conversion rate of the SAR ADCs. Generally speaking, the

SAR architecture shows an excellent trade-off between accuracy and speed for low-power
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Table 2.2: Prior SAR ADCs

Design Process Supply Resolution Speed ENOB Power FOM (/conv.-step)
[23] 90 nm 1.0 V 7-bit 150-MS/s 6.5-bit 133 µW 10 fJ
[24] 90 nm 1.0 V 9-bit 40-MS/s 8.6-bit 820 µW 54 fJ
[21] 65 nm 1.2 V 10-bit 100-MS/s 9.5-bit 1.13 mW 15.5 fJ
[25] 130 nm 1.2 V 12-bit 45-MS/s 11-bit 3.0 mW 31.4 fJ

application to achieve low-to-medium resolution ADCs.

Table 2.2 presents several SAR ADC designs with ultra-low FOMs. Benefit from

CMOS scaling, SAR ADCs achieve incredible performance on power consumption. [23]

shows the advantages of SAR ADC architecture with amazing FOM, 10 fJ/conv.-step.

[24] gives us the possibility that SAR ADC can achieve 9-bit or higher resolution by

using only comparators, without residue amplification. In 2010, two SAR ADC designs

[21] and [25] can achieve 10-bit 100-MS/s and 12-bit 45-MS/s performance respectively.

This implies that SAR ADC may extend its application to higher resolution (> 10-bit)

ADCs with sampling rate of around one hundred MS/s.

2.5 Subranging Architecture

Subranging ADC can be viewed as a trade-off between flash and SAR architectures. By

quantizing the analog input signal into two steps, compared with the flash ADC, the num-

ber of comparators can be reduced significantly. For N-bit resolution, this ADC only needs

(2N/2+1−2) comparators. Therefore, this architecture is usually applied to achieving 8-bit

or higher resolution. A general 10-bit subranging ADC architecture and its quantization

curves is shown in Figure 2.6. The subranging ADC quantized the input signal by two

steps: coarse quantization and fine quantization. In general, a dedicated input sampler

(SHA) is applied to maintaining the operation. The subranging ADC has a 5-bit coarse

ADC consisting of 31 comparators and a 6-bit fine ADC consisting of 63 comparators.

Coarse ADC makes the first quantization to yield coarse code,D1. It then drives a MUX to

select reference voltages which are close to the input for fine ADC. Fine ADC makes the

second quantization to yield D2 code, which is the exact magnitude of the input. Finally,

the encode logic combines D1 and D2 to generate the 10-bit Dout.
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Table 2.3: Prior subranging ADCs

Design Process Supply Resolution Speed ENOB Power FOM (/conv.-step)
[16] 90 nm 1.2 V 6-bit 1-GS/s 5.3-bit 55 mW 1.4 pJ
[26] 90 nm 1.0 V 10-bit 160-MS/s 9.2-bit 84 mW 0.89 pJ
[27] 90 nm 1.2/2.5 V 8-bit 300-MS/s 7.2-bit 34 mW 0.68 pJ
[28] 90 nm 1.2 V 8-bit 770-MS/s 9.3-bit 70 mW 0.94 pJ

Extra one-bit is designed for the fine ADC. These extra comparators can be used to

relax the accuracy requirement of the coarse ADC. With the over-range protection, coarse

ADC only need 5-bit accuracy, not 10-bit. There are two issues for the subranging ADC.

One is that the comparators in the fine ADC still need 10-bit resolution, which is equal

to the overall ADC accuracy. Such comparators are power-hungry circuits. The other

is that the critical delay path is the MUX that has to select 63 reference voltages out of

1023 possible voltages generated by the resistor string. The MUX is constructed by the

switches, which are made by MOS transistors. For nanoscaled CMOS technologies, the

MOS switches usually have larger on-resistances if the bootstrapping techniques are not

applied. Higher resolution also causes more complicated wire routing for these reference

voltages. It results in larger parasitic capacitance at the references of the fine ADC. Both

large parasitic capacitance and on-resistance increase the settling time of the reference

voltages, which determine the overall ADC accuracy.

Due to the bottleneck of the MUX and high resolution comparator in fine ADC, sub-

ranging ADC has obvious trade-off between resolution and sampling rate. In recent years,

the resolution of subranging ADC is limited by 10-bit. Table 2.3 presents several sub-

ranging ADC designs from 2006 to 2009. Due to CMOS scaling, the sampling rate can

speed up to 1 GS/s, for 6-bit resolution. These FOMs are between 0.68 and 1.4 pJ/conv.-

step. However, from these measurement results, subranging ADCs have certain trade-off

between resolution and operation speed since the FOM differences are not large. In gen-

eral, the subranging architecture is applied for several hurdreds MS/s sampling rate and

medium resolution of 8-to-10 bits.
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2.6 Two-step Architecture

To relax the fine ADC and simplify the MUX in the subranging ADC, two-step ADC

architecture was proposed over twenty years. Similar to subranging ADC, this architec-

ture uses two quantization steps. Figure 2.7 shows a 10-bit two-step ADC architecture

and its quantization curves. It still has a 5-bit coarse ADC and a 6-bit fine ADC with

one-bit over-range protection. Different from the subranging ADC, this ADC only needs

the MUX to select one reference output out of 32 possible voltages to generate the input

estimation, Vda. The reference voltages of fine ADC are fixed, not selected by a complex

MUX. This architecture requires a residue amplifier that amplifies the difference between

the hold input V1 and the MUX output Vda.

Actually, two-step ADC can be viewed as a hybrid architecture of comparator-based

and amplifier-based architectures. In this example, there are 31 comparators in the coarse

ADC and 63 comparators in the fine ADC. The required comparator’s resolution in the

fine ADC is relaxed by the amplifier’s gain, shown in Figure 2.7. However, for this 10-bit

two-step ADC, the residue amplifier still dissipates a large amount of power to achieve

accurate gain and linearity. For scaled CMOS technologies, it is not easy to implement

high-precision amplifier with low power consumption.

Table 2.4 presents several two-step ADC designs from 2001 to 2009. By traditional

design concept, the two-step ADC can achieve 12-bit resolution and several tens MS/s

sampling rate, but it still consumes a large amount of power [29]. Considering the design

difficulty of a high accurate residue amplifier, there seems to have a bottleneck for two-

step ADC design. Until 2009, [30] presents a 6-bit 1-GS/s ADC to achieve the FOM

of 1.24 pJ/conv.-step. Different from traditional design concepts, [31] shows a better

FOM by using digital calibration technique for residue amplifier and offset-calibrated

comparators for coarse and fine ADCs. With these calibration techniques, two-step ADC

can be a good candidate for low-power and high-speed application to get a good FOM,

not larger than 100 fJ/conv.-step.
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Table 2.4: Prior two-step ADCs

Design Process Supply Resolution Speed ENOB Power FOM (/conv.-step)
[29] 250 nm 2.5 V 12-bit 54-MS/s 10.3-bit 295 mW 4.9 pJ
[30] 130 nm 1.2 V 6-bit 1-GS/s 5.3-bit 49 mW 1.24 pJ
[31] 90 nm 1.0 V 10-bit 100-MS/s 9.32-bit 6 mW 0.092 pJ
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Figure 2.8: A 10-bit pipelined ADC architecture.
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2.7 Pipelined Architecture

Pipelined ADC is a typical amplifier-based ADC architecture using several amplifiers to

do residue amplifications. Different from the subranging ADC, shown in Figure 2.1, it is

another trade-off between flash and SAR architectures with amplifier-based architecture.

Figure 2.8 shows a conceptual N-bit pipelined ADC architecture with 1-bit/stage config-

uration. It consists of N stages, each including a SHA, a sub-ADC, a sub-DAC, and an

amplifier with gain of 2. The basic operation is similar to the two-step architecture. The

first stage samples the analog input signal. The sub-ADC quantizes the hold input to yield

the digital output D1. D1 drives the sub-DAC to generate the estimated input, V da
j (Dj).

The estimated input is subtracted from the hold input to generate the residue signal. It is

then amplified to the next stage sampling. All stages are operated under two clock phases,

sampling and amplification. All digital outputs are collected by the digital encoder with

sequentially half clock delay to generate the final digital output, Dout.

Because the SHA is existed in each stage, after the amplification phase, the first stage

can start sampling a new analog input signal while second stage processes the previous

sample. All stages have the same operation process as the first stage, as the above de-

scribed, to achieve the so-called pipelined architecture. For example, the first stage is

k-th sampling and the second stage is (k-1)-th amplification; the third stage is (k-1)-th

sampling and the forth stage is (k-2)-th amplification, et al. It means the operating speed

of the pipelined ADC is determined by the operating speed of its first stage. The sim-

plest architecture is the configuration of 1-bit per stage. Its transfer curve is shown in

Figure 2.9(a). The sub-ADC consists of one comparator to decide the output Dj is 0 or

1. The 1-bit sub-DAC generates output of VR or −VR if Dj is 0 or 1 respectively. This

simplest configuration can not deal with the comparator’s offset. For the example shown

in Figure 2.9(a), if the comparator has the offset of VR/8, the digital output will have

missing code due to the saturation of the transfer curve.

To solve this issue, the most common configuration is 1.5-bit per stage, as shown

in Figure 2.9(b). The sub-ADC consists of two comparators with their slice levels of

−VR/4 and VR/4, respectively. The amplified residue signal is typically in the range of

{−VR/2, VR/2}. Due to the comparator’s offset, the extra residue signal is still in the
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range of {−VR, VR} which is available to processed by the next stage. With the redun-

dancy of comparators, the comparator’s offset requirement is relaxed. Actually the re-

served output range tolerates the inaccuracy of sub-ADC, sub-DAC and the non-idealities

of the opamp. It is the most popular architecture to achieve over 10-bit resolution ADCs

with sampling frequency range from several tens MS/s to several hundreds MS/s.

Except the configuration of 1.5-bit per stage, multi-bit per stage configurations are

also popular. The configurations of 2.5-bit per stage and 3.5-bit per stage are commonly

used to reduce overall ADC power consumption. For such multi-bit configurations, the

accuracy requirement of comparators is higher than that of 1.5-bit configuration. With

the pipelined operation, this architecture makes an excellent optimization among power,

speed and accuracy specifications.

The drawback of the pipelined architecture is the longer latency. Moreover, for ad-

vanced CMOS technologies, the opamp implementation becomes a severe issue. The

amplifier-based ADC architectures always face the issues for lower supply voltage (<

1.2 V) and lower intrinsic gain of the MOS transistors. Low supply voltage limits the

input dynamic range of the ADC and makes the amplifier difficult to implement for

high-resolution. Lower intrinsic gain makes the amplifier architectures more complex to

maintain certain performance, but larger power consumption. Actually, for a complicated

opamp circuit, extra power dissipation is wasted on the circuit stability, not the operating

speed.

To solve both issues, many digital calibration techniques are proposed to improve the

power dissipation of the pipelined ADCs. Linear calibration techniques can solve the gain

error due to capacitor mismatch and the sub-DAC errors, but opamp still needs enough

gain. To mitigate opamp’s gain requirement, nonlinear calibration techniques are pro-

posed to improve the non-idealities, generated by opamp circuitry. To sum up, pipelined

architecture is very popular to implement ADCs with various resolution (between 6 and

16 bits) and wider range of operation speed (between several MS/s to several GS/s).

Table 2.5 presents several pipelined ADC designs in recent two years. For higher

resolution [32, 33] or higher sampling rate designs [34], their FOMs are between 0.3

and 0.5 pJ/conv.-step. In general, most higher resolution ADCs are noise-limited, but

not matching-limited. Their power consumption will greatly increase due to larger sam-
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Table 2.5: Prior pipelined ADCs

Design Process Supply Resolution Speed ENOB Power FOM (/conv.-step)
[34] 90 nm 1.2 V 10-bit 500-MS/s 8.5-bit 55 mW 300 fJ
[32] 90 nm 1.2 V 14-bit 100-MS/s 11.2-bit 130 mW 520 fJ
[33] 180 nm 1.8 V 16-bit 125-MS/s 12.8-bit 385 mW 432 fJ
[35] 90 nm 1.2 V 12-bit 50-MS/s 10-bit 4.5 mW 88 fJ
[36] 90 nm 1.0 V 10-bit 100-MS/s 8.9-bit 4.5 mW 98 fJ

pling capacitances. Actually, for 10 and 12-bit pipelined ADCs, their FOMs can be lower

than 100 fJ/conv.-step. [35] presents a low power pipelined ADC by using zero-crossing

based amplifiers in the pipelined stages to replace traditional opamps. [36] shows a 10-bit

pipelined ADC with time sharing technique to reduce the overall ADC power consump-

tion.

2.8 Summary

Several ADC architectures are illustrated in this chapter, except sigma-delta ADC and

time-interleaved ADC architectures. Two categories are applied for these ADCs: comparator-

based and amplifier-based architectures.

Comparator-based ADCs are insensitive to CMOS scaling and benefit faster operation

speed. Generally speaking, flash ADC architecture is used to achieve high-speed appli-

cation (over GS/s). However, it is also the most power consuming architecture and not

suitable for higher resolution (> 8 bits). Subranging ADC is a good choice to meet higher

resolution requirement (between 8 and 12 bits) with lower power consumption. But its

operation speed is still limited by the complicated MUX (several hundreds MS/s). In

recent years, SAR architecture is popular to implement medium and high speed ADCs.

It is more energy-efficient than other ADC architectures. Its resolution is between 6 and

12 bits with the sampling rate from several tens MS/s to several GS/s. Moreover, small

occupied area is another advantage for SAR ADCs. But, multiple quantization steps slow

down the overall operating speed if higher resolution.

Different from comparator-based ADCs, amplifier-based ADCs benefit higher resolu-

tion. Pipelined architecture is the most common architecture for ADCs, between 8 and
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16 bits resolution. This architecture provides the best trade-off between resolution and

speed. Amplifiers’ power dissipation dominants the overall ADC power consumption.

Another amplifier-based architecture is two-step ADC, which can be viewed as a spe-

cialized pipelined architecture. Different from pipelined ADC architecture, it only need

one amplifier with lower output accuracy and more comparators in coarse and fine ADCs.

In general, two-step ADCs have both amplifier and comparators with almost equivalent

importance. Actually, two-step ADC architectures do not have the resolution limitation

since the residue signal is amplified for next quantization stage. For higher resolution

ADCs, the power consumption is noise-limited. However, for amplifier-based architec-

tures, low supply voltage and low intrinsic gain of transistors are two issues for CMOS

scaling, briefly illustrated in Appendix D.1.

For scaled CMOS technologies, except low supply voltage and low intrinsic gain of

transistors, the gate leakage is another severe issue to affect ADC performance. Gate

leakage deteriorates the droop rate of MOS transistors, used as hold capacitors or charge

redistribution mechanism. It should be noted that the gate leakage issue must be carefully

considered at the design stage. Gate leakage issue is discussed in Appendix D.2.

Figure 2.10 summaries the various ADC limitation boundaries between resolution and

sampling frequency. We may find that pipelined ADC architectures have widest range,

compared with other ADCs. Flash ADCs have the advantage at very high-speed oper-

ation, but limited by the resolution. Subranging and two-step ADCs have their benefits

at medium resolution and medium operation speed. SAR ADCs have lower boundary

compared with other ADCs, but actually benefit the smaller area and ultra low power

consumption. However, with digital calibration techniques, these boundaries will become

indefinite.

Figure 2.11 summaries the ADCs published on the ISSCC and VLSI from 1997 to

2010 [37]. In 2010 ISSCC, for 10-bit ADCs, their figure-of-merit (FOM) are less than

100 fJ/conv.-step. Most of them are SAR ADCs using the scaled CMOS technologies to

achieve 10-bit resolution and several tens MS/s sampling rate. Actually, SAR ADC can

almost reach the FOM of 10 fJ/conv.-step.
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Figure 2.11: ADC survey from 1997 to 2010 on two major conferences: ISSCC and VLSI.



Chapter 3

Comparator with Offset Compensation

3.1 Introduction

On the demand of advanced nanoscale CMOS technologies, analog circuits are more and

more difficult to achieve the required performance by using traditional design concepts.

Among most analog circuits, comparator is the best one to against the CMOS scaling. Ac-

tually, analog comparator behaves like a digital circuit to provide fast operating speed. For

a comparator-based ADC, it can benefit the advantage of advanced CMOS technologies.

In this chapter, the traditional design concepts and techniques are discussed in Sec-

tion 3.2. Different from traditional designs, the feedback compensation mechanism is

applied to reducing the equivalent input offset voltage of the comparators. Section 3.3

shows some feedback compensation schemes to cancel the comparator’s input offset to

achieve low power consumption. With the feedback compensation mechanism, a low

power comparator design is proposed in Section 3.4. Finally, Section 3.5 summarizes

these comparator design techniques.

3.2 Traditional Comparator Design

In general, the comparator consists of a pre-amplifier and a regenerative latch, as shown

in Figure 3.1(a). The pre-amplifier is usually applied before the latch to reduce the latch’s

offset by the amplifier’s gain, which is defined as A. Here the latch’s and pre-amplifier’s

31
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offset voltages are defined as VOS,L and VOS,P respectively. The overall input referred

offset voltage of the comparator, VOS .

VOS = VOS,P +
VOS,L
A

(3.1)

If single amplifier’s gain is not enough, several amplifiers are usually serial-connected

to provide enough gain to reduce the overall input offset voltage for the comparator Fig-

ure 3.1(b).

VOS = VOS,P1 +
VOS,P2

A1
+

VOS,P3

A1 × A2
+

VOS,L
A1 × A2 × A3

(3.2)

Figure 3.1(c) ans (d) shows a general pre-amplifier and a regenerative latch schematics.

With the pre-amplifier’s gain attenuation, the latch’s input offset is greatly reduced. Ac-

cording to Equation (3.1), only the pre-amplifier’s offset dominates the overall input offset

voltage of the comparator.

For the offset of a source-couple pair in the pre-amplifier, the standard deviation of the

input offset voltage, VOS,P , is defined as

σ2(VOS,P ) = σ2(∆Vt) + (
Vov
2

)2 ×
σ2(∆β)
β2

(3.3)

where ∆Vt is the threshold voltage difference between two input transistors, Vov is the

gate over-drive voltage of M1 and M2, and ∆β is the β difference between two input

transistors. With the following equations,

β = µCox
W

L
(3.4)

σ2(∆Vt) =
A2
Vt

W · L
(3.5)

σ2(∆β)
β2

=
A2
β

W · L
(3.6)

the input offset voltage, VOS,P , can be rewritten as

σ2(VOS,P ) =
1

W · L
(A2

Vt
+
V 2
ov

4
· A2

β) (3.7)

where W and L are the width and length of the input transistors M1 and M2, A2
Vt

and A2
β

are process-dependent matching parameters. According to Equation (3.7), the input offset
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of pre-amplifier is reduced by using larger transistor’s size and smaller gate-overdrive

voltage for its input differential pair.

Considering a general pre-amplifier circuit, some key performance indices are defined

as follow.

Speed ∝
gm
CGS

≈
2I/Vov

(2/3) ·WL · Cox
(3.8)

Power ∝ I · VDD (3.9)

Accuracy2 ∝
V 2
DD

σ2(VOS)
≈

WL · V 2
DD

A2
Vt
+ V 2

ov

4 · A
2
β

(3.10)

Actually, these indices can not be optimized for all of them, but some tradeoffs may be

existed among them. Here a relationship between speed, power and accuracy [38] is

defined to describe the tradeoff,

Speed × Accuracy2

Power
∝

1

Cox · (A2
Vt
+ V 2

ov

4 · A
2
β)
×
VDD
Vov

(3.11)

If the gate-overdrive voltage Vov is proportional to the supply voltage VDD and Aβ is

smaller enough, this relationship can be represented as

Speed × Accuracy2

Power
∝

1

Cox · A2
Vt

(3.12)

With above assumption, Equation (3.12) figures out a physical limitation: the relationship

is process-dependent only. This result shows that for thinner process (Cox is larger), the

tradeoff is smaller. It means the advanced nanoscale CMOS processes actually degrade

the performance of analog circuits. Since the tradeoff is constant for same process, the

speed or accuracy improvements will suffer the penalty of larger power dissipation. For

example, more one-bit accuracy will induce four-times power consumption.

Although Equation (3.12) is made by some assumptions [38], it may not describe

the scaled CMOS transistors precisely. This approximation equation can still provide a

qualitative trend. To break the tradeoff degradation trend, several innovative techniques,

mentioned in Section 2.3, were proposed to reduce the equivalent input offset of the com-

parator and achieve low power consumption. Some of them, including spatial averaging

[6, 7], interpolation [8, 9] and offset storage [10, 11], are commonly applied to the flash

ADCs. Here the qualitative analysis is described in the following section.
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3.2.1 Spatial Averaging Technique

Spatial averaging technique improves the overall linearity of the ADC by averaging the

error of an individual pre-amplifier with several adjacent pre-amplifiers. Figure 3.2 shows

the averaging technique with resistor connections and its effect to improve ADC’s linear-

ity. There are three transfer curves shown in Figure 3.2. The black ’dash-dot’ line is the

ideal transfer curve for the comparator array without any offset. The green ’dash’ line

and blue ’solid’ line represent real transfer curves before and after using spatial averag-

ing technique respectively. With the resistors connected to its adjacent comparators, the

equivalent input offset voltage is suppressed by the averaging mechanism.

The individual comparator offset can be treated as a random number and independent

on others. This averaging mechanism uses resistor connection to perform the moving

average function, by analog way. For each comparator, the moving average produces a

spatial low-pass filter to suppress its large deviation by relating to adjacent comparators.

The ratio, R1/R0, determines the degree of the offset reduction. Generally speaking, if

the ratio is lower, the offset reduction is more. This is because of such ’analog’ type

moving average is constructed by the resistance, connected to other comparators. If the

connecting resistor R1 is too large, the averaging path is weak to act as a real moving

average. The averaging technique can easily reduce the differential non-linearity (DNL),

but has less reduction for the integral non-linearity (INL). Figure 3.3 shows the DNL

and INL improvements with respect to the ratio, R1/R0. The DNL and INL reduction

factors are defined as RDNL and RINL respectively. Wn is defined as the number of the

adjacent comparators which have significant influence. The detail analysis can be referred

to [39, 40, 7].

By using the resistors to connect output nodes of adjacent pre-amplifiers, the input

offset of the individual comparator is averaged to improve the linearity of flash ADC.

To perform a good averaging, there are extra comparators necessary in the both ends of

the comparator array to provide enough neighbors. But this also increase extra power

consumption. To mitigate this redundancy, averaging termination [40] and triple-cross

connection [41] techniques were proposed, but they still require extra power and area.

Moreover, the equivalent gain of the pre-amplifier is reduced by the resistive network. It
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Figure 3.3: DNL and INL reduction factors with respect to R1/R0.
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Figure 3.4: Interpolation technique by resistive network.

is a tradeoff between the offset reduction and the power consumption. Another issue is

the assumption that offset voltage for every comparator is independent. Actually, due to

the layout spacing, the input offset of comparator is related to its neighbor comparators

by process gradient. This is why the measured INL of flash ADC can not be improved

as more as DNL. To avoid this gradient, the comparator array must be kept into a smaller

layout area.

3.2.2 Interpolation Technique

Although the averaging technique reduces the input offset of the comparator, its power

consumption is still too large since (2N − 1) comparators are used in a N-bit flash ADC.

For a comparator, the first-stage pre-amplifier dominants its overall power dissipation.

Using less required number of pre-amplifiers, the interpolation technique can be applied

to generating necessary zero crossings.
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According to different flash ADC architectures, the interpolation technique can be im-

plemented by resistive network [42] or capacitor network [8]. In general, the interpolation

technique is applied with the averaging technique by using the resistive network, shown

in Figure 3.4. With the resistive interpolation, one extra differential signal is generated for

the (k+1)-th comparator. By re-arranging the signal connections, two extra differential

signals are generated for the k-th and (k+2)-th comparators. In Figure 3.4, there are three

zero-crossing levels are produced by the interpolation technique. It is called a four-time

interpolation, called the interpolation factor is 4. With this technique, the equivalent com-

parator’s power consumption can be further reduced. However, the interpolation factor is

limited by the requirement of integral non-linearity (INL). A larger interpolation factor

requires a sufficiently high linear region of the pre-amplifier. It will introduce extra power

consumption of the pre-amplifier.

The capacitive interpolation technique uses capacitors to reduce the required number

of the pre-amplifiers [8]. Figure 3.5 shows the interpolation technique by using capacitive

network. More zero crossings are generated by the charge redistribution from the adjacent

amplifier’s outputs. Generally speaking, this technique operates with the offset storage

techniques by using the capacitors to achieve the charge redistribution. With the switch-

capacitor operation, more zero-crossing levels are generated.

Similar to the spatial averaging technique, the interpolation techniques require pre-

amplifiers with higher linear region at their output nodes. For scaled CMOS technologies,

this requirement needs more serial-connected pre-amplifiers and introduces extra power

consumption.

3.2.3 Offset Storage Techniques

Different from averaging and interpolation techniques, offset storage techniques use the

switch-capacitor operation to cancel the input offset of the comparator. The principle of

offset storage technique is using the capacitors to store the input offset of the amplifier in

the reset phase and then cancel it in the comparison phase [43, 44, 45, 46]. for the offset

storage techniques, there are two common approaches: output offset storage (OOS) and

input offset storage (IOS).
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Figure 3.6 shows the offset cancellation based on the OOS technique. In Figure 3.6 (a),

OOS is applied to the comparator, which consists of a pre-amplifier, a sampling capacitor

and a regenerative latch. With the OOS technique, the offset is canceled by the capacitor

at the output nodes of the pre-amplifier. At the reset phase (φ1 = 1), the amplified offset is

stored at the capacitorCo. At the comparison phase (φ2 = 1), the input signal and the input

offset of pre-amplifier are amplified together. Since the stored amplified offset at reset

phase has opposite polarity compared with the amplified offset at the comparison phase,

the input offset of the pre-amplifier is canceled. With single-stage OOS, the equivalent

input offset of the comparator is reduced to

VOS = −
∆Q

A · Co
+
VOS,L
A
×
Co + Cp
Co

(3.13)

where A is the gain of the pre-amplifier, ∆Q represents the total amount of charge injec-

tion and clock feed-through of the switch S3, Cp is the parasitic capacitance of the node

Vo. From Equation (3.13), the input offset of the pre-amplifier is totally canceled. The

S3-induced offset voltage is constant by switching off the switch S3 before the switch S2.

Large Co can reduce the equivalent input offset, but slow down the amplifier’s speed.

Similar to averaging technique with multiple-stage pre-amplifier configuration, shown

in Figure 3.6 (b), can be applied to producing large enough gain to suppress the latch’s

offset voltage and S3-induced offset. However, the amplifier design must cover the input

common-mode range, which limits the input dynamic range.

Another offset storage technique uses input capacitor to store and cancel the input

offset of pre-amplifier. Figure 3.7 (a) shows the offset cancellation which is based on

the IOS technique. At the reset phase (φ1 = 1), the amplifier is connected as unit-gain

feedback, and the offset information is stored into the capacitor Ci. At the comparison

phase (φ2 = 1), the input signal is connected to one terminal of Ci, and the offset of the

pre-amplifier is canceled by the pre-stored offset. With single-stage IOS, the equivalent

input offset is reduced to

VOS =
VOS,P
A + 1

−
∆Q

Ci
−
VOS,L
A

(3.14)

where VOS,P is the offset of the pre-amplifier. In Equation (3.14), the offset reduction is de-

termined by the gain of amplifierA and the capacitance of Ci. The gainA is just necessary

large enough to suppress the offset voltage of the latch. Multiple-stage configuration is
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necessary if single-stage gain is not enough. Figure 3.7 (b) shows the multiple-stage IOS

technique to reduce the input offset. However, more pre-amplifiers means more power

consumption is necessary to achieve the offset reduction. Another drawback is the usage

of the unit-gain feedback amplifier. While connected as unit-gain feedback, closed-loop

stability of the pre-amplifier must be carefully concerned.

Same design issue as the averaging technique, the usage of pre-amplifiers is necessary

for the offset storage techniques. Actually, based on the usage of pre-amplifiers, the av-

eraging, interpolation and offset storage techniques are combined to achieve a low power

design [45]. The power consumption can be reduced, but it seems not enough to meet the

low power specification.

3.3 Offset Feedback Compensation Schemes

Except using averaging, interpolation and offset storage techniques, the feedback compen-

sation is another way to cancel the input offset of the comparator. Different from offset

storage techniques, it do not use capacitors to store and cancel the input offset voltage at

the input or output paths. Different from averaging or interpolation techniques, it does

not use parallel resistors or capacitors to connect with adjacent comparators to reduce its

equivalent input offset voltage. The feedback compensation mechanism uses the com-

parator’s output to judge the offset is positive or negative, then adjust the comparator’s

controlled elements to cancel the input offset. Figure 3.8 shows a latch comparator with

a feedback compensation loop. In Figure 3.8, the latch is modeled as an ideal latch with

its input offset, VOS . According to the comparator’s output Dc, the offset information is

stored and processed by the offset estimation block. By using the results from the offset

estimation, the offset compensation block adjusts Vadj to cancel the input offset.

Vadj = −VOS (3.15)

Considering a regenerative latch schematic, shown in Figure 3.9 (a). It can be viewed

as a simplified regenerative latch used in Figure 3.8 with ignoring the coupling capacitance

Cc between output nodes. Most regenerative latches can be simplified as such circuit to

analyze their behavior. The mathematical model, shown in Figure 3.9 (b), is simplified
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by using first-order parameters, Gm and C. Referred to [47], the offset is defined as

VOS =

√

Gm2C2

Gm1C1
× (Vo2(0) − VS2) + (VS1 − VS2) (3.16)

where Gm1,2 are the sum of the pMOS and nMOS trans-conductance terms, and C1,2 are

the load capacitance at nodes Vo1,2 respectively. VS1,2 are the switching voltages of each

inverter, i.e., the voltage at which pMOS and nMOS currents are equal. The values of VS1,2

depend on VDD and also on Gm and Vth of the constituent devices. In Equation (3.16),

the input offset is yield by the mismatch between Gm1 and Gm2, C1 and C2 or VS1 and VS2.

Since the main contributor to the mismatch between VS1 and VS2 is typically the mismatch

in the device threshold voltages, which are process-dependent. To yield a zero offset, we

may adjust Gm1,2 or C1,2 to achieve the following equation.
√

Gm2C2

Gm1C1
=

VS2 − VS1

Vo2(0) − VS2
(3.17)

With Equation (3.17), the equivalent input offset VOS is canceled to zero. However, by

the simulation results in [47], this model can not provide enough accuracy to describe the

offset voltage of the regenerative latch.

To improve the accuracy of the offset modeling, the effect of the coupling capacitor
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Figure 3.9: Simplified regenerative latch (a) schematic and (b) mathematical model.

Cc must be considered. The offset of the regenerative latch is now re-written as

VOS = β × (Vo2(0) − VS2) + (VS1 − VS2) (3.18)

where β is defined by the following equations.

β = α

√

(C2 + Cc)C1

(C1 + Cc)C2

√
κ + (Gm1 − Gm2)Cc√
κ − (Gm1 − Gm2)Cc

(3.19)

α =

√

Gm2C2

Gm1C1
(3.20)

κ = (Gm1 + Gm2)2C2
c + 4Gm1Gm2(C1C2 + CcC1 + CcC2) (3.21)

With similar process, the offset can be canceled by adjusting Gm1,2 or C1,2 to achieve the

following equation,

β =
VS2 − VS1

Vo2(0) − VS2
(3.22)

According to the simulation results in [47], the impact of coupling capacitance Cc be-

tween output nodes can not be neglected. In practice, Cc stems mostly from gate-drain

capacitance of the four transistors and can usually be estimated with sufficient accuracy

from the technology data. However, the complexity of Equation (3.18)-Equation (3.21)

does not change the same fact that adjusting Gm1,2 or C1,2 can cancel the input offset to

zero.
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In Equation (3.22), four parameters are considered to adjust the input offset: Gm1,2 or

C1,2. If Gm1 and Gm2 are fixed, adjusting C1 and C2 can achieve the zero offset [15, 23, 24,

48]. On the other hand, if C1 and C2 are fixed, adjusting Gm1 and Gm2 can also achieve the

zero offset [49, 50, 51, 52, 16, 19, 53, 54, 55, 56, 57].

3.3.1 The Analog Latches

There are many analog latch circuits, some of them are shown in Figure 3.10. For these

analog latches, three issues are important to be considered: power consumption, input

offset , kickback noise and input common-mode variation. First is the power consumption.

Since these latches are considered with offset compensation schemes, their static power

consumption should be avoided. About the input offset voltage, using these compensation

schemes, it is minor issue to take into account. Kickback noise is a major issue to be

considered since the pre-amplifier may not be applied before these latches. It is decided

by the coupling path between output and input nodes. Input common-mode variation

is caused by large input dynamic range. It is necessary to be suppressed to reduce the

resultant dynamic offset voltage.

In Figure 3.10 (a), the input devices act as voltage-controlled resistors. It does not

consume static power and has lower kickback noise. Large input offset is its disadvantage

since the voltage-controlled resistors are highly process-dependent. Its input common-

mode variation is directly dependent on its input signals. In Figure 3.10 (b), the latch

circuit is equalized at reset phase. It can produce less input offset, faster regeneration

speed and lower input common-mode variation. But it also consumes static power at reset

phase and has larger kickback noise. Figure 3.10 (c) shows a commonly used analog

latch with lower power consumption. It is usually used as a sense amplifier in the RAM

cell [58]. This latch has small input offset, faster regeneration speed and no static power

consumption. However, it has larger kickback noise and input common-mode variation.

3.3.2 Offset Compensation

In Figure 3.8, to build an offset feedback compensation loop, there are two sub-blocks

are added: one is the offset estimation, the other is the offset compensation. Because
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the offset is dependent on continuous temperature variation, the offset estimation and

compensation should operate periodically, not just at the power-on state. In the following

description, the offset compensation is firstly discussed to describe various methods for

a regenerative latch. The offset estimation methods are provided later to complete the

overall compensation loop.

Offset compensation is the way to suppress the equivalent input offset of a comparator.

In Figure 3.8, with the results of offset estimation, the input offset can be canceled by the

compensation circuits. In previous descriptions, there are two ways to cancel the input

offset: Gm-adjustment or C-adjustment. Firstly, the Gm-adjustment is discussed.

In a physical comparator design, the Gm-adjustment compensations are dependent on

the comparator’s architectures. Here a regenerative latch without pre-amplifier, shown in

Figure 3.11, is considered. It consists of an input differential pair and two cross-coupled

inverters. Its input offset voltage can be represented as

VOS = VOS,in + VOS,latch (3.23)

where VOS,in defines the equivalent input offset due to the differential pair,

VOS,in = ∆Vth +
(

Vov
2

)

×
∆β

β
(3.24)

and VOS,latch defines the equivalent input offset due to the regenerative latch, as in Equa-

tion (3.18). In general, the trans-conductance adjustment is similar to adjust the conduct-

ing currents (I1 and I2) at the output paths for the regenerative latch shown in Figure 3.11.

There are three ways to control the conducting currents of the regenerative latch: input-

injection, body-bias control and auxiliary adjustment pair.

Input-injection is the way to inject extra voltage amount at the input nodes [51, 52]

to change the equivalent input offset of the comparator, shown in Figure 3.12 (a). For

the input paths, one resistor is inserted between the input node and the gate node of the

transistor. To adjust the differential input offset, two K-bit current-DACs are placed to

control the amount of the adjustment voltage Vadj.

Vadj = −(Ip − In) · R = −VOS (3.25)

This configuration directly changes the offset voltage of input pair and generate different

trans-conductances for the regenerative latch. The caused voltage drop determines the
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resolution of the adjustment. Without the pre-amplifier, the standard deviation of the input

offset may have the range of several tens mV . Since necessary input offset is less than

several mV , the high-precision DACs are necessary for all comparators. Such accurate

analog circuits always consumes a large amount of power, which is contrast to the design

concept of offset compensation for a low power comparator.

The second way is to adjust the body-bias voltages of the input pair to change the

conducting currents [56, 57], shown in Figure 3.12 (b). Adjusting the body-bias voltage

is to change the body voltage of the input transistors. Based on the body effect, threshold

voltage (Vth) of the transistor is adjusted by the following equation.

Vth = Vth0 + γ ·
(

√

|2φF + VSB| −
√

|2φF |
)

(3.26)

Without adding elements on the input paths, this configuration provides faster operation

speed. However, it has two major disadvantages: one is that the isolated body terminals

for MOS transistors needs extra production cost. Although pMOS transistor can avoid this

issue, it also slows down the operation speed due to the pMOS’s characteristics. The other

is the tuning range of Vadj. Since the threshold voltage Vth is affected by the adjustment
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voltage VSB with square-root operation and the ratio γ, its tuning range is not easy to be

large enough. Furthermore, large Vth also slows down the overall ADC comparison speed.

The third way is to add another auxiliary adjustment pair to change the output currents

[16, 19, 53, 54, 55], shown in Figure 3.12 (c). With this configuration, the equivalent input

offset is modified as follow,

VOS = VOS,in + VOS,compen + VOS,latch (3.27)

where VOS,compen defines the input offset due to the auxiliary compensation pair. This

method may induce larger input offset due to the auxiliary compensation transistors. But

after compensation, the induced input offset can be canceled. This configuration also

needs accurate DACs to compensate the input offset.

Figure 3.13(a) shows the methods to achieve the C-adjustment [15, 23, 24, 48]. There

are two configurations usually used to cancel the input offset of the regenerative latch. One

is the output capacitance adjustment shown in Figure 3.13 (a), and the other is the X-node

capacitance adjustment shown in Figure 3.13 (b). Both configurations can adjust the input

offset but with different gain. The output configuration has higher gain to adjust the offset

but it also slow down the operation speed. On the contrast, the X-node configuration has

lower gain to adjust the offset but it provides faster operation speed to achieve high-speed

operation.

For the implementation of adjustable capacitance, linear capacitance by the MOS tran-

sistor is not possible to be used for two reasons. One is that the capacitance of the MOS

transistor is not accurate enough by the process issue. The other is that the control range

is too small for a MOS capacitor. The capacitance is very sensitive to the voltage crossed

between two terminals. Different from linear capacitance provided by analog control, the

capacitor-DAC can provides good controllability and better insensitivity to process varia-

tion. Figure 3.13(b) shows the implementation example for a capacitor-DAC. In general,

this configuration is very suitable for digital compensation schemes without static power

consumption. However, the capacitance added at the output nodes or X-nodes also slow

down the operation speed at the same time. To cover both large adjustable range and small

step size, the DAC may have higher resolution, which is a complicated analog circuit. To

solve this issue, combination of Gm and C adjustments provides a better configuration.
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Using Gm-adjustment architecture to provide larger adjustable range and C-adjustment

architecture to generate fine adjusting step size with smaller loading overhead.

3.3.3 Offset Estimation

Offset estimation is the way to find out the comparator’s input offset. The offset estima-

tion can be based on deterministic or statistic methods. Firstly, the deterministic method

is discussed. To extract the offset information, both input nodes of the input pair are con-

nected to make a comparison, shown in Figure 3.14 (a). Two switches are inserted to

achieve the input connection and isolate the input signal. The comparison result means

the offset is positive or negative by output Dc. This configuration can directly extract the

offset polarity, but not the amplitude of offset. But it also needs to make twice compar-

isons for normal and compensation purpose. Since the amount of the input offset can not

be detected, the adjustment voltage step must be smaller, e.g. 1/4VLSB, to avoid large

fluctuation range. Due to the switch off operation at the comparison phase, the charge

injection of switch S2 must be considered.

VOS = VOS,latch − Vadj + ∆VQ (3.28)

The equivalent input offset will always include ∆VQ since this term can not be estimated

by the offset estimation mechanism. The input-referred noise also induces the wrong

decision to enlarge the fluctuation range, shown in Figure 3.14 (b). The noise-induced

decision error can be reduced by using an integration-and-dump circuit, which is similar

to the moving average function.

Different from deterministic estimation, statistic estimation provides another way to

extract the offset information. Without extra comparison, it extracts the offset information

by collecting the output data with an internal digital chopper [15], shown in Figure 3.15.

Two choppers are inserted at the input and output paths to achieve normal comparison

results. The chopper at the input path is analog and the chopper at the output path is

digital. Both of them are controlled by a random signal q, which is uncorrelated to the

input signal. If q = +1, the passed signal is unchanged; if q = −1, the passed signal is

interchanged. Considering the behavior of the random chopped comparator, the output
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Dc can be represented as

Dc =
1
2
[

1 + q × sgn (q(Vi − VR) − VOS,L)
]

(3.29)

where sgn(x) is a sign function that return +1 if x > 0 and −1 if x < 0. Since q is +1 or

−1, Equation (3.29) can be re-written as

Dc =
1
2
[

1 + sgn (Vi − VR − qVOS,L)
]

(3.30)

From above equation, input signal passes through two choppers, the signal characteris-

tics are not changed. But the offset of the latch just passes through one chopper, which

is isolated from the input signal. From Equation (3.30), Dc can be represented as the

summation of q-related and q-unrelated terms.

Dc = f (Vi − VR) + q × f (VOS,L) (3.31)

A statistics based offset detector is built to extract the offset information with the random

chopping operation. In this detector, a q-controlled digital chopper processes Dc again to

extract the offset information with the averaging function.

avg(q ×Dc) = avg(f (VOS,L)) + avg(q × f (Vi − VR)) (3.32)

= avg(f (VOS,L)) (3.33)
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In Equation (3.32), the first term shows the offset information is extracted, and the second

term is zero since the random signal q is uncorrelated to the input signal Vi and average

of q is zero. Using the statistic offset estimation, the offset can be canceled under normal

comparison. It can save half power consumption compared with the deterministic esti-

mation. However, the offset detector may have more transistors to implement the statistic

functions, the overall power consumption may not be less than that of the deterministic

estimation. The analog chopper at the input path may have speed issue if high-speed op-

eration is necessary. It also introduces possible input-dependent error in the comparator

operation. More detail analysis can be referred to [15].

3.4 Proposed Comparator Design

For flash and subranging ADC architectures, comparators are widely applied as the fun-

damental elements. Since lots of comparators are activated at the same time, to reduce

individual comparator power consumption is necessary to achieve low power ADC de-

signs. Traditional comparator architecture using pre-amplifier to suppress the input offset

is effective, but it also consumes a large amount of static power. Here a latch-type com-

parator is proposed with an offset compensation loop to improve its input offset.

3.4.1 Comparator Architecture

Figure 3.16 shows the proposed comparator architecture with differential configuration.

It consists a differential input stage, a regenerative latch and an offset calibration charge-

pump (OCCP). The input stage and OCCP are applied to doing the deterministic offset

estimation. The offset compensation is using theGm-adjustment function in the latch. The

equivalent input offset VOS is represented as

VOS = VOS,L − Vb (3.34)

where Vb is the compensation voltage generated from the OCCP. There are two non-

overlapping clock signals applied to achieving comparison phase (φ1 = 1) and compen-

sation phase (φ2 = 1). In the input stage, there are four switches to connect and isolate
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Figure 3.16: Proposed offset-calibrated comparator architecture.

the input signal for comparison and calibration phases respectively. At the comparison

phase, the input and reference signals are connected to the latch’s input nodes. After the

activated signal φc goes high, the latch determines the input signal is larger or smaller

than reference signal by output signal Dc is ’1’ or ’0’. At the compensation phase, only

reference signals are connected to the latch’s input nodes. The latch’s output shows the

equivalent input offset is positive or negative.

Dc =

{

1 if VOS > 0,

0 if VOS < 0,
(3.35)

The proposed latch comparator is shown in Figure 3.17. There are three source-couple
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pairs parallel connected to a regenerative latch. The latch’s outputs are processed by two

serial-connected inverters to transfer into digital outputs. These three parallel-connected

pairs can be lumped as a trans-conductance amplifier. The first pair consists of transistors

M1-M4 is for positive input and reference signals. The second pair consists of transistors

M5-M8 is for negative input and reference signals. The third pair consists of transistors

M9-M12 is for adjustment and common-mode signals. If all elements are assumed to be

ideal and matched, the current difference ∆I is defined as

∆I = I1 − I2

= gm1(Vap − Vrp) − gm5(Van − Vrn) − gm9(Vb − Vcm)

= gm ·
(

(Vap − Van) − (Vrp − Vrn) − (Vb − Vcm)
)

(3.36)

where gm1, gm5 and gm9 are the trans-conduntances of transistors M1, M5 and M9 re-

spectively. gm is the equivalent trans-conduntance if gm1, gm5 and gm9 are assumed to

be equal to gm. Transistors M13-M16 are two inverters cross-coupled as a regenerative

latch. The conducting currents of the regenerative latch are controlled by the lumped

trans-conductance amplifier, which is activated by φc. For a comparator, all mismatches

between transistors can be lumped as the input offset.

For the proposed latch-type comparator, three issues are considered: input offset, kick-

back noise and input common-mode variation. In this thesis, the input offset is compen-

sated by the proposed offset compensation loop. The kickback noise and input common-

mode variation is reduced by the circuit design. In the following subsections, all of them

are discussed by qualitative analysis.

3.4.2 Offset Cancellation

In Figure 3.16, to cancel the input offset, third source-couple pair (M9-M12) is added to

implement the Gm-adjustment function. At the compensation phase, the input switches,

S2 and S4, are closed. The OCCP receives the output signals (Dc and D̄c) which repre-

sents the polarity of the input offset. According to Dc and D̄c, the proposed charge-pump

circuit will charge or discharge the capacitor Cb to change the voltage of Vb. The volt-

age step is determined by the currents (Ip and In), capacitance of Cb and switch-on time
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Figure 3.17: Proposed latch comparator schematic.

(Tb) of switches (S5 and S6) in the OCCP. Roughly speaking, the voltage step ∆V is

approximated as

∆V ≈
I · Tb
Cb

(3.37)

where Ip=In=I. To avoid large fluctuation range of Vb, the voltage step should be small

enough, for example 0.1 VLSB or smaller. However, smaller voltage step also induces

slower tracking speed for the input offset due to temperature variation. Variable voltage

step for different offset deviation can be achieved by using the variable charging or dis-

charging time Tb, as shown in Figure 3.18. With this mechanism, at the moment of larger

offset deviation, the voltage step is larger. On the other hand, for smaller offset deviation,

the voltage step is determined by the noise-induced error or metastability error.

The simulation result for a latch comparator with OCCP is shown in Figure 3.19. The

initial condition of the offset-adjusting voltage Vb is 0.5V. Here a large deviation of output

capacitances is assumed that ∆CO/CO is 33 percent. From the beginning, the voltage step

on Vb is large due to larger input offset. While Vb is close to the target value, the voltage
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Figure 3.19: Simulation result for a latch comparator with OCCP.
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step becomes smaller. The resultant input offset voltage is about 47 mV. After Vb settlled,

the peak-to-peak fluctuation range is only 2 mV.

3.4.3 Kickback Noise

For a comparator, the kickback noise is due to the large voltage variations at short time

interval on its internal nodes coupling back to the comparator’s input. The coupling path

is the parasitic capacitance of the transistors. If the input nodes of the comparator have

higher impedance, the node voltage is disturbed by the kickback noise to degrade the

accuracy of reference voltages.

Some kickback noise reduction techniques were proposed, shown in Figure 3.20. The

most common technique to reduce the kickback noise is to add a pre-amplifier before

the latch, mentioned in Section 3.2. But this also introduces static power consumption,

contrast to the low power design target. A neutralization technique [59], shown in Fig-

ure 3.20 (a) was proposed to a latch-comparator, but it only achieved moderate improve-

ments. This technique uses the equivalent capacitance CN to provide a negative path to

cancel the coupling path due to the parasitic capacitance between gate and drain nodes

CGD. However, for the nanometer CMOS transistors, the mismatch between CGD and CN
may cause large deviation of the capacitance, specially for much smaller transistors used

in the regenerative latch to achieve low power consumption at high speed operation.

In [60], two techniques were proposed to reduce the kickback noise. Both techniques

uses isolated input switches to eliminate the coupling paths between input and regener-

ation nodes. Figure 3.20 (b) shows the isolation-1 configuration which is applied to a

class-AB comparator. The transistors M1 and M2 are used for the neutralization tech-

nique. The transistors M3-M6 is applied to providing the isolation and maintain the cir-

cuit operation. Figure 3.20 (c) is the isolation-2 configuration which can be applied to

any latch-comparator. Similar to isolation-1, it uses the transistors M1-M8 to provide the

isolation and eliminate the memory effect due to isolation switches. However, isolation-1

configuration is not suitable for a latch-only comparator. Isolation-2 configuration uses

more transistors to achieve the isolation, but slow down the operating speed. Moreover, to

cooperate with the offset compensation loop, it complicates the clock timing requirement.
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Here a simple configuration is proposed to reduce the kickback noise. Figure 3.21

shows the proposed kickback noise reduction technique. A bias-controlled nMOS tran-

sistor is serial-connected with the clock controlled nMOS transistor. This configuration

suppresses the voltage variation in a short time interval at the drain nodes of the input tran-

sistors, which is equivalent to provide a low-pass filter for the kickback noise. Figure 3.22

shows the kickback noise on the reference voltage for different Vbx conditions with 1 KΩ

resistor connection. Without the bias-controlled nMOS transistor, the kickback noise is

about 4.5 mV. With the bias-controlled nMOS transistor and Vbx is 0.5 V, the kickback

noise is greatly improved to 1.7 mV. Another advantage is that this bias-controlled tran-

sistor provides the capability to suppress the input dynamic offset voltage which caused

by the input common-mode voltage variation. The only drawback of this configuration is

to provide a smaller tail current, which causes a longer comparison time. However, it is

not a concern for the ADC operation speed in this thesis.

3.5 Summary

In this chapter, several offset reduction techniques are discussed. Traditional comparators

used averaging and/or interpolation techniques by connection of resistors or capacitors

to suppress the equivalent input offset. Offset storage techniques are also applied in the

pipelined operation comparators. Different from averaging technique, offset storage com-

parators use capacitors to store the input or output offset voltage. Both of them use pre-

amplifiers to reduce the input offset, but pre-amplifiers always dissipate a large amount of

power.

Offset feedback compensation techniques provide another way to compensate the in-

put offset by using a feedback control loop. Using these techniques, pre-amplifiers can be

removed to save larger power dissipation. The feedback compensation technique consists

of offset estimation and offset compensation. Analog estimation uses shorted inputs and

extra comparison cycle to sense the polarity of the input offset, represented by its digital

output. Different from analog way, digital estimation applies the statistics method to esti-

mate the input offset by using a random input chopper. The compensation can be applied

to adjusting the difference of capacitance on the output nodes, or the difference of the



66 CHAPTER 3. COMPARATOR WITH OFFSET COMPENSATION

φc

Vi VR

φc

Vi VRVm Vm

Vbx

M4 M4

(a) (b)

M3

M1 M2 M1 M2

VSS VSS

Figure 3.21: (a) Traditional design and (b) proposed design for kickback noise.

Figure 3.22: Kickback noise for different Vbx conditions with 1 KΩ resistor connection.
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current on the output nodes, or the body-bias voltage of the differential pair.

Without adding extra capacitive loading on the output nodes, the proposed offset com-

pensation using extra differential pair to adjust the conducting currents. Input shorted

switches provide a simpler way to estimate the offset polarity. To avoid the kickback

noise, a serial-connected nMOS transistor is added to provide the kickback noise a low-

pass filter to suppress the noise amount. The dynamic offset due to the input common-

mode variation can also be reduced. With the proposed latch-type comparator with offset

compensation loop, low power consumption can be easily achieved. It is suitable to apply

the proposed comparators into a flash ADC to meet the high-speed and low power spec-

ification. For two-step or subranging ADCs, the sub-ADCs can also apply the proposed

comparators to achieve the required performance under low power dissipation.

Except input offset and kickback noise, the comparison time and input-referred noise

are also important for comparator usage in ADC architectures. A simplified comparator

modeling is illustrated in Appendix B. Appendix B.1 describes the comparison time for

a regenerative latch with analytical representation. Understanding the comparison speed

of the proposed comparator is important to realize its timing constraint in the ADC ar-

chitectures. Appendix B.2 describes the noise analysis using the stochastic differential

equations [61]. It is important for high-resolution comparator-based ADC with smaller

input dynamic range. By the input-referred noise of the comparator, the comparator reso-

lution can be roughly estimated.
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Chapter 4

Nonlinearity Calibration Techniques

4.1 Introduction

For the amplifier-based ADC architectures, such as pipeline ADC and two-step ADC, the

residue amplifier plays an important role to maintain the overall ADC linearity. In gen-

eral, there are three ways to implement the residue amplifier: (a) opamp with feedback

resistor, (b) opamp with feedback capacitor and (c) open-loop amplifier. Their simplified

single-ended versions are shown in Figure 4.1. For configuration (a) or (b), the gain of

the residue amplifier is determined by matching of R1 and R2 or by matching of C1 and

C2 if opamp is assumed to have infinite gain. For configuration (c), its gain is determined

by matching of trans-conductances for transistors M1 and M2. With careful circuit de-

sign and layout techniques, the opamp can have enough gain and the matching can be

maintained with certain accuracy. However, with the scaled CMOS VLSI technologies,

the transistors have lower intrinsic gain to maintain the opamp requirements. The opamp

circuits are complicated to adapt for the issues of low supply voltage and low intrinsic

gain. The extra power dissipation is spent on the circuitry stability, such as multi-stage

opamp design.

Some analog circuit techniques [62, 63] were proposed to treat these imperfections.

The capacitor error-averaging technique can reduce the mismatch requirement between

the sampling capacitors, but it also slows down the conversion speed by the complicated

circuitry penalty. To improve these issues, considerable effort has been devoted to the

69
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low-power data converters by using the calibration techniques. The analog calibration

techniques require separate calibration DACs and high precision analog components to

compensate for gain error of the residue amplifier [64]. It requires high-performance

analog circuits to improve the circuit imperfection. This still consumes a large amount

of power. To effectively improve the power dissipation by the benefit of CMOS device

scaling, the digital calibration techniques perform better power efficiency.

Different from analog calibration techniques, digital calibration techniques do not at-

tempt to fix the circuit imperfections but correct the errors in the digital domain. Digital

calibration can be further classified into two categories: (1) foreground calibration and (2)

background calibration. The foreground calibration techniques operate during the system

power-up or standby status. These techniques can not track possible variations due to

temperature variation, supply voltage drift and device aging, since they are not activated

during the system operation. To improve this, periodically switching the normal opera-

tion and calibration operation is possible. However, it still interrupts the normal operation

for the ADCs. Different from foreground calibration, background calibration techniques

are always activated without interrupting the normal operation. These variations can be

observed to generate correct output data by continuous calibration operation. The power

consumption for the calibration shceme must be concerned. In general, the extra power

consumption should be less enough to improve the overall ADC power consumption.

In this chapter, Section 4.2 introduces calibration techniques and their characteristics.

These calibration techniques can relax the requirement of analog circuits. Some nonlinear

calibration techniques are briefly discussed in Section 4.3. These nonlinear calibration

schemes can tolerate the circuit imperfections on the scaled CMOS technologies. Sec-

tion 4.4 describes the proposed nonlinear background calibration scheme and its related

detail analysis. Section 4.5 draws a summary of the calibration techniques.

4.2 Calibration Techniques

The scaled CMOS transistors deteriorate the analog circuits used in the residue amplifier.

For those amplifier-based ADC architectures, the non-idealities of the residue amplifier

result in poor ADC performance. In recent years, the calibration techniques are applied to
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improving the ADCs. The calibration techniques need to observe these non-idealities and

compensate them to get the corrected output data. If these errors are hard to correct, these

calibration techniques may not have enough capability to achieve good results. There-

fore, the capability of the calibration techniques is also an important index to evaluate its

strength. In general, most calibration techniques can be characterized with three aspects:

estimation method, compensation method and capability, shown in Figure 4.2.

4.2.1 Estimation

The estimation can be implemented by two methods: foreground estimation and back-

ground estimation. The foreground estimation is to operate at the system power-up or

standby status [64, 65]. A simple foreground estimation is illustrated in Figure 4.3. At the

calibration phase (CAL=1), the input MUX is switched to connect the ADC input to the
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Figure 4.3: Foreground estimation for A/D conversion.

calibration input. A high resolution DAC is applied as the input source Vc. The calibra-

tion input waveform (e.g. ramp function) is quantized by first stage sub-ADC to yieldD1.

The residue signal, Vc − Vda, is then amplified by the residue amplifier to generate V2 for

the backend stages (Z-ADC). For pipelined architecture, the Z-ADC means the reminder

stages in the ADC. For every stage, the input MUX can be added to do the calibration.

For two-step ADC, the Z-ADC means the fine ADC. The Z-ADC then quantize the sig-

nal V2 to yield Dz. In the DEC, D1 and Dz are encoded to yield the output code Do. If

the calibration input is a ramp function, the collected data is actually the transfer curve

represented in the digital format. All non-idealities of the residue amplifier, including the

offset, gain error and nonlinearities can be extracted from the collected data. After the

extraction, these data can be stored into the RAM to compensate the output code Do at

normal operation.

The foreground estimation can greatly improve the ADC performance if these non-

idealities are unchanged. However, these non-idealities actually vary with the tempera-

ture variation, supply voltage drift and device aging. Considering the time-varying non-

idealities, foreground estimation can not observe them during ADC normal operation.

The corrected data is not exact while these non-idealities are changed.

In contrast to the foreground estimation, the background estimation can operate with-

out interrupting ADC normal operation. Figure 4.4 shows a correlation-based background
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gain calibration to estimate the gain error of the ADC [66]. Correlation-based background

estimation is popularly applied in the A/D converters by using simple digital hardware to

observe the non-idealities of the residue amplifier. In Figure 4.4, the main blocks are: the

ADC under estimation, a 1-bit DAC, a pseudo-random number generator (PRNG), a digi-

tal multiplier with adjustable gain G and a digital accumulator (ACC). The gains of ADC

and 1-bit DAC are modeled as Ga and Gq respectively. The random sequence q generated

by the PRNG is binary and white. It is zero mean and uncorrelated with the input Vi. The

random signal q is added to the input of the ADC with gain of Gq. The ADC’s output

code is multiplied by G and then subtracted by q to become the corrected output Do.

Do = GaGVi + q × (GqGaG − 1) (4.1)

The digital accumulator ACC generates the compensated gain G by the following equa-

tion,

G[k + 1] = G[k] − q ×Do (4.2)

= G[k] + 1 − GqGaG[k] − q × (GaG · Vi) (4.3)

From above equation, the input signal Vi can be separated from the compensation coeffi-

cient G[k]. With the averaging function, the q-related term is removed.

E[G[k + 1]] = E[G[k]] + 1 − GqGa · E[G[k]] (4.4)



4.2. CALIBRATION TECHNIQUES 75

If the iterative equation is convergent, E[G[∞ + 1]] = E[G[∞]]. Equation (4.4) can be

concluded that

E[G[k]] =
1

GaGq

(4.5)

Since the steady-state value of G[k] is constant, G[k] = E[G[k]].

G[k] =
1

GaGq

(4.6)

Substituting Equation (4.6) into Equation (4.1), the output code Do can be rewritten as

Do = GaGVi =
Vi
Gq

(4.7)

Gq is a known parameter, the ADC actual gain Ga can be estimated. Without any in-

terruption to the ADC normal operation, the estimation can be done in the background.

However, the correlation-based background estimation still suffers two issues: one is the

necessary extra input range and the other is the trade-off between convergence and cali-

bration time.

Another example of background estimation is using a high-resolution, low-speed ref-

erence ADC to estimate the ADC’s non-idealities [67], shown in Figure 4.5 (a). This is

an example of pipelined ADC architecture with a ’reference-based’ estimation. The SHA

samples the analog input at the sampling rate fs. The ADC also operates at the same

rate as SHA to dump all stages’ output, called ’raw code’. The reference ADC operates

at much lower sampling rate fs/M to generate the reference output. Both raw code and

reference output are passed into a digital post processor to yield the compensated output

Dc
o. The digital post processor includes an background estimation and a digital correc-

tion, shown in Figure 4.5 (b). The corrected output Dc
o is the summation of Do and De,

which is the error estimation output. In the background estimation, Do is down-sampling

by M and then subtract the reference output to generate the error information, err. In

the digital error estimation (DEE), this error is used to update the parameters used in the

DEE to minimize the mean-squared error (MSE), E(err2), which is the average value of

err2. The least mean square (LMS) algorithm is applied to achieving this error estima-

tion. Finally the compensated output Dc
o approaches the reference output in steady state.

Compared with the correlation-based estimation, this reference-based estimation does not



76 CHAPTER 4. NONLINEARITY CALIBRATION TECHNIQUES

Do

De

Do
Do

fs
fs

fs /M

Digital

Post
Processing

c

M

Digital
Correction

Dig. Error
Estimation

c

Reference
Output

(a)

Analog

Input SHA

Pipelined
ADC Core

Reference
ADC

Raw Code

Reference
Output

(b)

Background
Estimation

err

Raw Code

Figure 4.5: Background estimation with reference-ADC for A/D conversion (a) block
diagram and (b) digital post processor.
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need extra input range. However, a high-resolution low-speed reference ADC is the over-

head to increase the design difficulty. Another issue is the necessity to use a dedicated

SHA. For scaled CMOS technologies, the dedicated SHA is a power consuming circuit.

It also limits the input dynamic range, which is a severe issue at low supply voltage.

4.2.2 Compensation

In Figure 4.2, the compensation can be implemented by analog or digital methods. Ana-

log compensation is broadly applied into the comparator-based ADC architectures, such
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as flash ADCs [16] or SAR ADCs [57]. Ideally, analog compensation is the best way

to generate the amplified residue signal without any sacrifice, such as SNR loss due to

reduced output range. Figure 4.6 shows two ways to implement the analog compensation

for the first stage of the pipelined ADC architecture. The Z-ADC is the representation of

the overall preceding stages.

Figure 4.6 (a) shows the compensation using circuit adjustment. Circuit adjustment

is using adjustable elements, such as capacitance, resistance, current or transistor size,

to compensate the error terms. For example, in Figure 4.1 (a), the mismatch between

R1 and R2 induces a gain error. We may adjust the resistance of R1 or R2 to reduce the

gain error. Different from circuit adjustment, the analog inverse function is another way

to compensate the non-idealities of the residue amplifier, shown in Figure 4.6 (b). If an

ideal inverse function f−1() is applied after the residue amplifier, all non-idealities can be

exactly removed. However, such ideal inverse function is impossible to implement with

analog circuits.

Actually, for the nanoscale CMOS technologies, using analog compensation is not a

good idea. Because the characteristics of the nanometer transistors are difficult to control,

extra overhead reduces the possibility to use analog compensation. Digital compensations

are commonly applied to A/D conversion with digital estimation schemes [65, 68, 4]. Dif-

ferent from analog compensation, it compensates the non-idealities of the residue ampli-

fier in the digital domain. For scaled CMOS technologies, digital compensation also takes

the advantage of scaled power consumption.

Figure 4.7 shows the digital compensation method for the amplifier-based ADC archi-

tectures. The distorted residue signal V2 is quantized by the Z-ADC to yield Dz, which

include the digital representation of the non-idealities. Dz is then processed by the digital

compensation block to yield the compensated output Dc
z. With the first stage quantization

result D1 and the compensated preceding stages’ output Dc
z, the ADC’s output Do is then

generated by the digital error correction.

Using digital compensation can avoid the modification of analog circuits, which in-

crease the design difficulty. However, due to the distorted output of the residue amplifier,

the SNR loss can not be avoided. For most pipelined ADC architectures, extra stages and

larger sampling capacitance are applied to improving their SNR performance.
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4.2.3 Capability

Considering the amplifier-based ADC architectures, the residue amplifier has three non-

idealities: (1) input offset, (2) gain/sub-DAC error and (3) nonlinearity. In general, the

input offset is not the issue since it is constant, which can be removed in the digital do-

main. If the offset reduction is necessary, the mentioned offset compensation techniques

in Chapter 3 can be applied to achieving lower offset voltage. For some particular ADC

architectures [29], the offset voltage of the residue amplifier can be suppressed by their

proposed techniques. Therefore, the reminder non-idealities are gain/sub-DAC error and

nonlinearity.

The capability of a calibration technique represents the dependency on the high-precision

analog circuits. It is one of the characteristics for a calibration technique, shown in Fig-

ure 4.2. It can be classified into two categories: (1) linear calibration and (2) nonlinear

calibration.

Most prior designs [65, 68, 69, 4] are linear calibration techniques which mainly cor-

rect the overall linearity caused by gain/sub-DAC error. These linear calibration tech-
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niques need the amplifier to maintain certain linearity. A pipelined ADC architecture

with 1.5-bit/stage configuration can be an example, shown in Figure 4.8. During φ1 = 1,

the capacitors Cs and Cf samples the last stage output signal Vj. During φ2 = 1, the

MDAC amplifies the residue to generate j-th stage output signal Vj+1. In Figure 4.8, the

transfer function of MDAC can be represented as

Vj+1 = Ĝj ×
(

Vj − V̂j
da

(Dj) − V os
j

)

(4.8)

and

Ĝj =
(

Cs + Cf
Cf

)

·
1

1 + 1
β·A0

(4.9)

β =
Cf

Cs + Cf + Cp
(4.10)

V da
j (Dj) =

(

Cs
Cs + Cf

)

Vr ×Dj (4.11)

where A0 is the opamp finite gain, Vr is the reference voltage and Dj ∈ {−1, 0,+1} is

the quantization result from sub-ADC. The input offset V os
j is ignored for the following

description. The ideal transfer curve is the black solid line shown in Figure 4.8 if the

following conditions are satisfied: (1) Cs=Cf , (2) Cp = 0 and (3) A0 is infinite. If one of

them is not satisfied, the gain error will change the transfer curve, which is the red dash

line in Figure 4.8. The magnitude of j-th stage’s transition height Rj represents the gain

and sub-DAC errors if Rj 6= Vr. The stage gain/sub-DAC error causes the linearity prob-

lem for the ADC output after post encoding logic, as mentioned in Section 2.7. Actually,

if the transition height can be measured and compensated in the post encoding logic, the

reduced available number of output codes, caused by the gain error, can be improved by

adding extra pipelined stages.

One of the linear calibration techniques is to measure the transition height Rj by the

Z-ADC with the correlation-based estimation [4]. To achieve the background calibra-

tion without interrupting the normal A/D operation, the switched-capacitor network is

modified from conventional, shown in Figure 4.9 (a), to split capacitor version, shown in

Figure 4.9 (b). The capacitor Cs is split into N fragments such that

Cs = Cs,1 + Cs,2 + · · · + Cs,N (4.12)
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At every conversion, only one of N capacitors is connected to Vr × q, and other capacitors

are connected to Vr×Dj. The q signal is a digital binary-valued sequence generated from a

pseudo random number generator. To measure Rj(+1), the value of q alternates between

+1 and 0. To measure Rj(−1), the value of q alternates between -1 and 0. The split

capacitor configuration can avoid the saturation issue by providing enough headroom and

smaller extra output range. To alternate the connection of Cs,i and Vr × q, the Dj weight

relative to Cs,i can be obtained and stored for encoding usage. After encoding, the gain

and sub-DAC errors in the MDAC can be recovered by this calibration technique.

Other linear calibration schemes also provide good techniques to achieve high-resolution

ADC performance. [68] proposed a ’DEC+GEC’ background calibration to cancel sub-

DAC noise and correct the inter-stage gain error. To implement GEC, a small pseudo-
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random voltage amount is injected into sub-DAC. The Z-ADC output code Dz contains

amplified injection data which also has gain error. According to the collection of Dz,

the gain error information can be extracted. The GEC technique is a correlation-based

calibration scheme to achieve the background calibration without interrupting the ADC

normal operation.

[69] proposed a LMS adaptive background calibration by using a slow but accurate

ADC to remove the effect of component errors including capacitor mismatch, finite opamp

gain, op-amp offset and sampling-switch-induced offset. This approach can be imple-

mented without interrupting the ADC normal operation, but the reference ADC is not

easy to achieve for scaled CMOS technologies. Using extra high accurate ADC just like

the time-interleaved architecture, which need to consider the gain, offset and timing skew

issues.

Although many calibration techniques are proposed to solve the gain/sub-DAC er-

ror problem, scaled CMOS technologies bring more severe issue: the nonlinearity of the

residue amplifier can not be easily maintained with low power consumption. The capa-

bility of digital calibration technique needs more powerful functions to adapt for future

thinner CMOS technologies. In the following sections, several prior nonlinear calibration

techniques are discussed briefly, and then the proposed nonlinear calibration scheme will

be introduced with detail analysis.

4.3 Prior Nonlinear Calibration Schemes

For the amplifier-based ADC architectures, the first stage residue amplifier has the highest

resolution requirement. Here the first stage residue amplifier and its transfer curve are

shown in Figure 4.10. If more than two stages are used, except the first stage, other

preceding stages can be lumped as a ’Z-ADC’. If residue-amplifier is ideal with gain of

AR, the transfer function can be represented as

V2 = AR · (V1 − Vda) (4.13)

where Vda is determined by the output of sub-ADC, D1.

For fast CMOS VLSI scaling trend, the opamp design is difficult to meet high-speed
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and high-resolution requirements at low power consumption. The amplifier-based ADC

architectures need to adapt for the non-idealities of the analog circuits. The non-idealities

of the residue amplifier cause Equation (4.13) to be

V2 = VOS,R + f (V1 − Vda) (4.14)

where VOS,R is the offset of the residue amplifier and f () represents the gain error and

nonlinearity of the transfer curve. If the gain error and nonlinearity of the residue amplifier

are not compensated, after digital error encoding, the ADC’s output code Do will have

distortion, shown in Figure 4.11. Figure 4.11 (a) shows the transfer curve between V2 and

V1, which is repeated for every different D1 code. After encoding, if the calibration is not

applied, the output code Do will have large DNL and INL errors, shown in Figure 4.11

(b). However, if prior linear calibration techniques are applied, Do can achieve better

DNL, but the INL performs not good enough, shown in Figure 4.11 (c). It causes ADC a

worse SFDR performance.

Considering the non-idealities of a residue amplifier in ADC architectures, the digital

calibration techniques can provide powerful functions to improve ADC performance with

low power dissipation. Several digital calibration schemes have been proposed to correct

both gain/sub-DAC error and nonlinearity of a residue amplifier [70, 71, 72, 32]. All of

these calibration techniques are applied to improving the pipelined ADC architecture.

[71] calibrates the gain/sub-DAC error and nonlinearity by using two different clock

frequencies to provide the timing slot for calibration input quantization. [72] applies many

calibration input levels to measuring the characteristics of the residue amplifier’s transfer

curve. According to the LMS algorithm, the error amount can be compensated. Both [71]

and [72] are foreground calibration schemes. To enable background calibration, [71] re-

quires a sample-and-hold circuit with two asynchronous sampling clock signals, and [72]

requires an interpolation filter which causes longer output latency and limits the band-

width of the ADC input. [70] is a histogram-based background calibration schemes. It re-

quires a busy input to be effective. Additional comparators for stage under calibration are

necessary to generate the calibration information. [32] is a correlation-based background

calibration scheme. To calibrate the non-idealities of residue amplifier, the randomized

calibration input is injected into the sub-DAC. The addition of random input reduces the
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output dynamic range. In the following sections, these four calibration techniques are

discussed in brief description.

4.3.1 Redundant Residue Calibration Technique

To correct the nonlinearity of the residue amplifier, [70] applied a redundant residue mode

to estimate the nonlinearity in the background. Figure 4.12 (a) shows the simplified ADC

block diagram. The first stage with 1.5-bit/stage MDAC configuration is applied as an

example to describe the calibration technique. The sub-ADC operates with extra one bit

resolution by using redundant comparators. To complete the estimation, a simple digital

logic is inserted to control the sub-DAC with sub-ADC output D1 and control signal

MODE. The control signal MODE is generated from the post-processor, which collects

the output D1 and Z-ADC output Dz to do the estimation and compensation. There are

two residues, one is for MODE=0 and the other is for MODE=1, shown in Figure 4.12

(b). If the residue is ideal, without any nonlinearity, the distance (h) between two residues

is constant, which is independent on the value of V1. However, if the residue amplifier is

not ideal but with nonlinearity, the distance H1 is different from H2 for variable V1 inputs

Va and Vb respectively. Figure 4.12 (c) shows these two residues with the nonlinearity.

The shadow area represents the lost information caused by the distortion of the residue

amplifier. If H1 and H2 can be obtained, the compensation factor p2 can be applied to

correcting the Z-ADC output Dz in the post-processor.

The above method is applied if the input V1 can be assigned at the central value Va
and boundary value Vb. However, input assignment can not operate in the background.

To avoid this, a histogram-based estimation technique was proposed in [70]. The distance

estimation process is based on evaluating cumulative histograms of the corrected Z-ADC

output Dc
z in the post-processor. The cumulative histogram count (CH (x)) is collected

for all output code Dc
z which is less than or equal to the code x. The control signal MODE

is generated from a binary random sequence with equal probability for zero and one. The

cumulative histogram counts for different two residues at same input V1 are expressed as

CH (q) and CH (r) for MODE=0 and MODE=1 respectively. One important feature of

the redundant residue calibration is that the count for arbitrary input V1 does not change
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due to MODE switching. If no MODE switching, only CH (q) is counted to have n

counts. Ideally, if MODE is switching with equal probability for zero and one, the count

of CH (q) is equal to that of CH (r), which is equal to n/2. But due to randomness in

the modulation, particular outcomes will vary and most often not result in a perfect n/2

split. However, the neighbor cumulative histogram counts for CH (r) are also collected

with a large number of samples to suppress the error due to randomness. From the closest

match, the distance estimate H1 is obtained. For the example shown in Figure 4.12 (c),

the distance H1 is equal to (r − 1 − q). It can be shown that H1 is an asymptotically

unbiased estimate of the true residue distanceH1, i.e., for increasingly large sample sizes,

the estimate approaches the true value. Actually, the variance of H1 is approximately

inversely proportional to the total number of samples processed by the counter evaluation.

Similar to H1, H2 can also be obtained with the cumulative histogram counts. For the

boundary input with MODE switching, the distance H2 of the corrected code Dc
z is esti-

mated by the statistics based estimation technique. Figure 4.13 shows the post-processor

which was proposed by [70]. The Z-ADC output Dc
z is corrected by the following equa-

tion,

Dc
z = Dz + e(Dz, p2) (4.15)

where the error term e(Dz, p2) represents the distorted amount, which is generated by the

look-up table. The distances H1 and H2 are estimated by the corrected data Dc
z. If the

distanceH1 is different fromH2, the nonlinearity caused error is still not yet compensated

with correct coefficient p2. With the LMS algorithm, the coefficient p2 can be estimated

asymptotically to achieve the equality: H1 = H2. To correct the gain error, the coefficient

p1 is also estimated by the LMS algorithm to achieve the equality: H2 = hideal [65]. If

both equalities are achieved, the distances H1 and H2 are half a transition height, which

is the digital representation of Vr/2.

The redundant residue calibration technique provides a possible implementation using

a simple residue amplifier, such as the open-loop amplifier [70], to adapt for scaled CMOS

technologies. However, there are two constraints necessary to be concerned. One is the

assumption of a busy input. The calibration algorithm fails if the input is not sufficiently

”busy” around the input voltages at which the distance estimates are taken. If cumulative

histogram of the corrected output Dc
z is ”flat” around the estimated input voltages, the
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neighborhood codes will be extended widely to result in the wrong distances. The other

is the calibration time. The trade-off between the accuracy and tracking time constants in

the LMS loops. Bounds on the tolerable variance in the correction parameters necessitate

small loop coefficients µ1 and µ2, which in turn limits the achievable tracking speed. A

minor issue is that the calibration technique needs an extra one-bit resolution for the sub-

ADC. The extra resolution doubles number of comparators used in the sub-ADC. For

pipelined architecture, it is not an issue since the resolution of the sub-ADC is low. But

for two-step architecture, the extra resolution for the sub-ADC causes additional power

dissipation.

4.3.2 Boostrapped Digital Calibration Technique

The bootstrapped calibration technique inserts a calibration input in the specific period to

measure the necessary data. Since the calibration is not based on the statistics compu-

tation, its calibration time is much shorter. Figure 4.14 (a) shows the way to insert the

calibration input to the ADC [71]. There are two input signals selected by a MUX, which

is controlled by CAL signal. One input signal is the real input which is processed by a
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queue operating at sampling rate fs. The queue consists of one or more SHAs. The other

signal is generated from a calibration DAC, which generates the necessary output voltage

for calibration. The real input is selected if CAL=0; the calibration input is selected if

CAL=1. After the MUX, the selected signal is passed into the ADC, which operates at

conversion rate fc. To do the background calibration, fc > fs is necessary to give the

specific timing space (CAL=1) to do the calibration without interrupting the ADC nor-

mal operation. If fc = fs, the calibration technique is degenerated to be a foreground

calibration.

In [71], the first stage of a pipelined ADC architecture is applied to verifing the cal-

ibration technique. The general first stage’s residue amplifier, shown in Figure 2.8, is

modeled as

V2 = (V1 − Vda)(G + B · V 2
2 ) (4.16)

where Vda is the output of the sub-DAC. G and B are two coefficients to describe the

transfer function. The coefficients G and B represent its constant gain and third-order

nonlinearity respectively. If G and B can be exactly estimated, the input can be correctly

recovered from Equation (4.16).

Figure 4.14 (b) is a plot of the residue characteristic of a 1.5-bit stage. The constant-

gain estimate G is found by modifying a method presented in [65]. The calibration DAC

generates input xc to be −0.25Vr, which is equal to the comparator’s threshold, during

calibration period. The comparator output is forced both high and low in successive cali-

bration cycles, yielding the digital outputs Z1 and Z0 by combining first stage sub-ADC

output D1 and the Z-ADC output Dz. If Z1 is larger than Z0, it means the constant G is

less than one. Otherwise, the constant G is larger than one. Therefore, the gain estimate

is updated using

Ge[k + 1] = Ge[k] − µg · (Z1 −Z0) (4.17)

The above gain estimation is also applied for the other comparator’s threshold, 0.25Vr.

Both resultant outputs are averaged to make a first-order correction for inaccuracies caused

by common-mode to differential-mode conversion [67].

Figure 4.14 (c) shows two transfer curves for ideal and nonlinear residue amplifiers.

Here the ADC output Do can be viewed as the encoding for D1 and Dz since the nested
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calibration process in pipelined architecture is commonly used to lump the preceding

stages as the Z-ADC with certain resolution. To avoid the possible saturation output code,

the calibration test inputs are set to ±0.875Vr, not the full-scale values. The resulting

measurements output codes are Z3 and Z2, and their difference Z3 − Z2 is also labeled

in Figure 4.14 (c). If the residue amplifier (or MDAC) is ideal, the difference between

Z3 and Z2 is called BDIST . If is is not ideal, the difference can be measured and then

compared with BDIST to update the estimate of B as follows

Be[k + 1] = Be[k] − µb · (Z3 −Z2 − BDIST ) (4.18)

With the estimates of Ge and Be, the input of this stage can be represented as

V1,cal =
V2

Ge + Be · V 2
2

+ Vda (4.19)

For the digital representation, the ADC output Do can be expressed as

Do =
Dz

Ge + Be ·D2
z

+D1 · 2Z (4.20)

where Z means the resolution of the Z-ADC. A problem with this approach is that the

errors in the calibration DAC will affect the accuracy of xc, which should have exact

values±0.875Vr. This will limit the accuracy of theB estimate. To solve this problem, the

calibration is bootstrapped, which means that the DAC is used to calibrate the ADC, and

the ADC is used to calibrate the DAC. Bootstrapping reduces the accuracy requirement

on the calibration DAC. The detail description can be referred in [71].

This calibration technique has shorter calibration time, compared with other statistics-

based algorithm but still has some issues. First is that two clock signals (fc and fs) are

applied in the calibration. To achieve the background calibration, fc must larger than

fs. It means a faster ADC is applied to operating at slower sampling frequency, which

increase the ADC design difficulty. Second is the convergence issue for both Ge and Be
estimates. The accuracy of the calibration input xc, theGe estimate and theBe estimate are

cross-correlated with each other. Such co-dependency may slow down the total conver-

gent time. Third is the digital complexity for the calibration technique. Complex digital

implementation will result in the power penalty for overall ADC power consumption.
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4.3.3 Blind LMS Calibration Technique

Figure 4.15 shows the pipelined ADC architecture with 15 1.5-bit stages and 1-bit sub-

ADC to implement a 12-bit 200-MS/s ADC [72]. The ideal stage gain is approximately

equal to 1.72 to tolerate possible inaccuracies, such as comparator’s offset, amplifier’s

offset and stage-output saturation in the pipelined ADC architecture. Considering the

non-idealities of the residue amplifier for every stage, the first and second stages are mod-

eled with gain error and nonlinearity; other 13 stages are modeled with only gain error.

To compensate the stages’ non-idealities, their output code D1 · · ·D16 are necessary re-

covered with individual correct inverse functions. For first and second stages, the inverse

functions are labeled as f−1
1 (x) and f−1

2 (x) respectively.

f−1
1 (Dc

2) = h1,1 ·Dc
2 + h1,3 · (Dc

2)3 (4.21)

f−1
2 (Dc

3) = h2,1 ·Dc
3 + h2,3 · (Dc

3)3 (4.22)

where h1,1 and h1,3 are first-order and third-order compensation coefficients for the first

stage respectively. h2,1 and h2,3 are first-order and third-order compensation coefficients

for the second stage respectively. From third to fifteen stages, the inverse functions are la-

beled as h3 · · · h15 respectively. The corrected output codes for each stage are represented
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as follow,

Dc
15 = D15 + h15 ·D16

Dc
14 = D14 + h14 ·Dc

15

. . . (4.23)

Dc
3 = D3 + h3 ·Dc

4

Dc
2 = D2 + h2,1 ·Dc

3 + h2,3 · (Dc
3)3

Do = D1 + h1,1 ·Dc
2 + h1,3 · (Dc

2)3

All compensations are implemented in the digital domain. These compensation coeffi-

cients are estimated by a LMS algorithm concurrently, not by using ideal backend stage

as a Z-ADC.

Figure 4.16 (a) illustrates the calibration concept in the foreground. There are three in-

puts ∆V , V1,j and V1,j+∆V applied to the ADC. ∆V denotes a relatively small increment,

e.g., 64 LSB. After ADC quantization, the output codes are Do,0, Do,j and D′o,j respec-

tively. For the ideal transfer curve between V1 andDo, all three outputs lie on a straight line
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andD′o,j−Do,j = Do,0, suggesting that the difference betweenD′o,j−Do,j andDo,0 can serve

as the error to be minimized. If the cost function is defined as e2 = [(D′o,j−Do,j)−Do,0]2 for

different j, it is expected that minimizing it moves Do,0 to the ideal value and hence Do,j

andD′o,j (for each j) also to their ideal values, as shown in Figure 4.16 (b). However, only

three output codes are not enough to describe this transfer curve since it is constructed

by 16 pipelined stages. To achieve a small integral nonlinearity, INLmax, the spacing

between these inputs V1,j must remain a certain amount. In [72], the spacing is equal to

32 LSB. Therefore, for a 12-bit ADC, there are 256 input levels, V1,j and V1,j + ∆V for

j = 1 · · · 128, assigned to achieve the calibration scheme. The mean square error is then

expressed as

e2
MSE =

1
128

128
∑

j=1

[(

D′o,j −Do,j

)

− (Do,0 −Dos)
]2

(4.24)

where Dos represents the offset of Do, which can be easily exacted from the collected

output codes.

This calibration technique basically operates in the foreground, which is not able to

track the possible variation for these stage residue amplifiers due to temperature variation,

device aging or supply voltage drift. To operate in the background, an input sample is

occasionally skipped to apply one of these calibration inputs, ∆V , V1,j and V1,j + ∆V

for j = 1 · · · 128. The skipped sample can be reconstructed by nonlinear interpolation

filter if the maximum input frequency is slightly lower than half of the sampling rate, fs.

The interpolation filter has 122 coefficients to produce an interpolated value with 9-bit

accuracy, which degrades the average SNR by 0.1 dB. The nonlinear interpolation filter is

expressed as follow:

Do[0] =
−122
∑

k=−1

Do[k]C(k) +
122
∑

k=1

Do[k]C(k) (4.25)

where C(k) is formulated in [73]. However, the interpolation filter has the penalty of

complex digital hardware implementation and longer latency (In this example, it has a

latency of 122 clock cycles.). The blind LMS algorithm is another issue to estimate all

coefficients concurrently. The concurrent estimation has the probability to cause longer

calibration time and induce conditional convergence, which are necessary to be carefully

verified. For example, if ∆V < 32LSB, calibration algorithm will be fail to converge.
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4.3.4 Harmonic Distortion Correction Technique

Figure 4.17 shows the simplified 14-bit pipelined ADC with HDC in the first stage. For

simplicity, except for the first stage, the preceding stages are viewed as a ideal 12-bit Z-

ADC. The residue amplifier is modeled as a memoryless, weakly nonlinear function of

the amplifier’s input voltage,

f (V1) =
N
∑

i=1

ai · V i
1 (4.26)

where a1 is the gain error coefficient and ai, i > 1 are nonlinearity coefficients. The offset

of the residue amplifier is neglected here. The 9-level sub-ADC quantize the input V1 to

yield output code D1. To estimate these non-idealities of the residue amplifier, a calibra-

tion sequence q is added to D1 code to yield the Dq

1 code in the background. The Dq

1

code then drives the modified sub-DAC, which has 65 levels for the calibration purpose

[32]. The sub-DAC is modified with dynamic element matching (DEM) method to cancel
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the DAC noise [74] and generate the analog calibration voltage [32]. The inserted cali-

bration signal q controls the input estimate Vda with small perturbation voltage to avoid

amplifier’s saturation. The amplified residue V2 is quantized by the Z-ADC to yield the

Dz code. After weighting the Dz code, the r1 code is the digital representation of the

residue V1 − Vda with distortion. To correct the non-idealities of the residue amplifier, a

harmonic distortion correction (HDC) block is added to generate a compensated code, rc1.

Neglecting the quantization error and assuming the ideal Z-ADC, r1 can be expressed as

r1 = Vr,1 + a1 · Vr,1 + a3 · V 3
r,1 (4.27)

The corrected output rc1 is processed by a rough digital inverse function,

rc1 = b1 · r1 + b3 · r3
1 (4.28)

≈ Vr,1 + fifth and higher order terms (4.29)

where b1 = 1/(1 + a1) is the gain compensation coefficient, and b3 = −a3/(1 + a1)4 is

the 3rd-order nonlinearity compensation coefficient. If HDC compensates well, the added

calibration sequence can be exactly canceled to yield the digital output Do, which is the

digital representation of the input V1.

The digital calibration sequence q is added to the output of the sub-ADC and then

translated into analog form by the sub-DAC. The translated signal q causes several extra

terms in the digitized residue. Two of the extra terms, which are proportional to a1q and

a3q
3, are applied to estimating the a1 and a3 coefficients. To avoid the output saturation,

the translated analog form must be a relatively small magnitude. The simplest calibration

sequence with these properties is a four-level sequence of the form q[n] = q1[n]+ q2[n]+

q3[n], where three qi[n] sequences are 2-level, independent, zero-mean pseudo-random

sequences that take on the values of ±A (in [32], A = ∆/16, ∆ is the step voltage of

the sub-ADC). For example, with this calibration sequence, the a3q
3 term in the digitized

residue contains the term 6a3q1q2q3. Since q1q2q3 is a known, 2-level, zero-mean pseudo-

random sequence that takes on the values of ±A3 and is uncorrelated with all the other

signal components in the digitized residue, it follows that the average of the product of

the digitized residue and 6a3q1q2q3 converges to 6A6a3 regardless of the input signal to

the pipelined ADC.



4.3. PRIOR NONLINEAR CALIBRATION SCHEMES 99

r1

s1

a1

a1

a3

h1

h3

r1

h2

q1

q3q2q1

Average
26−b

& Dump

c

1+
1

1+

A−2

A−6 6

2

4

616
12

12

11

14 16

14

of
 e

st
im

at
io

n 
eq

ua
tio

ns
D

ig
ita

l I
m

pl
em

en
ta

tio
n

q

14

Average
32−b

& Dump

Average
32−b

& Dump
−

−

Figure 4.18: Block diagram of the HDC logic in the first stage.

Figure 4.18 represents the HDC implementation in the first stage to correct the gain er-

ror and nonlinearity. In HDC, three parameters are estimated by calculating the following

correlations:

h1 = −
1

A2M

M−1
∑

n=0

s1[n]q1[n] (4.30)

h3 = −
1

6A6M

M−1
∑

n=0

s1[n]q1[n]q2[n]q3[n] (4.31)

h2 =
1
M

M−1
∑

n=0

s2
1[n] (4.32)

where s1[n] = r1[n]+q[n] andM is the number of samples averaged (e.g. M = 232 [32]).

It can be verified that, if the residue amplifier is the only significant source of nonlinearity

in the system, these correlations converge to

h1 = a1 +
(

7A2 + 3e2
ADC,1[n]

)

a3 (4.33)

h3 = a3 (4.34)

h2 ≈ e2
ADC,1[n] (4.35)

in the limit as M → ∞ regardless of the input to the pipelined ADC, where x indicates

the infinite time average operation of x and eADC,1 is the quantization error of sub-ADC in
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the first stage. The HDC algorithm uses these correlation values to calculate the estimated

coefficients required by Equation (4.28) as follow:

1
1 + a1

=
1

1 + h1 − (7A2 + 3h2) · h3
(4.36)

a3

1 + a1
=

h3

1 + h1 − (7A2 + 3h2) · h3
(4.37)

With above two coefficients’ estimation, the digitized residue rc1 can be well compensated

to yield correct output code Do.

To correct the gain error and nonlinearity of the residue amplifier, the HDC technique

is proposed by [32]. This calibration technique operates in the background without in-

terrupting the ADC normal operation. To achieve the background calibration, a random

sequence q is applied to the input estimate Vda with small magnitude. However, the cali-

bration time is 129 seconds for three stages calibration. The calibration time of the HDC

technique is still longer than one second at 100 MS/s sampling rate even though fore-

ground calibration has been executed. Moreover, to applied the calibration sequence in

the analog form, the sub-DAC needs to be modified as a more complicated 65-levels DAC.

The complicated analog circuit is not good for scaled CMOS technologies.

4.4 Proposed Calibration technique

Concluding with above calibration techniques, there are several concerns necessary to be

considered.

• The calibration must be implemented in the background to track the non-idealities

of the residue amplifier due to temperature variation, device aging and supply volt-

age drift.

• The convergence of the calibration technique must be guaranteed to avoid the wrong

compensation.

• The calibration technique must be independent on the input distribution.

• The hardware implementation should be simple, less power consumption.
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• The calibration time should be as short as possible to provide better tracking capa-

bility.

• The calibration technique should be less dependent on the accuracy of the analog

circuits.

The proposed calibration technique is necessary to meet above requirements.

To correct these non-idealities, there are three mentioned features: capability, estima-

tion and compensation. Adapting for scaled CMOS technologies, nonlinear calibration

is a necessary solution to improve the overall ADC linearity. Estimation method is also

an important issue. Foreground estimation is easy to implement but only suitable for

static errors. To track the time-varying errors, background estimation can provide power-

ful capability to maintain certain performance. There are two ways to compensate these

non-idealities of the residue amplifier: analog compensation and digital compensation

techniques. Although the analog compensation can maintain better SNR performance,

this way is difficult to implement on nanometer CMOS technologies. In contrast, the

digital compensation can be easily implemented to benefit the CMOS scaling.

In this section, a digital background nonlinear calibration technique is proposed. It

can relax the accuracy requirement of the residue amplifier and achieve low power con-

sumption on the scaled CMOS technologies.

4.4.1 Calibration Mechanism

Figure 4.19 shows a generic N-bit amplifier-based ADC with the proposed calibration

processor which mainly consists of a signal compensator and a coefficient estimator. Here

the preceding stages are well-calibrated and lumped as a Z-ADC. The hold analog input

V1 is firstly quantized by the L-bit sub-ADC to yield D1. The sub-DAC is controlled by

D1 and q, which is a random sequence in {−1, 0,+1}. The q sequence has zero mean and

the probability of ’q = 0’ is equal to that of ’q = −1 and q = +1’. The random signal

q is applied to generating a small perturbation voltage on the estimated input signal Vda
for background estimation purpose. After the amplification, the amplified residue V2 is

then stored for the Z-ADC quantization to yield Dz. Before being passed to the DEC, the

digital codeDz is pre-processed by the proposed calibration processor to get the corrected
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Figure 4.19: Proposed digital calibration processor.

output Dc
z. The codes D1 and Dc

z are then encoded to yield the final output code Do. This

calibration technique does not modify the input signal path of the ADC, can maintain

maximum application flexibility for most amplifier-based ADC architectures.

The proposed calibration concept is shown in Figure 4.20. Assume the analog input

V1 is fixed and the Z-ADC does not introduce quantization errors. As mentioned above,

the random signal q determines three perturbation voltages on Vda: Vda, Vda − VLSB and

Vda+VLSB. If the transfer function betweenDc
z and V1−Vda is ideal, the differences of these

three correspondingDc
z codes are A. A is the ideal gain of the residue amplifier. However,

if the transfer function is not ideal, these differences can be applied as the estimation

information for these non-idealities. Here two actual differences of the corresponding

Dc
z codes are defined as H1 and H2. If the nonlinearity of the transfer curve is existed,

H1 6= H2. If the gain error of the transfer curve is still existed, H1 +H2 6= 2A. Therefore,

two error indices are defined as follow:

E1 = H1 +H2 − 2A (4.38)

E2 = H1 −H2 (4.39)
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Figure 4.20: Gain error and nonlinearity detection.
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4.4.2 Signal Compensation

The signal compensation is implemented in the digital domain, shown in Figure 4.21. It

can be represented as

Dc
z =

∑

1≤i≤k

biD
i
z (4.40)

where k is the highest compensator order. The above equation is applied as a compen-

sation function which is corresponding to the transfer function of the residue amplifier.

If k is larger enough, the compensation function behaves like an ideal inverse function if

all coefficients are exact. However, higher order compensation also indicates more com-

plicated digital hardware implementation. In general, the value of k can be determined

by the simulation results at the design stage. It is proportional to the resolution of the

Z-ADC. If the resolution of the Z-ADC is lower, k is smaller. These coefficients b1, b2,

· · ·, bk are estimated by the proposed coefficient estimator, shown in Figure 4.19.

4.4.3 Coefficient Estimation

For an arbitrary analog input signal V1, the statistics method is applied in the coefficient

estimator, which is shown in Figure 4.22. The built-in averaging functions are applied to

extract information from the Dc
z codes. The random signal q is applied in the background

to maintain the ADC normal operation. It is uncorrelated with the input signal V1. The

coefficient estimator firstly receives the Dc
z codes from the signal compensator, and sorts

the data according to the associated q. The estimator then averages the sorted data, and

applies subtraction to acquireH1 andH2. There are 22(N−L+1) samples are accumulated to

do the moving average. It also acquires the averages of Dc
z − qA and (Dc

z − qA)2, denoted

as M and S respectively. All averaging functions and square function operates at high-

speed frequency, which is the same as sampling frequency. The acquired data, H1, H2,

M and S are updated once every 22(N−L+1) samples. With H1 and H2, the error indices,

E1 and E2, can be yield by using simple digital adders, as expressed in Equation (4.38)

and Equation (4.39). Since the updating rate is much lower than the sampling rate, after

the averaging functions, all other logic circuits can operate at lower clock frequency to

further reduce its power dissipation.
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For the coefficient estimation for b1, b2, · · ·, bk, a Lyapunov-based estimator is pro-

posed. Here a mean square error (MSE) index is defined as

L =
1
2
E2

1 +
1
2
E2

2 (4.41)

Employing the Lyapunov second theorem on stability [75] to ensure that L will approach

to zero asymptotically, the coefficient iterative equations for b1, b2, · · ·, bk:

b1[n + 1] = b1[n] − µ1 × sgn(Z1) (4.42)

b2[n + 1] = b2[n] − µ2 × sgn(Z2) (4.43)
...

bk[n + 1] = bk[n] − µk × sgn(Zk) (4.44)

where µi is the step number for coefficients bi,∀i = 1, ..., k and Zi is defined as follows

Zi = fi (b1[n], b2[n], · · · , bk[n], E1, E2,M, S) ,∀i = 1, ..., k. (4.45)

The value of sgn(x) is +1 if x > 0, 0 if x = 0 and −1 if x < 0. Employing the sgn

function simplifies the DCP hardware and reduces its power consumption. Here a generaic

analytic conclusion is not provided, since it is not necessary and not easy. To verify its

correctness, a simplified version of only b1 and b3 is described in Appendix A. If higher

order compensation is necessary, the readers can conclude with the same process.

Here the transfer function between Dc
z and ’V1 − Vda’ is represented as

yd = f (y) = a0 + a1y + a2y
2 + a3y

3 + a4y
4 + · · · (4.46)

where ai,∀i = 0, ...∞ are the coefficients for a generic polynomial expression for the

residue amplifier. The symbol yd represents the amplified residue V2 which is quantized

by Z-ADC. The symbol y represents the residue ’V1 − Vda’. To generally analyze the

above high-order compensation and estimation is complicated and not necessary. Based

on the above calibration concept, the following analysis is simplified to consider only

lower-order characteristics to verify its convergence and stability.

To simplify the analysis, some assumptions are made: (1) even-order parameters can

be ignored since the differential amplifier architectures are usually applied, (2) the higher-

order (larger than 4th-order) coefficients are ignored, and (3) the offset a0 can be removed
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by post digital processing. Therefore, the approximated transfer function can be re-written

as

yd = f (y) ≈ a1y + a3y
3 (4.47)

Similarly for the signal compensator, only b1 and b3 are applied to simplifing the qualita-

tive analysis.

yc = b1 · yd + b3 · y3
d (4.48)

where the symbol yc represents the Dc
z. According to the description in Appendix A, the

iterative equations for b1 and b3 are represented as

b1[k + 1] = b1[k] − µ1 × sgn(Z1) (4.49)

b3[k + 1] = b3[k] − µ3 × sgn(Z3) (4.50)

Z1 = E1
(

b3
1[k] − (3S + 64)b3[k]

)

− E2(24Mb3[k]) (4.51)

Z3 = E1(3S + 64) + E2(24M) (4.52)

Considering the DCP which includes a compensator and an estimator, it can be viewed

as a feedback loop. A feedback control system has three issues necessary to be concerned:

(1) guaranteed convergence, (2) global concave solution and (3) small steady-state er-

ror. The convergence is firstly to be considered since it determines whether the proposed

calibration technique can reach to a steady-state value or not? In Appendix A, the con-

vergence is guaranteed by the Lyapunov second theorem on stability with two sufficient

conditions:

L ≥ 0 and
dL

dt
< 0 (4.53)

Since iterative equations of b1 and b3 always guarantee above two conditions, the error

index L will approach zero asymptotically.

In Section 4.4.4, another important issue is how many concave solutions exist in the

three-dimensional (L, b1, b3) space? Finally, the steady-state error is discussed to confirm

whether the calibration technique can achieve good performance or not?

4.4.4 Convergence Analysis

Since the convergence of L is guaranteed, finally we can get an optimum solution of b1

and b3, called (b1, b3)opt. Actually, several uncertainties affect this result to generate a
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so-called ’limit cycle’ problem for most nonlinear control systems. While a limit cycle

occurs, it means that L just approaches ’around-zero’, but not zero. That will introduces

larger steady-state errors for the corrected code Dc
z. Nonlinear feedback systems usually

have the limit cycle problem. For a background calibrated ADC, the quantization error of

Z-ADC and truncation error in the calibration engine usually introduce certain amount of

nonlinearities in the feedback loop. Figure 4.23 (a) shows the trajectory of L and possible

limit cycle. To avoid this, the truncation error in the calibration engine should be reduced

with with wider code-length of digital variables and coefficients. For the proposed itera-

tive equations for b1 and b3, the sign function will also induces extra possible fluctuation.

Smaller step numbers for these iterative equations is a easier way to reduce the fluctua-

tion range. Both of them are combined to become a more complicated system, which is

difficult to analyze using simple mathematical models. In this thesis, the detail analysis is

not provided, but only mentioned on the above qualitative description.

For a nonlinear feedback system, another issue is whether the DCP provides a global

or local concave solution for b1 and b3. Figure 4.23 (b) and (c) show global and local

concave conditions respectively. Although limit cycle problem causes the values of b1

and b3 are not fixed, but they still walk around (b1, b3)opt. If (b1, b3)opt is a concave point

for L on the global space, as shown in Figure 4.23 (b), the estimation result is still good.

However, as shown in Figure 4.23 (c), there are two possible paths to converge at one

singular point. The estimation may have more than one solutions to make L approach to

zero. The final solution can be (b1, b3)A or (b1, b3)B. Only one of them is the exact result

we want, the other one is just a local concave solution. If L converges to a local concave

solution, it will cause worse linearity performance.

To verify this, a behavior simulation is proposed before circuit implementation stage.

In this simulation, we sweep b1 and b3 to check how many concave solutions exist. Here

we use the following transfer function to represent the residue amplifier,

yd = a1 · y + a3 · y3 + a5 · y5 + a7 · y7 (4.54)

where a1 = 1.004, a3 = −0.04, a5 = −0.1 and a7 = 0.03. yd and y are defined in

Section 4.4.3. Figure 4.24 shows the results whether the solution is global or local concave

for b1 and b3. In this simulation, all possible values for b1 and b3 are given to check
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Figure 4.24: The global concave solution for b1 and b3.

Figure 4.25: Linearity before and after calibration.
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the value of L. Left plot is the large scale sweeping, to check the number of concave

solutions. Right plot is the result around the concave solution, it shows only one exact

solution (b1, b3)opt is around (1.0, 0.1). The simulation results shows that for this nonlinear

feedback system, there exists only one concave solution to make L approach to zero.

After the confirmation of the global concave solution, the steady-state correction error

is the next concern. Since the calibration technique is proposed to suppress the non-

idealities of the residue amplifier on the output code Dc
z, the steady-state error should

be less than one VLSB to get no missing code. Here we use ADC linearity performance

to check whether the correction is good or not. Figure 4.25 shows the DNL and INL

simulation results. Before calibration, the DNL is between -1 LSB and 0.5 LSB, there

are many missing codes. INL is between -4 LSB and 4 LSB, caused by the gain error

and nonlinearity of the residue amplifier. After calibration, the DNL is improvd between

-0.7 LSB and 0.4 LSB, there is no missing code. INL is improved between -0.5 LSB and

0.5 LSB. This result represents that calibration processor can effectively correct the gain

error and nonlinearity of the residue amplifier.

With the convergence analysis, including concave solution and steady-state error check,

the proposed calibration technique can effectively correct the output code Dc
z to improve

the overall ADC performance.

4.5 Summary

In this chapter, three characteristics for the calibration techniques are considered: esti-

mation, compensation and capability. How to estimate the necessary coefficients to com-

pensate the Z-ADC output code is the first step to analyze a calibration technique. Fore-

ground estimation is simple, but only useful for unchangeable non-idealities. Background

estimation can provide better error tracking capability to observe those changes due to

temperature variation, supply voltage drift and device aging. Compensation method is

also important. Analog way can directly repair the non-idealities, but it is not easy to im-

plement, specially on scaled CMOS technologies. Digital compensation provides easier

implementation by using the benefits of scaled CMOS technologies.

In recent years, more and more nonlinear calibration techniques are proposed to cor-
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rect the non-idealities of the residue amplifier on nanometer CMOS technologies. Nonlin-

ear calibration can relax the complicated analog circuits, which need more design efforts.

Several digital calibration techniques have been proposed to correct both gain error and

nonlinearity of a residue amplifier [70, 71, 72, 32]. These techniques are all applied on the

pipelined ADC architectures. Both [71] and [72] are foreground calibration schemes. To

enable background calibration, [71] requires a sample-and-hold with two different sam-

pling rates, and [72] requires an interpolation filter which limits the bandwidth of the

ADC input and has longer output latency. [70] is a histogram-based background calibra-

tion scheme. It requires a busy input to be effective. [32] is a correlation-based back-

ground calibration scheme with longer calibration time and complicated sub-DAC. When

applying to a two-step ADC, all the above schemes require substantial modification to the

analog signal path.

The proposed calibration technique operates in the background to track the non-idealities

due to temperature variation, device aging and supply voltage drift. Its convergence is

guaranteed by the Lyapunov second theorem on stability, described in Appendix A. It is

independent on the input distribution, can be applied into most amplifier-based ADC ar-

chitectures. It is simpler to estimate the necessary coefficients by using iterative equations

with simple sign function, which greatly reduces hardware requirement. Its calibration

time is short since only 22Z+2 samples are necessary to collect. To short the convergent

time, a switching step number algorithm is proposed in Section 5.3.5. The original analog

signal paths are not modified to do the calibration, and only the switch matrix is modified

for calibration.



Chapter 5

A 10-bit 100-MS/s Two-Step ADC

5.1 Introduction

For wireless communication, a 10-bit 100-MSPS ADC can be a good design example. In

general, the pipelined ADC architectures are often considered to implement with oper-

ational amplifiers. But due to the characteristic of nanometer CMOS devices, amplifier

design is more difficult if the device’s length is smaller at low supply voltage. This is

because the operational amplifier needs higher gain-bandwidth requirement (for example,

10-bit ADC needs an operational amplifier with open-loop gain of over 60dB, but intrinsic

gain of nanometer CMOS transistors is generally lower than 20dB.). To maintain enough

output dynamic range of the amplifier, the amplifier design becomes more complicated.

Moreover, the amplifier design is highly sensitive to CMOS technologies. It means that

analog designers may think of new amplifier’s architecture while changing to next ad-

vanced CMOS process. To solve this issue, we must simplify the analog circuits to adapt

for scaled CMOS technologies.

Considering the fact that flash ADC architecture consists of only comparators which

are easily implemented with the nanometer CMOS devices. But unfortunately, for 10-bit

resolution, flash ADC is not suitable due to the usage of 1024 comparators. Subranging

ADC architecture is similar to flash ADC, but with less comparators. For medium speed

operation (between 20-MSPS and 200-MSPS), subranging ADCs provide another choice

with lower power consumption. There is no high linearity amplifier requirement to im-

113
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plement a subranging ADC. In general, it only needs comparators, MUX and a resistor

string. The resolution of the comparator is one of the key issues. Another issue is the

complex MUX which is always the bottleneck of ADC operating speed. Again, due to

the nanometer CMOS devices, the performance of the switches is worse. To improve the

issues of the subranging ADC, the two-step ADC architecture was proposed. It contains

coarse-ADC, fine ADC, resistor-string DAC and residue amplifier. Combining with the

considerations of flash ADC and subranging ADC architectures, we examine the two-step

ADC architecture and demonstrate their performances in the nanoscale CMOS technolo-

gies. Our proposed ADC design concept is to simplify the necessary analog circuits and

digitally enhance the analog circuitry by the proposed background calibration technique.

In this chapter, the proposed ADC architecture is illustrated in Section 5.2. Section 5.3

describes the building blocks with their circuit designs in detail. Section 5.4 shows the

measurement results. Section 5.5 draws a brief summary with the 10-bit ADCs compari-

son results.

5.2 Architecture

The proposed 10-bit two-step ADC architecture is shown in Figure 5.1. The ADC operates

with two non-overlapping clocks, φ1 and φ2. The duty ratios for φ1 and φ2 are 25% and

75% respectively. The clock φ1a is the advanced version of φ1, for the bottom plate

sampling purpose. The major clock timing is shown in Figure 5.2. φ1, φ1a and φ2 are

global clocks, generated from the clock generator. The clocks φc and φp are locak clocks,

generated in coarse ADC. φc is applied to driving the latch circuits and φp is applied

to offset compensation for the latch circuits. The clocks φf and φx are locak clocks,

generated in fine ADC. φf is applied to driving the latch circuits and φx is applied to offset

compensation for the latch circuits. The clock φd is used for digital circuits, including

calibration processor and DEC.

At the beginning of φ2 = 1, the coarse ADC (CADC) compares the analog input

V1 with 33 coarse references VRC to estimate the magnitude of V1, yielding the 5-bit

digital output D1. The VRC references are generated from a resistor string. The D1 code

and q drives the resistor-DAC (RDAC) to select one voltage from 96 possible voltages,
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generated by the resistor string. Its output, Vda, is an estimation of the input V1.

During φ1 = 1, the analog input V1 is also sampled onto the sampling capacitor Cs.

During φ2 = 1, the residue amplifier (RAMP) amplifies the difference between V1 and

Vda, yielding the amplified residue signal V2. The RAMP is an open-loop amplifier with a

nominal voltage gain of 8. The fine ADC (FADC) then compares the residue V2 with 65

fine references VRF to estimate the magnitude of V2, yielding the 6-bit digital output D2.

The FADC has an input range of 64 steps. In an ideal two-step ADC, the FADC needs only

an input range of 32 steps. The 1-bit redundancy is added to tolerate the gain error and

offset of the RAMP, and comparator offset in the CADC. It is also used to accommodate

the extra signal range required by the RAMP digital calibration. The RAMP voltage gain

mitigates the FADC resolution requirement. To reduce power consumption, the RAMP

uses an open-loop single-stage amplifier. Its gain error and nonlinearity are corrected by

the digital calibration processor (DCP) shown in Figure 5.1. The DCP receives the D2

code from the FADC and generates a corrected Dc
2 code. The digital error correction

(DEC) then combines D1 and Dc
2 to produce the final ADC digital output Do. The DCP

also generates a digital random sequence q ∈ {−1, 0,+1}. The q sequence also drives

the RDAC so that a random signal is injected into the RAMP. The DCP uses this random

signal to calibrate the RAMP in the background.

The analog signal path of the ADC is fully differential. The top and bottom reference

voltages are set to be VDD and VSS respectively. Using supply and ground voltages

as the references can save the power consumption of the reference buffers. The ADC

differential input range is ’2 × VDD’ (in this design, it is 2 V). One LSB is 1.95 mV for

10-bit resolution. To adapt for output range and gain of the residue amplifier, the FADC

has a differential input range of 1 V and a step size of 8 LSB. The gain of residue amplifier

can really mitigate the resolution of the FADC.
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5.3 Circuits Description

5.3.1 Comparator

The CADC is a 5-bit flash ADC, shown in Figure 5.3, which consists of 33 comparators,

de-bubble logic, clock buffers and a dynamic ROM encoder. The comparator is imple-

mented by the latch type comparator with an offset compensation loop, mentioned in

Section 3.4. The analog input V1 is directly connected to the ADC’s input. The reference

voltages VRC[n], n = 0 · · · 32 are provided by the resistor string in the RDAC. The extra

two references VRC[0] and VRC[32] are applied to checking the top and bottom range of

the ADC input signal. Two global clock signals φ1a and φ2 provide the CADC timing

information.

Figure 5.4 shows the architecture of the comparator in the CADC. Its function is com-

paring the input V1 with a reference VRC[n], where n is an integer between 0 and 32 for

indexing one of the VRC coarse references. The comparator includes a regenerative latch

with an offset calibration control loop. To reduce power consumption, there is no conven-

tional pre-amplifier. The VOS in front of the latch represents the input-referred offset of

the latch due to device mismatches. The Vcm represents the input common-mode voltage.

The latch is triggered by the clock φc, which is generated from the clock signals φ1a and

φ2. Comparisons are made near the beginnings of both φ1 and φ2 periods. The compar-

ison determines the polarity of the differential voltage at the input port Va, but with an

equivalent input offset of VOS + Vc − Vcm. In Figure 5.4, the switch S3 is controlled by the

clock φ1a, which is an advanced version of the clock φ1. The switch S3 is opened before
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the switch S1 so that the bottom-plate sampling operation is enabled.

All switches using pMOS or nMOS transistors with minimum length, Lmin=80 nm.

The switch S1 is implemented by both pMOS and nMOS transistors to tolerate large input

swing range. The width of the switch S1 is designed as (Wp, Wn) = (2 µm, 0.8 µm). The

switch S2 is implemented by pMOS, nMOS or both transistors. It is determined by the

voltage level of the connected reference. If VRC[n] < 1
4VDD, it is nMOS transistor with

the width of 0.5 µm. If VRC[n] > 3
4VDD, it is pMOS transistor with the width of 1 µm.

Otherwise, it is implemented by both pMOS and nMOS transistors, the same as switch

S1. The switch S3 is implemented by both pMOS and nMOS transistors, the same as

switch S1, since Vcm = VDD/2. The C1 sampling capacitor is a 25 fF metal-oxide-metal

(MOM) capacitor. The ac coupling of the C1 input network causes 10% signal loss.

In Figure 5.4, the effect of VOS is removed by the offset-calibration charge pump

(OCCP). During φ1 = 1, the ADC analog input V1 is sampled onto the capacitor C1 and

the latch input Va is connected to the common-mode voltage Vcm. The latch then makes a

comparison for the calibration. If the comparison result Dc is 1, an up pulse is generated

in the OCCP, and Vc is increased by charging the capacitor C2. If Dc is 0, a down pulse is

generated in the OCCP, and Vc is decreased by discharging the capacitor C2. Voltage Vc
eventually converges to Vcm − VOS . The effect of VOS is then canceled. During φ2 = 1,

the capacitor C1 is connected to VRC[n]. The latch then makes a comparison for the

conversion, and the output Dc represents the polarity of V1 − VRC[n].

Figure 5.5 represents the necessary local clock signals from global clock signal φ1.

Clock signal φc is applied to triggering the comparator to make a comparison. Clock

signal φp is combined with Dc to generate the control pulse to charge or discharge the

capacitor C2, shown in Figure 5.4. To save power consumption, the local clock generator

is shared by 8 comparators. The timing delay t1 and t2 are designed to be about 0.6 ns and

0.8 ns respectively. The control pulse width t3 is designed to be 1.0 ns.

Figure 5.6 shows the latch schematic. There are two input ports. One port receives the

differential input Va. The other port receives the difference between Vc and Vcm, where Vcm
is a common-mode reference and Vc adjusts the offset of the latch. Transistors M3 and M7

are added to reduce the conducting currents when the latch is turned on. Kickback noises

at the inputs of the latch are also reduced. Without considering the matching requirement,
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nMOS transistors M1-M10 have width of 0.2 µm and pMOS transistors M11-M12 have

the width of 0.2 µm. All φc-controlled pMOS transistors are the width of 0.2 µm. From

Monte Carlo simulation results, the offset standard deviation σ(VOS) is about 50 mV.

The C2 capacitor in the OCCP is realized using a nMOS transistor. Its capacitance

is designed to be about 1 pF. The output currents of the charge-pump current sources, Ip
and In, are about 1 µA, which is only active at the charging or discharging period. The

width of the up and down pulses is 1 ns, which is determined by an inverter chain. Thus,

in each calibration step, the Vc is changed by about 1 mV, which is about 1/2 LSB for the

ADC. After the offset calibration settles, Vc may vary in the same direction for at most

two consecutive calibration steps, yielding a worst-case fluctuation of ±1 mV. In other

words, the comparator offset is reduced to less than 1 mV by the OCCP. The Vc fluctuation

can be affected by Ip, In, C2, and the width of the up and down pulses. Their variations

are tolerated due to the FADC 1-bit redundancy. The matching between Ip and In is not

crucial. It affects only the ratio of the up and down pulses. The analog compensation,

using an extra input pair, can provide both wider tuning range and finer tuning step. Even

it introduces extra offset voltage, this offset is also easily compensated by the OCCP.

Operating at 100 MHz clock rate, each CADC comparator consumes 18 µW. The

entire CADC, including comparators, de-bubble logic, ROM, and clock buffers, consumes

0.8 mW. The total input capacitance of the CADC is 0.8 pF.

The FADC is a 6-bit flash ADC, similar to the CADC architecture. It includes 65

comparators, de-bubble logic, clock buffers and a ROM encoder. Figure 5.7 shows the ar-

chitecture of the FADC comparator. Its function is comparing the RAMP output V2 with a

reference VRF [n], where n is an integer between 0 and 64 for indexing one of the VRF fine

references. The switches S1 and S2 are implemented with pMOS and nMOS transistors,

which have the width of 2 µm and 0.8 µm respectively. Similar to the CADC compara-

tor, it includes a regenerative latch and an offset-calibration charge pump (OCCP). The

latch is triggered by the clock φf , which is generated from the clock signals φ1 and φ2.

Comparisons are made near the ends of both φ1 and φ2 periods. During φ1 = 1, both

input ports Va and Vr are connected to the VRF [n] reference. The latch makes a calibration

comparison, the OCCP then adjusts Vc to minimize the input offset. The Vc fluctuation for

the FADC comparator should be less than ±8 mV, i.e., ±1/2 of the FADC input step size.
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Near the end of φ2 = 1, the latch makes a conversion comparison, the resulting Df rep-

resents the polarity of V2 − VRF [n]. Unlike the CADC comparator, the FADC comparator

does not employ the switched-capacitor network to perform the V2 − VRF [n] subtraction.

The reason is to avoid extra capacitive loading for the RAMP.

Figure 5.8 shows the schematic of the latch in the FADC comparator. It has three input

source-coupled pairs. The M1-M2 pair is connected to the positive terminals of the input

ports Va and Vr, while the M5-M6 pair is connected to the negative terminals. All nMOS

transistors M1-M14 have the width of 0.2 µm and pMOS transistors M15-M16 have the

width of 0.2 µm. Operating at 100 MHz clock rate, each FADC comparator consumes

22 µW. The entire FADC, including comparators, de-bubble logic, a ROM encoder and

clock buffers, consumes 1.7 mW.

5.3.2 Residue Amplifier (RAMP)

Figure 5.9 shows the residue amplifier (RAMP) schematic. It comprises a switched-

capacitor input network and a single-stage differential amplifier. The input sampling
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Table 5.1: RAMP transistor size summary

M0a M0b M1 M2
96 µm / 0.24 µm 96 µm / 0.24 µm 45 µm / 0.16 µm 45 µm / 0.16 µm

M3 M4 M5
72 µm / 0.24 µm 72 µm / 0.24 µm 400 µm / 0.24 µm

switches S1–S6 are nMOS transistors with constant-Vgs bootstrapped gate drive [76].

pMOS transistors M3 and M4 are current sources. ResistorsR1 andR2 are realized by

p+ poly with n-well to suppress the coupling noise from the substrate. Their resistances

are designed to be 5 KΩ. They are applied as the passive loads to provide better RAMP

linearity. Their resistance is close to the output resistance of M1 and M2. pMOS transistor

M5 is added to improve the power supply rejection ratio (PSRR), and the common-mode

gain. Total tail current of the amplifier is about 0.8 mA. Half of the tail current in M0

is controlled by a switched-capacitor common-mode feedback (CMFB). The differential

output range is designed to be 1.0 V (single-ended swing range is from 0.25 V to 0.75 V).

The output time constant with the loading capacitance of 500 fF is about 0.83 ns, which is

enough to settle within 4 ns for 6-bit resolution. Actually, the time constant is proportional

to the tail current, or power consumption of the RAMP. More power consumption cause

smaller time constant to achieve higher operation speed for the RAMP. There is no circuit

penalty necessary to dissipate, such as miller compensation for close-loop configuration.

Table 5.1 summarizes the transistors and resistors used in the RAMP.

During φ1 = 1, the differential input V1 is sampled onto the CS1 and CS2 capacitors.

At the same time, the inputs and the outputs of the differential amplifier are shorted for

offset cancellation. This offset cancellation suppresses the variation of the RAMP output

range. During φ2 = 1, the residue V1 − Vda is amplified by the differential amplifier in

open-loop configuration.

Figure 5.10 shows the applied switched-capacitor CMFB circuit. While RAMP oper-

ates as a residue amplifier, switches S1-S4 are closed, the C1 and C2 are charged by Vcm
and Vb3. While RAMP is connected as unit-gain feedback, switches S5-S8 are closed,

the charge-redistribution mechanism is activated to adjust the bias voltage Vcfb. Finally,

the output common-mode voltage approaches to Vcm asymptotically. To reduce the extra
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Figure 5.10: The switched-capacitor common-mode feedback (CMFB) circuit.

output loading on outputs of the RAMP, the capacitance of C3 and C4 are designed as

100 fF. The capacitance C1 and C2 are 25 fF to act as a low-pass filter. The parasitic

capacitors on the high-impedance nodes will change the output common-mode voltage if

the capacitance of C1-C4 are not large enough.

Figure 5.11 shows the bootstrapped switch circuit which is applied to maintaining

10-bit linearity. During φ1 is low, the voltage difference between two terminal of the

capacitor C1 is charged to VDD. During φ1 is high, one terminal of C1 is connected to

input Vi and the other terminal will be charged to ’Vi+VDD’ to make the node voltage Vb
approach to ’Vi+VDD’. Therefore the gate-to-source voltage of the input transistor M0 is

VDD, which is independent to input Vi. Actually, this gate-to-source voltage of M1 just

approaches to VDD, but not VDD. However, its independence on the input Vi is the most

important feature for the bootstrapped switch.

The reliability of the transistors used in the bootstrapped switch circuit is necessary

to be improved. To avoid the reliability issue, the nMOS transistor M3T is a three times

minimum-length thin-oxide device. The transistor M2a is also applied to improving the

reliability issue of M0. The transistor M4a is applied to maintaining the normal operation

of the bootstrapped switch. By the simulation results, this input sampler circuit cam

achieve over 80 dB spurs-free dynamic range (SFDR) by using the bootstrapped switch.



126 CHAPTER 5. A 10-BIT 100-MS/S TWO-STEP ADC

Vi Vo

C1

φ1b

φ1b

φ1

φ1b

V4 Va

Vc

Vb

φ1b

M2M2a

M4

M4a

M5

M6

M8

M7

M3T M3

M1b M0 M1a

VDD

VDD

VDDVSS

VSS

Figure 5.11: Schematic of the bootstrapped switch.

C1 is a metal-oxide-metal (MOM) capacitor with a capacitance of 100 fF.

The input capacitors, CS1 and CS2, are metal-oxide-metal capacitors with a capaci-

tance of 250 fF. The ac coupling of the CS input network causes 20% signal loss. The

entire RAMP provides a nominal voltage gain of 8 for residue amplification. The RAMP

consumes a total power of 1.1 mW at 100 MS/s sampling rate.

5.3.3 Resistor-String DAC (RDAC)

The resistor string shown in Figure 5.1 provides 33 differential VRC references for the

CADC and 65 differential VRF references for the FADC. Since the resistor string is spread

for a long distance (in this design, it is about 400 um). The voltage steps near two bound-

aries of the resistor string could be different due to process gradient variation. All differen-

tial references are in fact generated from two parallel resistor strings with currents flowing

in the opposite direction. This arrangement can reduce the variation due to gradient effect

which causes the third order linearity issue for differential operation. To improve the lin-
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earity, these two resistor strings are tied together by metal wires connecting the VRC taps

of identical voltages.

For example, the first tape of both strings have the resistance ofR+α ·R andR−α ·R

due to process gradient. α means the deviation ratio of the tape resistance. With above

two configurations, two opposite resistor strings and wire-connected tapes, the resistance

deviation can be greatly reduced (from α to α2).

Rtap = 2(R + α · R)||2(R − α · R) (5.1)

= R − α2 · R (5.2)

Since the resistor strings have large voltage drop on both terminals, the voltage dependent

material should be avoided to use. In this thesis, The resistor strings are implemented with

nonsalicide polysilicon, shown in Figure 5.12. The n-well is placed under the resistor

strings to isolate the coupling noise from the substrate. The p+ guard-ring is placed

around the n-well to suppress the substrate noise in advance.

In this thesis, total resistance between VDD and VSS is 1 KΩ to achieve better lin-

earity with small enough time constant for all VRC and VRF references. If the resistance is

smaller, the kickback noise from the comparator is lower to affect these references. But

larger power consumption is the penalty. Each string has the resistance of 2 KΩ, divided

into 32 coarse tapes. Each coarse tapes consists of 4 fine tapes. The ADC linearity is

determined ultimately by the resistor string linearity. The geometry of each tapes must be

equal with same environment. The width of each string is 20 µm to meet the matching

requirement of 10-bit accuracy. With both design and layout considerations, the ADC lin-

earity can be well-maintained. The resistor strings consume 1 mW for 1V supply voltage.

To generate the RDAC output Vda, the resistor string also generate a set of 3 different

references separated by 8 LSB for each of the 32 D1 codes. Figure 5.13 shows the RDAC

which comprises a decoder and a MUX. The decoder combines the digital inputs D1

and q to drive the analog switches in the MUX. These switches are implemented by the

same criterion as described in Section 5.3.1. If VR[n] < 1
4VDD, it is nMOS transistor

with the width of 3.2 µm. If VR[n] > 3
4VDD, it is pMOS transistor with the width of

8 µm. Otherwise, it is the combination of PNOS and nMOS transistors with the width

of 8 µm and 3.2 µm respectively. The equivalent resistance of the switch dominates the
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time constant of the input estimate Vda. The MUX selects one out of 96 possible voltages,

which are generated by the resistor string. The RDAC output Vda, determined by D1 and

q, is expressed as

Vda = (32 ·D1 − 8 · q) × LSB (5.3)

A random signal q with a magnitude of 8 LSB is injected into the analog signal path to

enable the digital background calibration described in Section 5.3.6.

5.3.4 Distributed Input Track-and-Hold

The ADC does not have a dedicated input sampler. As shown in Figure 5.14, the analog

input V1 is sampled by the passive samplers in the RAMP and in the CADC comparators.

The clocks φ1 and φ1a control the samplers. The timing skews of the clocks are mini-

mized by careful matching the delay of the clock buffers by tree-like network and layout

matching.

The matching of the V1 signal paths is also critical. Due to the resistivity of metal wires

and analog switches, the transfer function from the V1 input to each sampling capacitor
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in the sampling mode is a low-pass filter. The transfer functions should be identical. As

shown in Figure 5.14, a tree-like routing scheme is also applied to connecting the V1 input

to the CADC comparators. In addition, the transfer function from V1 to the RAMP input,

V1(R), is made to match the transfer function from V1 to the middle of CADC, V1(16).

The V1 signal paths are routed using the top two metal layers shorted as a single wire.

More descriptions are illustrated in Appendix C.2.

5.3.5 Digital Calibration Processor

The proposed digital calibration processor (DCP) for a two-step ADC is shown in Fig-

ure 5.15. As mentioned in Section 4.4, the DCP consists of a signal compensator and

a coefficient estimator. The signal compensator contains first-order coefficient b1 and

third-order coefficient b3 to correct gain error and nonlinearity respectively in the digital

domain. The exact values of b1 and b3 are estimated by the proposed coefficient estimator.

The background estimation is activated by a tri-level random sequence q. The tri-level

random signal q is constructed by combining two uncorrelated binary pseudo-random se-

quences q1 and q2. Each binary random sequence has the length of 214 and equal numbers

of zero and one. The relationship between them is as follow: q=-1 if (q1, q2) =(0, 0),

and q=+1 if (q1, q2) =(1, 1); otherwise, q=0. With random signal q, the estimated input

Vda is randomly subtracted by q × 8LSB. The estimator first receives the Dc
2 codes from

the compensator, and sorts the data according to the associated q. It then averages the

sorted data, and applies subtraction to acquireH1 andH2. The estimator also acquires the

average of Dc
2 after removing the calibration information, denoted as M .

The acquired data H1, H2 and M are updated once every R samples, which is de-

termined by the resolution of FADC, Z bits. To extract the calibration information from

Dc
2, the input-related amount in Dc

2 must be removed by the averaging function with R

samples. We make an assumption that this input-related amount is uniformly distributed

between −0.5V and +0.5V . Its standrad deviation, attenuated by R to be 1/sqrt12 · R,

must be less than 1/2 · VLSB. We can obtain the limitation of R,

R >
1
3
· 22Z (5.4)

In our design, we use R = 22Z to tolerate the inaccuracy of the assumption. Moreover,
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since the random signal q has three values of -1, 0 and +1, the possibilities for q = −1 or

q = +1 are one-of-fourth. Therefore, the value of R is designed to be 22Z+2. In this ADC,

the FADC is 6 bits, which means Z = 6 and R = 214. The averaging function uses 214 Dc
2

samples to extract the calibration information.

Two error indices E1 and E2 are calculated as follows,

E1 = H1 +H2 − 16 (5.5)

E2 = H1 −H2 (5.6)

Here, E1 reveals the gain error, and E2 reveals the nonlinearity. Combining both error

terms, a single error function L is defined as

L =
1
2
E2

1 +
1
2
E2

2 (5.7)

Employing the Lyapunov second theorem on stability [75] to ensure that L will ap-

proach to zero asymptotically, we can find the following equations to estimate b1 and

b3.

b1[k + 1] = b1[k] − µ1 × sgn (Z1) (5.8)

b3[k + 1] = b3[k] − µ3 × sgn (Z3) (5.9)

where

Z1 = E1
(

b3
1[k] − (3S + 64)b3[k]

)

− E2(24Mb3[k]) (5.10)

Z3 = E1(3S + 64) + E2(24M) (5.11)

The value of sgn(x) is +1 if x > 0, 0 if x = 0, and −1 if x < 0. Employing the sgn

function simplifies the DCP hardware and reduces its power consumption. Derivation of

the above equations is included in Appendix A. The S variable in Equation (5.10) and

Equation (5.11) can be further simplified by replacing it with a constant 256/3, which is

E[(Dc
2)2] when Dc

2 is uniformly distributed between −16 and +16. Simulations show that

using a constant S do not affect the calibration process.

The step numbers µ1 and µ3 are two positive constants. Smaller µ1 and µ3 result in less

fluctuations of b1 and b3, but slower convergent time. We want shorter convergent time



5.3. CIRCUITS DESCRIPTION 133

when errors are large and less fluctuation when errors are small. To reduce the conver-

gent time of the proposed calibration technique without sacrifice of fluctuation ranges, a

switching step number algorithm is proposed by using the error index E1. For an example

of two switching numbers: k1 and k2, k1 is larger and k2 is smaller. The step number µ1

is defined as follow,

µ1 =

{

k1 if |E1| ≥ 1,

k2 if |E1| < 1.
(5.12)

The DCP also choose µ3 = µ1/1024. To speed up the convergent time, k1 is as large as

possible theoretically. However, due to the unknown convergence values for b1 and b3, k1

can not be too large. Large k1 may cause large fluctuations of b1 and b3 if |E1| is always

larger than one. To avoid this issue, k1 should be less then inverse of d, k1 < 1/d. If k1

is equal to 1/d, maximum |E1| is equal to one. d is the calibration amount in Dc
2. In our

design, k1 must be less than 1/8 since d is 8. For safety, I choose k1 is 1/64 and k2 is

1/256. Although it will increase the convergent time, but not too much.

Figure 5.16 shows the calibration behavior of the proposed DCP. In the simulation,

the RAMP is followed by an ideal 6-bit FADC. The RAMP transfer function is obtained

from SPICE simulation, and is modeled as

yd = a1 · y + a3 · y3 + a5 · y5 + a7 · y7 (5.13)

where y is the FADC output of an ideal RAMP, and yd is that of a real RAMP. The values

of the coefficients are a1 = 0.8, a3 = −5.5 × 10−5, a5 = −1 × 10−7 and a7 = 3 × 10−10.

The initial values for b1 and b3 are set as 1.0 and 5.5 × 10−5 respectively. The ADC input

is a full-scaled sine wave. The coefficients b1 and b3 are settled to 1.225 and 2.75 × 10−4

respectively.

Three kinds of input patterns are simulated: DC, random and sine wave input signals.

For random and sine wave inputs, the steady-state values of b1 and b3 are similar. The

error function L approaches zero asymptotically. However, for DC input, L does not

approach zero but fluctuates around L = 1. But the corrected code Dc
2 still has a constant

DC value. It is caused by the quantization error of the FADC, results in a monotonic data

collection. It only occurs at some special DC inputs which cause the large quantization

error. Actually, by using a digital dither, L can approach zero asymptotically.
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Figure 5.16: Transient behavior of the proposed digital calibration scheme.
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The overall convergent time is about 30 iteration cycles. Each iteration cycle is 214

sampling periods. At 100 MS/s sampling rate, the calibration convergent time is about

5 ms. Compared with other nonlinear calibration techniques [70, 71, 72, 32], this cali-

bration technique has less calibration time. This is mainly caused by the two-step ADC

architecture which can further reduce the resolution of Z-ADC, compared with pipelined

ADC architectures. The variable step number mechanism is also helpful to reduce the

calibration time.

5.3.6 Other Digital Circuits

For 10-bit 100-MS/s ADC, the clock jitter should be considered in the design stage. Since

the clock signals are widly applied to RAMP, CADC and FADC, the clock buffers are

necessary to be carefully arranged. The most important clock signals are for the RAMP,

which have 10-bit accuracy requirement. Dedicated clock buffers are necessary for the

RAMP from the clock generator. The last buffers to control the analog switches using

analog power supply to reduce the coupling paths from clock domain to analog domain.

Actually, the clock jitter coming from the supply-induced noise of buffers is the dominant

terms for the sampling jitter. The isolation in the power domain can reduce certain amount

of clock jitter. For a 10-bit ADC with 50MHz input frequency, the standard deviation of

the clock jitter is only 1.1 ps. The detailed jitter requirement is dependent on the ADC

resolution and the input frequency, concluded in Appendix C.1.

In CADC and FADC, the dynamic ROM encoders are applied to translating the edge

codes into Gray codes, only one bit transition is allowed for neighboring code values.

Thermal codes are processed by the de-bubble logic to yield the edge codes. Figure 5.17

shows the ROM encoder applied in the FADC. The operation of the ROM is divided into

two phases: pre-charging phase and evaluation phase. At the pre-charging phase (CK=1),

the inputDf [63 : 1] are gated and the output nodesD2[5 : 0] are charged to VDD through

these pMOS transistors. At the evaluation phase (CK=0), the inputDf [63 : 1] are latched

to control the individual nMOS transistors to behave the translation to the Gray codes

D2[5 : 0]. The gray codes translation can effectively reduce the effect of the bubbles in

the thermal codes [77]. The pre-charge pMOS transistors are designed with the width of
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Figure 5.17: Simplified dynamic ROM used in the FADC.
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1.2 µm. The evaluation nMOS transistors are designed with the width of 0.24 µm.

The DEC, shown in Figure 5.1, combines the 5-bit D1 from the CADC and the 6-bit

Dc
2 from the DCP to produce the final ADC digital output Do. The q signal injected from

the RDAC must be removed from Do. Thus, Do is calculated as

Do = D1 × 25 +Dc
2 − q × 8 (5.14)

The full range of the 10-bit output code Do is from −512 to +511.

5.4 Experimental Results

The ADC was fabricated using a 90 nm digital CMOS technology with one layer of poly-

silicon and six layers of metal. The ADC chip micrograph is shown in Figure 5.18. It

occupies an active area of 0.36 mm2. Operating at 100 MHz sampling frequency, the

ADC core consumes a total power of 6 mW from a 1 V supply. The single-ended input

swing range can be as high as 1 V, equal to the supply voltage VDD. The input capacitance

of this ADC is about 1.2 pF, which includes the input capacitance of RAMP and CADC,

and other parasitic capacitance. All digital circuits including calibration processor, clock

generator and clock buffers, dissipate 1.4 mW at 100 MS/s sampling rate.

Figure 5.19 shows the simplified block diagram of the instrumentation setup. The in-

put signal is generated by Agilent E4438C signal generator, and then it passes through a

band-pass filter (BPF) to connect a transformer ADT1-1WT. After the transformer net-

work, differential input signals AIP and AIN are generated to the ADC chip. The clock

signal is generated by HP 8648C frequency synthesizer, and then connected to a trans-

former ADT1-1WT to generate differential clock signals CKP and CKN. The frequency

of the clock signals are twice of ADC’s sampling frequency. These two sine wave sig-

nals are translated into digital clock signals by built-in clock receiver, and then passed to

a clock generator in the ADC chip to generate all necessary global clock signals. The

digital code DOUT is captured using Agilent 16702B logical analyzer, and then analyzed

by using the Matlab program. The digital data DOUT are synchronized with output clock

signal CKO, which is generated from the ADC digital calibration processor.

The differential nonlinearity (DNL) and integral nonlinearity (INL) are measured by
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Figure 5.18: ADC chip micrograph.
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Figure 5.19: Block diagram of the instrumentation setup.

Figure 5.20: Measured CADC differential nonlinearity (DNL).
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using a code-density test [78] with a 1 MHz sine wave input. To verify the comparator

offset compensation, the 5-bit CADC output codes are dumped to measure its linear-

ity. Figure 5.20 shows the measured DNL of the CADC before and after comparator’s

offset compensation. The DNL is −1/+1 LSB before calibration, and is improved to

−0.25/+0.25 LSB after calibration. The proposed offset compensation scheme effectively

reduces the equivalent input offset of the latch-type comparator.

Figure 5.21 and Figure 5.22 show the measured DNL and INL of the ADC before

and after the RAMP digital calibration with 1 MHz sinusoidal input. 65536 output data

are collected to do the code density test. The DNL is improved from −1/+4 LSB to

−0.5/+0.6 LSB by the calibration. Missing codes are eliminated by the proposed cali-

bration technique. The INL is improved from −17/+18 LSB to −0.9/+0.9 LSB by the

calibration.

Figure 5.23 shows the ADC output spectrums before and after the RAMP nonlinear

calibration at 100 MS/s sampling rate. The input is an 1 MHz sinusoidal signal with

differential amplitude of 1.9 Vpp. Without the proposed calibration, the signal-to-noise-

plus-distortion ratio (SNDR) is 35 dB and the spurious-free dynamic range (SFDR) is

43 dB. After the calibration is activated, the SNDR is improved by 23 dB to 58 dB and

the SFDR is improved by 32 dB to 75 dB. Figure 5.24 shows the ADC output spectrums

with input frequency of 40MHz. The measured SNDR and SFDR are 56 dB and 67 dB

respectively.

Figure 5.25 shows the ADC dynamic performance versus input frequencies at 100 MHz

sampling rate. The measured SFDR degrades gradually towards higher input frequencies.

It is caused by the mismatch between the CADC distributed input track-and-holds and

the RAMP track-and-hold. The resonance around 40 MHz input frequency may come

from the external transformer circuits, but it can not be proved. The SNDR degradation

at higher input frequencies is due to the sampling clock jitter. The effective resolution

bandwidth (ERBW) is about 46 MHz.

Figure 5.26 shows the ADC dynamic performance versus sampling rates. The input

is a 1 MHz sinusoidal signal. The SFDR is higher than 66 dB up to 160 MS/s sampling

rate, and the SNDR can maintain 56 dB up to 150 MS/s sampling rate. The SFDR begin

to degrade for sampling rates higher than 100 MS/s. This is mainly due to the incomplete
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Figure 5.21: Measured ADC differential nonlinearity (DNL).

Figure 5.22: Measured ADC integral nonlinearity (INL).
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Figure 5.23: Measured output spectrum at 100MS/s before and after RAMP’s calibration.

Figure 5.24: Measured output spectrum with 40MHz input frequency at 100MS/s.
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Figure 5.25: Dynamic performance versus input frequency.

Figure 5.26: Dynamic performance versus sampling frequency.
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Table 5.2: Performance Summary

Technology 90nm CMOS
Supply Voltage (V) 1.0
Resolution (bit) 10
Sampling Rate (MHz) 100
Input Range (Vpp differential) 2.0
Input Loading (pF) 1.2
DNL (LSB) +0.6/−0.5
INL (LSB) +0.9/−0.9
SNDR (dB) (Fin=1 MHz) 58
SNDR (dB) (Fin=50 MHz) 53.7
SFDR (dB) (Fin=1 MHz) 75
SFDR (dB) (Fin=50 MHz) 64
THD (dB) (Fin=1 MHz) −70
THD (dB) (Fin=50 MHz) −60
Power Consumption (mW) 6
FOM1 (fJ/conv.-step) 92
FOM2 (fJ·V/conv.-step) 100
Active Area (mm2) 0.36

settling of the RAMP.

Table 5.2 summarizes the measured specifications of this ADC chip. To evaluate the

performance of ADC architectures, FOM1 is the same as FOM, defined in Section 2.8.

However, to adapt for the design difficulty on the nano-scale CMOS technologies, another

FOM is applied as FOM2. FOM1 and FOM2 are defined as follow:

FOM1 =
Power

min (Fs, 2ERBW) × 2ENOBDC
(5.15)

FOM2 =
Power

min (Fs, 2ERBW) × 2ENOBDC
× VDD (5.16)

where Fs is the ADC’s sampling frequency, ERBW is the ADC’s effective resolution

bandwidth and ENOBDC is the ADC’s effective number of bits at low input frequency.

The supply voltage VDD is added to complete the FOM consideration [69].
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Table 5.3: 10-bit ADCs comparison

Design [79] [80] [81] [82] [83] [36] This work
Technology (nm) 90 90 130 65 90 90 90
Supply (V) 0.8 1.0 1.2 1.2 1.2 1.0 1.0
Power (mW) 6.5 33 19.2 1.78 1.44 4.5 6
FS (MHz) 80 100 60 26 50 100 100
SNDR (dB) 55 55.3 56 54.3 49.4 55 58
FOM1(fJ/conv-step) 176 694 621 162 119 98 100
FOM2(fJ·V/conv-step) 162 694 497 195 144 98 100

5.5 Summary

A 10-bit 100-MS/s two-step ADC fabricated in a 90 nm CMOS technology is presented.

It effectively takes the advantage of the nanoscale technology to achieve low-power dis-

sipation. Its internal coarse and fine ADCs are realized with the latch-type comparators

whose accuracy are enhanced by proposed offset compensation technique. The gain error

and nonlinearity of the open-loop residue amplifier are corrected in the digital domain

with the proposed calibration processor. The ADC consumes only 6 mW from a single

1 V supply.

To tolerate the non-idealities of MOS transistors and passive elements, traditional de-

sign uses larger size to meet the matching requirement, which is power hungry config-

uration. In recent years, the digitally calibrated ADCs are more energy-efficient than

traditional ADCs. Using digital calibration can effectively suppress the matching require-

ment. It also improves the ADC operation speed. Except for the power consumption,

the design robustness is also maintained for scaled CMOS technologies with low supply

voltage. Low supply voltage limits the accurate analog circuits, such as opamp. Digitally

enhanced ADC can use simple analog circuit without considering its non-idealities, such

as gain error and nonlinearity.

Table 5.3 compares this work with other 10-bit ADCs published in recent years. SAR

ADCs are not compared in this table since their main issues, such as input capacitance,

reference power consumption, speed limitation, are usually not considered in the FOM

computation.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

For scaled CMOS technologies, the high-performance analog circuits are difficult to im-

plement with lower power consumption. To adapt for such condition, digitally enhanced

analog circuit design techniques are popular to achieve low power consumption and high

integration purpose. Actually digital calibration techniques are useful to achieve the SOC

integration to benefit the CMOS scaling.

Low power ADC design can be a good example to illustrate this benefit. Considering

a two-step ADC architecture, both the residue amplifier and the comparator in coarse and

fine ADCs are key analog circuits. By traditional design concepts, the averaging and offset

storage techniques are applied to improving the comparator’s offset with certain power

consumption. In this thesis, an offset compensation technique is proposed to cancel the

input offset with ultra low power consumption.

Accurate residue amplifier is more difficult to achieve low power consumption on

scaled CMOS technologies with low supply voltage. In this thesis, the residue amplifier

can be implemented by a simple open-loop amplifier with non-idealities due to scaled

CMOS transistors. Open-loop amplifier can provide better design flexibility for noise-

limited ADCs. Its power dissipation can be independent on the sampling capacitance,

compared with close-loop amplifiers. Its non-idealities including gain error and nonlin-

earity are corrected by the proposed calibration processor in the digital domain. The
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calibration processor can operate in the background without interrupting the ADC normal

operation. The ADC performance can be greatly improved by using digital calibration

techniques.

A 10-bit 100-MS/s two-step ADC fabricated using a 90 nm CMOS technology has

been demonstrated to evaluate the proposed calibration techniques. This ADC uses the

distributed input track-and-hold network to eliminate the necessary power consumption

for the dedicated THA. It is also useful to extend the input dynamic range to supply

voltage (single-ended swing range). With offset-compensated comparators and digitally

enhanced residue amplifier, the proposed ADC only consumes a total power of 6 mW

at 100 MS/s sampling rate. The digital calibration processor only consumes power of

less than 1 mW. The ADC prototype occupies die area of 0.36 mm2 and its figure of

merit is 100 fJ/conversion-step. Compared with traditional two-step ADCs, the power

consumption of the proposed ADC is greatly improved.

6.2 Recommendations for Future Investigation

This section presents several suggestions for future investigations in low power ADC

design.

• The proposed offset compensation for the comparator needs twice comparisons,

which still wastes one half power dissipation. Digital estimation [15] is proposed,

but it needs more digital circuits to operate. Simpler offset estimation scheme

should be invented to save more power consumption and occupy smaller die area

for the comparator-based ADC architectures.

• The proposed calibration technique is suitable for the two-step ADC architecture.

The sub-DAC error can be ignored because the linearity of the resistor string is well-

maintained. While it is applied to the pipelined ADC architecture, the sub-DAC

error can be reduced by capacitor matching with larger capacitance. To mitigate

the requirement of capacitor matching, the proposed calibration technique should

be modified to be insensitive to sub-DAC error.



6.2. RECOMMENDATIONS FOR FUTURE INVESTIGATION 149

• The open-loop amplifier is applied to implementing the residue amplifier. However,

it is still similar to an analog circuit with smaller output dynamic range. Although

this amplifier is easy to implement even for process migration, this analog circuit

still suffer from the output dynamic range, which limits the accuracy requirement

for the next-stage sub-ADC. A ’digital-like’ residue amplifier should have the fea-

tures of easier implementation, larger output dynamic range and lower power con-

sumption.

• Considering the SFDR issue for the distributed input track-and-hold (T/H) used in

subranging or two-step ADCs, A dedicated THA is better to improve the SFDR

performance. However, how to design the THA with low power consumption and

large input dynamic range is a hard work. If distributed T/H is applied in the ADC

design, a systematic design methodology is necessary since most ADC architectures

use this technology to save power consumption and enlarge ADC input dynamic

range.

• The proposed calibration technique is applied to a 10-bit 100-MS/s ADC. To eval-

uate its effectiveness, this technique should be further applied to an ADC which

has higher resolution (≥ 12 bits) and faster sampling rate (≥ 200-MS/s). For a

12-bit ADC design, it can be implemented by two-step ADC or pipelined ADC ar-

chitectures. Two-step ADC uses resistor to generate necessary reference voltages.

The linearity of resistor string must have 12-bit accuracy. Pipelined ADC uses ca-

pacitors to implement, the capacitor matching is also a major concern. Gain and

nonlinearity calibration techniques can effectively reduce these requirement.
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Appendix A

Lyapunov Second Theorem on Stability

For a residue amplifier which has the non-idealities of gain error and nonlinearity, a signal

compensator is proposed with two coefficients, b1 and b3. The transfer function of the

residue amplifier is represented as

yd = f (y) = a1y + a3y
3 (A.1)

In above equation, only gain error (a1) and 3rd-order nonlinearity (a3) are considered.

The amplifier’s offset can be extracted by the Z-ADC and then removed in the calibra-

tion processor. To compensate these non-idealities, correct coefficients are necessary to

maintain the overall ADC performance.

The appendix shows how to find the correct coefficients based on the Lyapunov second

theorem on stability. To estimate the coefficients in the background, a random signal q is

applied to the estimated input Vda. For three different values of q, −1, 0 and +1, the output

of the residue amplifier can be represented as

yd,0 = a1 · y + a3 · y3

yd,+1 = a1 · (y + d) + a3 · (y + d)3

yd,−1 = a1 · (y − d) + a3 · (y − d)3

(A.2)

where d is the calibration amount. In this thesis, d is 8. As shown in Figure 4.21, the yd
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data are corrected by b1 and b3 to generate corrected data yc as below,

yc,0 = b1 · yd,0 + b3 · y3
d,0

yc,+1 = b1 · yd,+1 + b3 · y3
d,+1

yc,−1 = b1 · yd,−1 + b3 · y3
d,−1

(A.3)

The correction makes yc,0 ≈ y. Thus, we have

b1 =
1
a1

b3 = −
a3

a4
1

(A.4)

We neglect other high-order terms, which are treated as disturbances in the estimation

process.

In Figure 4.22, the coefficient estimator collects the yc data to extract information. The

acquired variables are

M = E[yc] ≈ E[y] (A.5)

S = E[y2
c ] ≈ E[y2] (A.6)

E1 = H1 +H2 − 16

= E[yc,+1] − E[yc,−1] − 16

≈ 16(b1a1 − 1) + 16(b1a3 + b3a
3
1)(3S + 64)

(A.7)

E2 = H1 −H2

= (E[yc,+1] − E[yc,0]) − (E[yc,0] − E[yc,−1])

≈ 384M (b1a3 + b3a
3
1)

(A.8)

A positive semi-definite function L is defined as

L =
1
2
E2

1 +
1
2
E2

2 (A.9)

By the Lyapunov second theorem on stability, if L satisfies

L ≥ 0 and
dL

dt
< 0 (A.10)

L is called a Lyapunov function candidate and the system is asymptotically stable. From

Equation (A.9), the condition L ≥ 0 is always true. Since E1 and E2 are functions of b1

and b3, which are varying with time, the condition dL/dt < 0 can be rewritten as

dL

dt
=
∂L

∂b1
·
db1

dt
+
∂L

∂b3
·
db3

dt
< 0 (A.11)
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One sufficient condition to satisfy the above inequality is

∂L

∂b1
·
db1

dt
< 0 and

∂L

∂b3
·
db3

dt
< 0 (A.12)

For a discrete-time system with slow varying b1 and b3, the above equations become

∂L

∂b1
· (b1[k + 1] − b1[k]) = −α1 < 0 (A.13)

∂L

∂b3
· (b3[k + 1] − b3[k]) = −α3 < 0 (A.14)

where α1 and α3 are two positive variables. Thus, the difference equation for b1 estimation

can be expressed as

b1[k + 1] = b1[k] − α1

(

∂L

∂b1

)−1

= b1[k] −

[

α1

(

∂L

∂b1

)−2
]

×
∂L

∂b1

(A.15)

Since α1(∂L/∂b1)−2 is always positive, the above equation can be represented by

b1[k + 1] = b1[k] − µ1 ×
(

∂L

∂b1

)

(A.16)

where µ1 is a positive constant, denoted as the updating factor for b1. With similar proce-

dure, the estimation equation for b3 can also be obtained as

b3[k + 1] = b3[k] − µ3 ×
(

∂L

∂b3

)

(A.17)

where µ3 is a positive constant, denoted as the updating factor for b3. From Equa-

tion (A.9), ∂L/∂b1 and ∂L/∂b3 are

∂L

∂b1
= E1 ·

∂E1

∂b1
+ E2 ·

∂E2

∂b1
(A.18)

∂L

∂b1
= E1 ·

∂E1

∂b3
+ E2 ·

∂E2

∂b3
(A.19)

Applying Equation (A.4), Equation (A.7) and Equation (A.8), the above equations can be

rewritten as

∂L

∂b1
=

16

b4
1

×
[

E1
(

b3
1 − (3S + 64)b3

)

− E2(24Mb3)
]

(A.20)

∂L

∂b3
=

16

b3
1

× [E1(3S + 64) + E2(24M)] (A.21)
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Equation (5.8) and Equation (5.9) shown in Section 5.3.5 are the simplified implemen-

tations of Equation (A.16) and Equation (A.17) respectively. The Z1 and Z3 variables

defined in Equation (5.10) and Equation (5.11) are the simplified ∂L/∂b1 and ∂L/∂b3

shown in Equation (A.20) and Equation (A.21). The 16/b4
1 term in Equation (A.20) is

neglected in calculating Z1 since the term is always positive and thus does not affect the

final value of sgn(Z1). The 16/b3
1 term in Equation (A.21) is also neglected in calcu-

lating Z3. Therefore, these two updating parameters Z1 and Z3 are calculated as below

equations,

Z1 = E1
(

b3
1[k] − (3S + 64)b3[k]

)

− E2(24Mb3[k]) (A.22)

Z3 = E1(3S + 64) + E2(24M) (A.23)
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Comparator Modeling

Comparator is widely applied in all types of ADCs, its comparison speed is important to

describe analytically. But comparator is not easy to be modeled due to the circuit behavior

is not biased on one operating point, similar to other analog circuits. For a simple latch

using cross-coupled inverters (or named back-to-back inverters), the delay analysis is

given in [84]. This analysis gives us a simple picture to show how process-dependent a

latch is. About the comparators used in ADCs, the above analysis may be not enough to

describe the timing delay more accurately. Even some analytical models are provided [85,

61, 86, 87], several assumptions are necessary given to achieve simple analytic models.

However, modeling of comparator is still necessary to provide designers a simple design

concept about its parameters to affect the performance, such as comparison speed, input

offset, input-referred noise, et al.

B.1 Comparison Speed

Here the comparison speed is referred to the description in [85]. For latch-type compara-

tor, after clock goes high, the comparator will have two operation phases: discharging

phase and regenerative phase. Referred to the proposed latch-type comparator, shown in

Figure B.1, we consider the condition that input and reference signals are very close. The

comparison time tcmp can be defined by two delays:

tcmp = to + tlatch (B.1)
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Figure B.1: Latch-type comparator schematic.

where to and tlatch means the delay during discharging phase and regenerative phase re-

spectively. Discharging phase means the transistors M13 and M14 are not turned on.

Regenerative phase means the cross-couple inverters are activated to do the regeneration.

During discharging phase, the output nodes Vop and Von will discharge the capacitive

loading CL from VDD to VDD-Vthp. The discharge delay to is given by

to =
CLVthp

Ip
(B.2)

where CL is the output loading on nodes Vop or Von, and Ip is the larger discharge current,

compared with another discharge current In While node voltages Vop and Von are below

VDD-Vthp, M13 and M14 turn on, and the comparator enters the regenerative phase.

The regenerative delay tlatch is determined by two corss-coupled inverters, which are

constructed by four transistors M13-M16. The delay can be given by

tlatch =
CL
gm,eff

ln

(

2
∆Vout
Vo

)

(B.3)

where gm,eff is the effective trans-conductance of the cross-coupled inverters. This delay

depends (in a logarithmic manner) on the initial difference Vo between the outputs Vop and
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Von at the beginning of regenerative phase (i.e. t = to). Based on Equation (B.2), Vo can

be calculated by

Vo = Vop(t = to) − Von(t = to) (B.4)

= Vthp −
Into
CL

(B.5)

= Vthp

(

1 −
In
Ip

)

(B.6)

The current difference ∆Io = Ip− In between two branches is much smaller than Ip or In.

Therefore, we can approximate that Ip ≈ In ≈ Io/2, andVo can be expressed as

Vo = 2Vthp
∆Io
Io

(B.7)

The current Io is the summation of three tail currents, IM4, IM8 and IM12, controlled

by Vrp, Vrn and Vcm. Assuming M4, M8 and M12 in the triode region and M1, M2, M5,

M6, M9 and M10 are in the saturation region, IM4, IM8 and IM12 can be approximated as

IM4 ≈ 2β
(

Vrp − Vthn
)2

(

1 −
0.75

1 + V DD−Vthn
Vrp−Vthn

)2

(B.8)

IM8 ≈ 2β (Vrn − Vthn)2

(

1 −
0.75

1 + V DD−Vthn
Vrn−Vthn

)2

(B.9)

IM12 ≈ 2β (Vcm − Vthn)2

(

1 −
0.75

1 + V DD−Vthn
Vcm−Vthn

)2

(B.10)

In above three equations, all trans-conductance parameters β and all threshold voltages

have been assumed to be equal. Moreover, for simplicity, these three above equations can

be assumed to be equal to IM4 if the central comparator is considered. Furthermore, IM4

can be Io/2 if the offset issue is ignored. This may cause the deviation of the comparison

time for different references, but the timing deviation should be smaller in the design

margin.

By the source-couple pair operation, ∆Io can be expressed as

∆Io =
√

βIoVida (B.11)

where β refers to M1 and M2. Vida means the voltage difference between the input nodes

of the differential pair (M1-M4). Actually it can be viewed as the resolution requirement
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of this comparator. With the current difference from Equation (B.11), the initial voltage

difference of Equation (B.7) becomes

Vo = Vthp

√

4β
Io
Vida (B.12)

Therefore the regenerative delay tlatch can be expressed as

tlatch =
CL
gm,eff

ln





1
Vthp

√

Io
β

∆Vout
Vida



 (B.13)

With Equation (B.2) and Equation (B.13), the total comparison time tcmp can be ex-

pressed as

tcmp =
4CLVthp

3Io
+

CL
gm,eff

ln





1
Vthp

√

Io
β

∆Vout
Vida



 (B.14)

where Io = IM4 + IM8. Considering the effect of the serial-connected nMOS transistors

M3 and M7, the output current Io can be modified to be Io = α · (IM4 + IM8), α < 0.5.

The actual value of α depends on the bias voltage of Vbx. Instead of the output swing

∆V out, mostly VDD/2 can be a better approximation. The output swing can be replaced

by ∆Vout = VDD − Vthp − VDD/2 = VDD/2 − Vthp.

The propagation delay tprop from output nodes Vop and Von to the backend latch or flip-

flop are necessary to be considered, tprop = K · tgate. The total comparison time can be

represented as

tcmp =
4CLVthp

3Io
+

CL
gm,eff

ln





1
Vthp

√

Io
β

VDD/2 − Vthp
Vida



 +K · tgate (B.15)

where tgate is the intrinsic gate delay and K represents the propagation delay by the unit

of tgate.

According to Equation (B.15), Io determines the discharging time if CL is designed

for the minimum noise requirement and Vthp is the process parameter. To reduce the

regenerative time, gm,eff can be larger if the wire loading dominants the capacitance of

CL.
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Figure B.2: Comparator schematic for noise analysis.

Figure B.3: Large signal transient plot for three operating phase.
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B.2 Input-Referred Noise

To make sure enough resolution provided by the comparator, the input-referred noise must

be evaluated at the design stage. Figure B.2 shows the comparator schematic for input-

referred noise analysis. This comparator circuitry is simplified to ignore all pull-high

pMOS transistors and bias- controlled nMOS transistor for analysis convenience. Loading

capacitors CO and CX are added to model the wire loading and parasitic capacitance of

the transistors for output and X nodes respectively.

For the comparator operation, after the clock signal φc goes high, these transistors

operate in different regions: saturation, triode or off regions. According to different oper-

ating regions of these transistors, there are three phases defined to complete the analysis.

To distinguish them by the timing intervals is not reasonable because the modeling of

nanoscaled CMOS transistors are blurred at the boundaries between these regions. How-

ever, to provide simple analytical functions to describe the input-referred noise, this sim-

plification can be a good candidate. In this section, the noise analysis is based on the

stochastic differential equations to describe the equivalent input referred noise [61].

Figure B.3 shows three operation phases after the clock signal goes high. In these

phases, the convention Ai,j denotes the parameter A of the transistor Mi in phase j. VCM
is the input common-mode voltage. VTP i and VTNj is the threshold voltage for pMOS

transistor Mi and nMOS transistor Mj, respectively. For further simplification, we assume

that all pMOS transistors have the same threshold voltage and all nMOS transistors also

have the same threshold voltage, the bulk effect is neglected.

Phase 1 is defined as the time interval (t1 − t0) during which the clock signal goes

high and only transistors M0, M1 and M2 operate at saturation region, as the following

relation:

vX ≥ VDD − VTN3 (B.16)

The initial instant t0 is defined as the time that M1 and M2 start conducting in saturation ;

and the final instant t1 occurs when vX (can be represented as vxp and vxn) discharge from

VDD to VDD − VTN3 to turn on M3 and M4. The voltage change on nodes X after the
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first phase is approximated as

∆vX = vX(t0) − vX(t1) (B.17)

≈ VTN3 (B.18)

If the comparator input voltages are close to each other (only such critical condition is

considered), the comparator is assumed to be balanced for noise analysis. At t1, the

variance of both nodes can be calculated to reach the following values:

E[v2
dO(t1)] =

2kT
CO

(B.19)

E[v2
dX(t1)] =

2kT
CX

+
4kTγgm1,1t1

C2
X

(B.20)

where γ is the noise factor of the transistor, its value can be 2/3 for long-channel devices

or much higher value (e.g. 4) for nanoscaled CMOS transistors. The noise variance

E[v2
dX(t1)] is the initial condition for output noise in phase 2.

Phase 2 is the time interval (t2 − t1) during which M1-M4 are all in the saturation

region and can be defined by

vX ≥ VCM − VTN1 (B.21)

The above equation defines the final instant t2, which is corresponding to M1 and M2

going out of saturation. The voltage change on nodes X in phase 2 is approximated by

∆vX,2 = vX(t1) − vX(t2) (B.22)

≈ VDD − VCM (B.23)

At phase 2, a positive feedback starts to operate due to M3 and M4 conduction. The

variance at output nodes is expressed as

E[v2
dO(t2)] =

C2
X

(CO − CX)2

(t2 − t1)2

τ2
2

E[v2
dX(t1)]

+
(CO − CX + CX

t2−t1
τ2 )2

(CO − CX)2
E[v2

dO(t1)]

+
4kTγgm3,2(t2 − t1)

C2
O

(B.24)
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where τ2 is the time constant for this positive feedback loop, and is defined as

τ2 =
CXCO

gm3,2(CO − CX)
(B.25)

Actually, the time interval (t2 − t1) is much smaller than the time constant τ2, Equa-

tion (B.24) can be further simplified.

Phase 3 is defined as the time interval (t3 − t2) during which only the cross-coupled

inverters are active since the influence of the input pair can be neglected. This is because

the nodes X are almost grounded to isolate the differential input pair.

vX ≈ 0 (B.26)

The final instant t3 can be thought as the end of the exponential regenerative phase of

the latch, when some transistors in the cross-coupled inverters enter triode and then off

regions.

E[v2
dO(t3)] =

(

2kTγ
CO

+ E[v2
dO(t2)]

)

e
2(t3−t2)

τ3 (B.27)

where τ3 is the regeneration time constant,

τ3 =
CO

gm3,3 + gm5,3
(B.28)

By merging Equation (B.19), Equation (B.20) and Equation (B.24) into Equation (B.27),

the total output variance at t3 can be obtained including contributions from all devices

during all phases. To generate the input-referred noise, the global input-output equivalent

gain Geq must be generated by

Geq = −
gm1,1t1gm3,2(t2 − t1)

CXCO
e

(t3−t2)
τ3 (B.29)

With input-output equivalent gain Geq, the input-referred noise σ2
n can be represented as

σ2
n =

E[v2
dO(t3)]

G2
eq

(B.30)

Considering Equation (B.30) with transistors parameters during three phases: the

noise from the input pair transistors M1-M2 during phase 1 and 2; the noise from cross-

coupled inverters transistors M3-M6 in phase 2 (M3-M4) and phase 3 (M3-M6); the noise
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sampled on the output and X nodes by the switches S1-S2 and S3-S4, respectively, at the

onset of phase 1. The input-referred noise can be represented as

σ2
n = σ2

M1 + σ
2
S1 + σ

2
M3−M5 + σ

2
S3 (B.31)

The first term in Equation (B.31) denotes the contributions of M1 and M2 during

phase 1,

σ2
M1 =

4kTγ
gm1,1t1

(B.32)

The second term in Equation (B.31) denotes the contributions of S1 and S2 (M1 and M2

act as the switch, on the CO),

σ2
S1 =

2kTC2
X

g2
m1,1t

2
1CO

+
4kTC2

X

g2
m1,1t

2
1COgm3,2(t2 − t1)

+
2kTC2

XCO

g2
m1,1t

2
1COg

2
m3,2(t2 − t1)2

(B.33)

The third term in Equation (B.31) denotes the contributions of M3-M6 during phase 2

and phase 3,

σ2
M3−M5 =

4kTγC2
X

g2
m1,1t

2
1gm3,2(t2 − t1)

+
2kTγC2

XCO

g2
m1,1t

2
1COg

2
m3,2(t2 − t1)2

(B.34)

The last term in Equation (B.31) denotes the contributions of S3 and S4 (M3 and M4 act

as the switch, on the CX),

σ2
S3 =

2kTCX
g2
m1,1t

2
1

(B.35)

Rearranging above four terms, by the following substitutions

gm1,1(t1 − t0) =
2CX∆vX,1
Vov1,1

(B.36)

gm3,2(t2 − t1) =
2ID3,2CX∆vX,2

Vov3,2(ID1,2 − ID3,2)
(B.37)

These four terms can be represented as follow,

σ2
M1 =

2kTγ
CXF

σ2
S1 =

kT

2COF 2
+

kT

2CXF 2H
+

kTCO

8C2
XF

2H2

σ2
M3−M5 =

kTγ

2CXF 2H
+

kTγCO

8C2
XF

2H2

σ2
S3 =

kT

2CXF 2

(B.38)
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Table B.1: Comparison between predicted, simulated and measured input-referred noise
σn

Design σeqn σsim σmeas
0.18 µm 0.93 mV 0.8 mV 1.2 mV
90 nm 1.18 mV 1 mV 1.1 mV

where two factors F and H are defined as below,

F =
VTN3

Vov1,1
(B.39)

H =
VDD − VCM

Vov3,2

ID3,2

ID1,2 − ID3,2
(B.40)

With Equation (B.38), we can conclude that the input-referred noise caused by each

device can be the usual format of kT/C with additional factors. To reduce the input-

referred noise, either increasing the capacitance (of CX and CO) or making the factors

F and H as high as possible. The factor F , which exists in all noise terms, is easier to

adjust the overall noise. By Equation (B.39), smaller Vov1,1 can get higher value of F .

It concludes that low input common-mode voltage is better to get lower input-referred

noise. However, considering the body effect, VTN3 is also higher for high common-mode

voltage to increase F but not effective as Vov1,1. Another way to get higher F is to lower

the discharging current or increase the size of transistors M1 and M2. The factor H

exists only in some terms in Equation (B.38) during phase 2. It indicates that adjusting

transistors M1 and M2 is better than M3 and M4 to get effectively low input-referred

noise.

From above descriptions, we may conclude that the lower input-referred noise can be

achieved by three design concepts for the comparator:

(1) Lower input common-mode voltage.

(2) Lower discharging current.

(3) Larger transistor size for the input differential pair.

To evaluate the accuracy of Equation (B.38), a comparison table given in [61]. Ta-

ble B.1 shows the comparison results between predicted, simulated and measured input

noise σ. Compared with the measured result, the predicted data (σeqn) has 25 percent and

10 percent deviation for 0.18 µm and 90 nm CMOS technologies respectively.
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Figure B.4: The input-referred noise depends on F and H .

An input-referred noise estimation from Equation (B.31) is shown in Figure B.4, with

the condition of CO=3 fF and CX=2 fF. These two estimations are dependent on F andH

respectively. The result shows the effect of H is not obvious, which the resultant input-

referred noise voltage is between 1.2 mV and 1.6 mV. However, smaller F can result in

larger noise voltage, which can be up to 6 mV. That means Vov1,1 should be as small as

possible. For low resolution comparators, the input-referred noise may not be an issue.

But for higher resolution requirement, such as the comparator in SAR ADC, this noise

can lower down the ADC’s SNR. The simplest solution is to enlarge the capacitance of Co
and Cx, but it also slow down the comparison speed. To mitigate the input-referred noise

of the latch comparator, the proposed Vbx-controlled nMOS transistor can reduce Vov1,1 to

get larger value of F .
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Appendix C

Design Considerations

C.1 Sampling Clock Jitter

Considering a N-bit ADC with the differential inputs Vip and Vin,

Vip = A · sin(2πfint) (C.1)

Vin = −A · sin(2πfint) (C.2)

where 4A is the differential peak-peak input range and fin is the input frequency. The

VLSB is then defined as

VLSB =
4A
2N

= 2−N+2 · A (C.3)

For the jitter-induced error, we can differentiate Vip and Vin w.r.t. time t to get their maxi-

mum voltage deviations, ∆Vp and ∆Vn.

∆Vp = A · 2πfin × ∆t (C.4)

∆Vn = −A · 2πfin × ∆t (C.5)

where ∆t is the jitter-induced random variable, ∆Vp and ∆Vn are also random variables

due to clock jitter. Here we assume the clock jitter for Vip and Vin are the same, By

differential operation, the input deviation ∆V is ∆Vp−∆Vn. The standard deviation of the

differential voltage σ(∆V ) is defined as

σ(∆V ) = (4πfinA) × σt (C.6)
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To reduce the error due to clock jitter, ∆V must be less than VLSB/2. That means the

standard deviation of ∆V must less than VLSB/6 for 3σ confidential level.

σ(∆V ) <
VLSB

6
(C.7)

With Equation (C.3), Equation (C.6) and Equation (C.7), the clock jitter specification can

be represented as

σt <
1
6
· 2−N · (πfin)−1 (C.8)

where σt is the standard deviation of the clock jitter.

For example, for a 6-bit 2 GS/s ADC, σt is less than 830 fs at 1 GHz input frequency.

For a 10-bit 200 MS/s ADC, σt is less than 520 fs at 100 MHz input frequency. For a

12-bit 100 MS/s ADC, σt is less than 260 fs at 50 MHz input frequency. In general, for

higher resolution and higher sampling rate ADC, the clock jitter usually dominates ADC’s

dynamic performance.

C.2 Distributed Input Track-and-Hold

For a nanoscaled CMOS ADC, with the digital enhancement, its power consumption is

greatly reduced. But if the dedicated track-and-hold amplifier (THA) is applied, its power

consumption will dominate the overall ADC power dissipation. Except that, the input

dynamic range is also limited by the output range of the operation amplifier. To avoid

above two issues, the distributed T/H is widely used in low power ADCs.

For subranging or two-step ADCs, even passive T/H does not consume static power, it

basically has two issues to be considered: one is the sampling clock quality and the other is

the variant group delay for all samplers. Considering the sampling clock quality for these

ADC architectures, the resolution requirement (≤ 6 bits) is easy to achieve. The sampling

clock signal for distributed T/H has two concerns: skew and jitter. The clock skew can be

suppressed by using tree-like network to control the sampling switches. The clock jitter is

necessary to be concerned since more clock buffers will introduce extra amount of jitter.

For resolution and input frequency requirements, the extra clock jitter introduced by clock

buffers should be carefully considered, as mentioned in Appendix C.1.
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Figure C.1: Distributed input track-and-hold network, (a) queuing network and (b) tree
network.

For nanoscaled CMOS technologies, the wire loading dominates the overall timing

delay. This cause the input trace necessary to be concerned in the distributed T/H network.

Figure C.1 shows two different input signal traces, one is queuing network and the other is

tree network. Here we assume all samplers have same switches and capacitors. Queuing

network input trace is easy to implement with minimum wire loading. However, this trace

causes variant group delay for every sampler in the sub-ADC. That means the sampled

input voltages have larger deviations among V1R and V1C[i], for i = 1 · · · 32. For overall

ADC linearity, variant group delay introduces severe distortion at the ADC output.

Different from Figure C.1(a), Figure C.1(b) represents another input trace, tree net-

work. We can define levels of tree network as the number of common nodes the input

signal pass through. For example, in Figure C.1(b), it is a 2-level tree network. More

levels the tree has, more balanced the sampled input signal are. The sampled input devi-

ation among V1R and V1C[i], for i = 1 · · · 32 can be greatly reduced. Although this will

introduce extra wire resistance and loading capacitance, it still has smaller group delay

for all samplers in the sub-ADC.

For high-resolution ADC with high frequency input signal, the input traces for residue



170 APPENDIX C. DESIGN CONSIDERATIONS

amplifier and sub-ADC must be symmetrically placed to maintain the signal quality after

sampled into the distributed T/H. If the samplers in sub-ADC is different from that in

residue amplifier, the sampling switches and capacitors must be considered to keep the

balanced RC delay. A comparison was made by both queuing and 2-level tree networks,

the former will induce over 12 dB SFDR loss for 10-bit ADC operating at 100 MS/s and

10 MHz input frequency.



Appendix D

Nanometer CMOS Characteristics

For nanometer CMOS technologies, the characteristics of the transistors are worse for

analog circuitry, for example, lower intrinsic gain, lower supply voltage, and gate leak-

age, et al. Here two major issues are discussed: one is the low supply voltage and the

other is the gate leakage. Low supply voltage brings circuit designers more difficult to de-

sign analog circuit to achieve the target performance with low power consumption. Gate

leakage brings the analog circuits potential problems which may cause severe function

fail if it is not considered at the design stage.

D.1 Supply Voltage

The decreasing supply voltage has become a major issue to design analog circuits under

CMOS evolution. Both the signal-to-noise ratio, SNR, or signal-to-noise-and-distortion

ratio, SINAD, are greatly reduced due to the decreasing supply voltage. Although the

supply voltage has dropped from 2.5 V to 1.0 V, most analog circuits can still be well-

designed to maintain their performance.

For traditional design, the output swing can be VDD-2Vdsat, Vdsat is the voltage to

maintain the device under saturation region. Vdsat can be 200 mV for high supply voltage,

and 100 mV for low supply voltage. For a 2.5 V supply voltage (VDD is 2.5 V), the

output swing is 2.1 V. For a 1 V supply voltage, the output swing is lower down to 0.8 V.

It means that the signal power is only one-seventh compared with 2.5 V design. The
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equivalent noise power must be lower down to maintain the same SNR and SINAD.

Considering a 12-bit ADC design, the supply voltage is changed from 2.5V to 0.5V

due to CMOS scaling. For a linear amplifier, its output stage can be shown in Figure D.1.

The sampling capacitor Cs is connected to the output node Vo. The output signal

swing is defined as VDD − 2Vdsat. By differential operation, the signal power (σ2
S) and

noise power (σ2
n) are defined as

σ2
S = (VDD − 2Vdsat)2/2 (D.1)

σ2
n = 2kT/Cs (D.2)

According to SNR definition,

SNR = σ2
S/σ

2
N = Cs · (VDD − 2Vdsat)2/4kT (D.3)

the sampling energy Es can be represented as

Es =
4 · SNR · (kT )

(1 − 2 (Vdsat/VDD))2
(D.4)

Figure D.2 shows how supply voltage affects Cs and Es. To maintain enough SNR, the

sampling capacitance will be greatly increased. The sampling energy also increases as

the supply voltage decreases. In general, the overall ADC energy E is proportional to Es,

E = K · Es. The ratio K is dependent on the ADC architecture and circuit complexity.

The result shows us how low supply voltage deteriorates the low power ADC design trend.

For low power ADC design, this situation is more severe. How to design analog

circuits with less than 1 V supply voltage to maintain certain SNR or SINAD is a great

challenge. Several possible solutions are described as follow.

One trend is to benefit the CMOS evolution, using comparator-based architectures to

implement. For example, the SAR ADC becomes a popular architecture to achieve a low

power ADC.

Another trend is to modify the amplifier circuits to provide high output swing with

lower power consumption. For example, using a low gain amplifier with correlated level

shifting to keep large enough signal swing [88].

Digital calibration techniques are also powerful to improve the ADC performance

under low supply voltage. For example, the pipelined ADCs use amplifiers with non-

idealities to construct the residue amplifier. To improve these non-idealities, the digital
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calibration processor is applied to maintain both low supply voltage and low power con-

sumption.

However, to face the coming ultra low supply voltage request (less than 0.8 V), what

is the best solution?

D.2 Gate Leakage

Gate leakage is another phenomena caused by the CMOS evolution. The gate current, due

to direct tuning through the thin gate oxide, depends mainly on gate-source voltage (Vgs)

and gate area (WL). Figure D.3 shows a simplified MOS transistor acts as a sampling

capacitor (CG) with a gate current (iG) or a tunnel conductance (gtunnel). If the gate current

is small enough to be neglected, the gate node of MOS transistor is capacitive, otherwise

it is resistive. To determine the gate node of MOS transistor is capacitive or resistive, a

factor fgate is defined as [89]

fgate =
gtunnel
2πCG

≈ 1.5 · 1016 · v2
GS · e

tox(vGS−13.6)(nMOST)

≈ 0.5 · 1016 · v2
GS · e

tox(vGS−13.6)(pMOST)

(D.5)

where tox is in [nm] and vGS is in [V]. fgate can be treated as a process- and vGS- dependent

gate-leakage parameter. pMOS transistor can have smaller fgate than nMOS transistor. If

signal frequencies are higher than this fgate, the input impedance is mainly capacitive.

Otherwise, the input impedence is mainly resistive. For 0.18 µm CMOS, the gate node

is capacitive for input frequencies higher than 0.1 Hz. There is no gate leakage problem

unless the input frequencies are very lower than 0.1 Hz. However, for 65 nm CMOS, the

gate node is resistive if the input frequencies lower than 1 MHz. The gate leakage problem

becomes a severe issue for nanoscaled CMOS technologies. Therefore, high impedance

nodes must be carefully reviewed to avoid low-frequency operation.

In ADC designs, MOS transistors are usually applied as capacitors to store charge.

Gate leakage actually causes a nonzero droop rate of the voltage across MOS capacitor,

shown in Figure D.3. In [89], the droop rate of the MOS capacitance is given by
dVh
dt
≈ −fgate (D.6)
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Figure D.1: Amplifier output stage.

Figure D.2: Supply voltage issue for sampling capacitance and sampling energy.
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Vh CG iG Vh

(a) (b)

Figure D.3: Gate leakage on a high impedance node for (a) nMOS gate and (b) its equiv-
alent circuit.

According to Equation (D.6), for track-and-hold circuits, the maximum hold time is given

by

∆t ≈
∆V

fgate
(D.7)

For example, ∆V is 1 mV, the maximum hold time is only nano second range for 65 nm

CMOS. That means thin-oxide MOS transistors are not suitable to be capacitors for low

and medium sampling rate ADC. Only thick-oxide transistors or metal-metal capacitors

can be applied to avoid the gate leakage issue, but the area efficiency is lowered. For

popular SAR ADC architectures, the gate leakage is a severe issue for higher resolution

requirements.
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