Low-Power All-Digital Clock Generators for

SoC Applications

e AN - .
hERR  FHErEL

PE R4 A4 E S



YA 2 A‘ u . Ve 52
},@? R “%,._,BEB T 2o 16«.1}4 -?F

PETERE SR
Low-Power All-Digital Clock Generators for

SoC Applications

oy o4l R 43 Student: Duo Sheng

Ry 2L Advisor: Dr. Chen-Yi Lee

A Dissertation
Submitted to Department of Electronics Engineering & Institute Electronics
College of Electrical and Computer Engineering
National Chiao Tung University
in Partial Fulfillment of Requirements
for the Degree of Doctor of Philosophy
in
Electronics Engineering
June 2010

Hsinchu, Taiwan, Republic of China

ENR 4 L4 & =



AT LR T AR F R b S P iR P F
HWE o AR S PR T RF I R PEIRAEL FI R e i
R A T AR R AT R P EERA S BReS L - £ ek
ot P gd BY @ "4 2 R RASE ERAES B MERT
R PEG TR AR PR BT RS R SR R B Om fE S A e
AL S N 2P RS NRI T B L R K S A
SR B G Y Y o g AT RS S T Y S e AR
PERR A4 BEG & FRLIRDFI T R R RN R 2R S Rk

AR Y KA S eI A 4 B 3 K ) R R R B o

iR A 4 BRI AP TR R FRT B E R
fode o B AR BB e R A RE B S R 2 A 4
B ilocn A HEFLLR PP T AHe F AR - MHFF i
e dp AR RO Blere Ao f SRR T BRF T RFRT S
e QUALLLY Seat: SRS S iE S - SR H R S RO R B X
B (PAE B b P AR B A B IR o e R R A B BAIE HE R & Y

7o & oert FOP S P e Bl  BF Al et kR Y TR AR
BB U F SR e FP o iR T B s A £ 12 e B

PEE R



GApuw R EFIRE A BY B LAE A - o b EF A FEEAN DL
Bod o BrApae B R & Pl chdk B B P ARGLEL ) Tl A h v R F R B
A TR D B AP B o IR T s R N R i E R B <
WHRE AR PR G R A o p 2 2 BRI A
EF - BFRF3 AN Y TR HIFr 50 MR h T BT
ARG BN TRV B AAROFE R ARV RN OB F TP

O~ PEIRAR D B 4

A AAS Y R EATARPAR AL P B Y EFHRE SR
Hprcivm B 5 &% od 3EFRE F R E T & FRORREPI R
U SRR X S i R P S TR IRV ST R SUN TN QLR AL
R RS AT ASNERAD B T SR TR BRI ST i B
T He R AT @ BRI E R b RS TR R R AP VT G RE BT oA A
PRl A A Y TR e D BN e Rk S B T R Y P s
Bt 0 R R B AR AR i A B R TR R

A TR DR EEPEIRA 2 FR D R o0 R AT il
T BE LA FEITABEF N B RS TP T I R RSN E A2
KFRAM - FIH E G hT BEM S T T Aok BF AT A - AR b OR-H K
WAL o Ft o MR N 2 B PR A 2 B S Y A RR

P TS -2

ii



Low-Power All-Digital Clock Generators
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Student: Duo Sheng Advisor: Chen-Yi Lee
Department of Electronics Engineering and Institute of Electronics,
National Chiao-Tung University

Abstract

As IC technology migrates to nano-scale era and the demand of electronic
product function increases, the design of system-on-chip (SoC) becomes more
complex. In the complex SoC design, it needs many different clock signals for the
different functional requirements. Thus, how to design the various clock generators
for SoC applications becomes an important topic. Traditional clock generators are
designed by analog approach. However, the. analog clock generator not only
encounters a high design challenge as supply voltage decreases, but also it is hard to
be integrated into system design due to-large area. In contrast to analog approach, all
digital design approach is very suitable for SoC applications due to high portability
and low design cost. In addition, power consumption and performance are major
design considerations of clock generator in SoC applications. Thus, this work
proposes a systematic all-digital design approach to implement various clock

generators with high performance and low power for SoC applications.

The kernel module of all-digital clock generators is digitally controlled oscillator
(DCO) and delay cell. Because DCO and delay cell dominate the overall performance
and power consumption of all-digital clock generator, this work proposes a
high-performance and low-power DCO and delay cell that can apply to all kinds of
all-digital clock generators for SoC applications. The proposed DCO employs a

cascadable structure with coarse and fine-tuning stage to achieve high resolution and
1ii



wide frequency range at the same time. The coarse-tuning stage utilizes a segmental
delay line (SDL) to reduce redundant power, and the proposed hysteresis delay cell
(HDC) can reduce the circuit complexity and loading of the fine-tuning stage to
further lower down the power consumption. As a result, the power consumption of the

proposed DCO can be reduced significantly while keeping high performance.

The phase-locked loop (PLL) is the most essential type of clock generator. For
the power management system application, PLL should provide the locked clock
signal in a short time. Thus, this work proposes a fast-lock-in all-digital PLL (ADPLL)
which employs a novel 2-level flash time-to-digital converter (TDC) to reduce lock-in
time with low hardware cost. Besides, an all-digital spread spectrum clock generator
(ADSSCGQG) that reduces the electromagnetic interference (EMI) effect is another
important design in SoC applications. The proposed rescheduling division triangular
modulation (RDTM) scheme can ‘enhance the phase tracking capability and provide

wide programmable spreading ratio at the same time.

Memory is an essential component of SoC design. Double data rate (DDR)
memories have been widely used for high-performance system in modern SoC
designs to meet required data bandwidth. Because DDR memory controller needs
specified clock and control signal to ensure the functionality and performance of data
accesses, a tunable phase shift scheme based on all-digital delay locked loop (ADDLL)
and digital control phase shifter (DCPS) has been proposed in this work to solve the
delay mismatching issue. In addition, memory design utilizes the synchronous mirror
delay (SMD) to eliminate the clock skew by wire delay mismatching. The proposed

all-digital SMD (ADSMD) uses edge-trigger mirror delay cells to enlarge the input

v



duty cycle range and fine-tuning delay line with high-resolution delay cell to reduce

the static phase error.

The proposed all-digital clock generators not only use the proposed DCO/delay
cell and several design techniques to enhance performance and reduce power
consumption, but also can be realized by standard cells in standard CMOS processes,
making it easily portable to different processes as a soft intellectual property (IP). As
a result, the proposed all-digital clock generators are very suitable for SoC

applications as well as system-level integration.
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Chapter 1

Introduction

1.1 Motivation

As IC technology grows up rapidly, the focus of the modern VVLSI design moves
from single functional block to system-level integration and single chip solution.
Because the demand of electronic product function increases, many different
functional blocks are integrated into single chip, leading to increase the design
complexity of system-on-chip (SoC). In the complex SoC design, it needs the various
clock signals to meet the different functional block requirements. Hence, how to
design the various clock generators ‘toprovide suitable clock signals for SoC

applications becomes an important topic.

The design for realizing clock generator can be partitioned into analog and
all-digital design approaches. Traditionally, the clock generators are realized by
analog approach. However, as supply voltage decreases, both gain and frequency
range need to be traded off in voltage-controlled oscillator (VCO) which is the most
important block in analog clock generator. In addition, due to serious leakage current
problem, it is hard to design a charge-pump circuit that is the essential block in analog
clock generator in more advanced process technology. Thus it needs more design
efforts to integrate analog clock generators in SoC with lower supply voltage and
advanced process. Moreover, because the analog clock generator employs the passive

-1-



components such as resistor and capacitor to form the loop filter, it induces large area
and cost. Furthermore, as technology migrates, the analog blocks in clock generator

need to be re-designed, leading to enlarge the design turn around time.

In contrast to analog clock generator, all-digital design approach does not utilize
any passive components and use digital design approaches, making it easily be
integrated into digital and low-supply voltage systems. Because all-digital clock
generator is reusable as a soft intellectual property (IP), it can radically decrease
time-to-market for a design and be very suitable for SoC applications as well as
system-level integration. As a result, it motivates us to focus on all-digital clock

generator design for SoC applications in this dissertation.

Performance and power are always the mast important design considerations in
SoC design. Because the all-digital clock generator controls timing discretely, the
minimum controllable delay resolution should be quite high to achieve low
steady-state jitter. In addition, because a large number of clock generators are to be
integrated into single chip, each clock generator should have low-power characteristic
to further reduce overall power consumption of system. Among the functional blocks
of all-digital clock generators, digitally controlled oscillator (DCO) is the kernel
module, because it dominates overall performance and power consumption of
all-digital clock generator. For example, DCO occupies over 50% power consumption
of all-digital clock generator [1], and the delay resolution and operating range affect
jitter performance and output frequency range of all-digital clock generator,
respectively. According to these design requirements, all-digital clock generators
require a high-performance and low-jitter DCO. Thus, before we start to study and

design all-digital clock generators, a high-performance and low-power delay cell and
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DCO that can be applied to all kinds of all-digital clock generators for SoC

applications should be proposed first.

After we complete the design of a low-power DCO, the follow-up work focuses
on all-digital clock generators. There are four important types of clock generators in
SoC applications, namely phase-locked loop (PLL), spread-spectrum clock generator
(SSCG), delay-locked loop (DLL), and synchronous mirror delay (SMD). The

function and application of these clock generators are demonstrated as follows:

® PLL: It is widely used in microprocessor (up) based and digital system
[2]-[4]. It receives reference clock from the external components, for
example a quartz crystal, and generates a set of system clock signals with

frequency multiplication for system operation.

® SSCG: In SoC applications, the radiated emissions of system should be kept
below an acceptable level to ensure the functionality and performance of
system and adjacent devices, especially in high-speed serial link and
video/display systems [5]. The SSCG can reduce the electromagnetic
interference (EMI) effect significantly by the frequency-spreading clock and

maintain the system performance [6].

® DLL: In the high-speed serial link and data transmission applications, a
DLL-based multiphase clock generator generates the multiphase clocks that
can be used to find a better sampling point and process data streams at a bit
rate higher than internal clock frequencies to improve overall system

performance [7], [8]. In addition, DLL also can eliminate the clock skew



among different functional blocks due to large wire loading in single chip or

among multiple chips.

® SMD: Memory is an essential component of SoC design. In order to
eliminate the internal clock skew by wire delay mismatching, memory
design needs a synchronous mirror delay (SMD), with low complexity and
small area, to quickly provide a small static phase error clock as compared

with the external clock [9].

The design for SoC applications not only has to achieve high performance, low
power, and low complexity, but it requires high portability to migrate to other
processes easily and have a short design turn around time. Hence, this work attempts
to implement the proposed all-digital clock generator only with standard cells, making

it easily portable to different processes and very suitable for SoC applications.

1.2 Goal and Contribution

From the descriptions in the previous section, we can find that low-power
all-digital clock generators are highly demanded in SoC applications. On the other
hand, the performance requirement of clock generator grows rapidly as design
complexity increases. Thus, the low-power all-digital clock generators design
becomes more challenging than before. In this dissertation, an ultra-low-power DCO
designed for all-digital clock generators is proposed. And based on this proposed
DCO and delay cell, the overall power consumption can be saved significantly. The
proposed all-digital clock generators not only utilize the proposed DCO and delay cell

to raise performance, but also have performance improvement from the algorithmic



and architectural level. Furthermore, the proposed clock generators are truly portable
because of realization by standard cells only. The goal and contribution of this

dissertation are summarized as follows.

1. Digitally controlled oscillator (DCO)

® Goal: Propose a low-power and high-resolution DCO for all-digital

clock generators.

® Contribution:

B Based on the proposed segmental delay line (SDL) and hysteresis
delay cell (HDC), the total power consumption of the proposed
DCO can be improved to 140uW at 200MHz. As compared with
conventional approaches, power consumption can be saved by
70% and 86.2% in-coarse-tuning and fine-tuning stages

respectively.

B The proposed DCO employs a cascade-stage structure to achieve

high resolution with 1.47ps and wide range at the same time.

2. All-digital phase-locked loop (ADPLL)

® Goal: Propose a fast lock-in and low-power ADPLL for power

management scheme.

® Contribution:



B The proposed ADPLL uses a novel 2-level flash time-to-digital
converter (TDC) to lock in within 2 reference clock cycles. In
contrast to single level type, our proposed design takes only 12
D-flip-flops, thus it can reduce hardwire complexity and power

consumption.

B The proposed ADPLL employs the proposed low-power DCO

saves the overall power consumption.

3. All-digital spread-spectrum clock generator (ADSSCG)

® Goal: Propose a low-power and programmable spreading ratio
ADSSCG for EMI reduction of liquid crystal display (LCD) display

system.

® Contribution:

B The proposed ADSSCG employs a novel rescheduling division
triangular modulation (RDTM) to enhance the phase tracking
capability and provide wide programmable spreading ratio. The
reduction of peak power is 9.5dB at 54MHz with 1% of spreading
ratio, and the reduction of peak power is 15dB at 27MHz with

10% of spreading ratio.

B The proposed ADSSCG employs the proposed low-power DCO
with auto-adjustment algorithm saves the power consumption

while keeping delay monotonic characteristic.



4.

5.

B The total power consumption is 1.2mW at @54MHz, and the
power index is 22.2 (UW/MHz) that is the highest
power-to-frequency ratio as compared with the state-of-the art
designs, implying the proposed ADSSCG is more effective in

power saving for a given operating frequency.

All-digital delay-locked loop (ADDLL)

® Goal: Propose a tunable phase shift scheme based on ADDLL for DDR

memory interface.

® Contribution:

B The proposed -phase shift. scheme provides an all-digital and
suitable solution .to~eliminate the non-ideal effect of data
transmission between-multi-chip interconnections especially for

high data rate interconnection applications.

B The proposed ADDLL that employs the high-performance
digitally controlled delay line (DCDL) with HDC and TDC can
achieve small phase-shift error in 1.3° at 400MHz and locking
time of less than 13 clock cycles. As compared with the
conventional ADDLLs, it can achieve the fastest phase lock and

keep the smallest phase-shift error.

All-digital synchronous mirror delay (ADSMD)



® Goal: Propose a wide input duty cycle range and small static phase

error ADSMD for clock synchronization in SoC applications.
® Contribution:

B The proposed SMD uses the edge-trigger mirror delay cell to
enlarge the input duty cycle range (from 20% to 80%) and the
blocking edge-trigger scheme to ensure the functionality and

performance.

B The phase error can be reduced to 18ps at 400MHz by the
proposed delay-matching structure and fine-tuning delay line with

high-resolution delay cell.

1.3 Dissertation Organization

This dissertation is organized as follows. Chapter 2 describes the proposed
architecture and circuit of high-resolution and ultra-low-power DCO. The proposed
DCO and HDC can be applied to the following clock generators. In Chapter 3, the
general binary search-based ADPLL is discussed and the proposed TDC-based
ADPLL for fast-lock-in demand is presented. Chapter 4 focuses on the proposed
ADSSCG employs a novel rescheduling division triangular modulation (RDTM) to
enhance the phase tracking capability and provide wide programmable spreading ratio.
And the auto-adjustment algorithm for monotonic delay characteristic also has been

proposed . In Chapter 5, the proposed tunable phase shift scheme based on ADPLL

-8



for DDR controller application is presented. Chapter 6 describes the proposed
ADSMD employs a delay-matching structure and a high-resolution delay cell to
achieve small static phase error and an edge-trigger mirror delay cell to extend input

duty cycle range. Finally, the conclusions and future works are given in Chapter 7.



Chapter 2
Low-Power Digitally Controlled
Oscillator with Hysteresis Delay Cell

2.1 Introduction

Digitally controlled oscillator (DCO) and digitally controlled delay line (DCDL)
is the most important module in ADPLL/ADSSCG and ADDLL/ADSMD
respectively. The delay cells are used- to- construct a ring oscillator in
ADPLL/ADSSCG and a delay “line in ADDLL/ADSMD. In this chapter, the
high-performance and low-power delay-cell will-be described first, and the follow-up

works will focus on the DCO architecture design with the proposed delay cell.

Basically, digitally controlled oscillator (DCO) dominates the major
performances of the all-digital clock generators such as power consumption and jitter,
and hence is the most important component of such clocking circuits [1], [10]-[14]. In
terms of power, DCO occupies over 50% power consumption of an all-digital clock
generator [1]. For example, the DCO occupies 59% power consumption of an
all-digital phase-locked loop (ADPLL) as shown in Fig. 2.1. As a result, the power
consumption of DCO should be reduced further to save overall power dissipation to
meet low-power demands in SoC designs. Besides, the resolution of DCO has large

influences on jitter performance and frequency or phase error of output clock.

-10 -



Phase/Frequency Detector (PFD) 10%

Controller 31% DCO 59%

Fig. 2.1: Power profiling of ADPLL

Furthermore, if DCO can provide wide operating frequency range, it can extend the

output frequency range of all-digital clock generator for the wider applications.

Recently, different architectural solutions-have been proposed to implement the
DCO. The current-starved type DCO [15] controls-the supply current of delay cell to
obtain different delay values. Although'it has high resolution, it needs a static current
source that will consume more static power dissipation. The LC tank DCO [16] can
also achieve high delay resolution, however, it needs advanced process and requires
intensive circuit layout. These approaches demand high complexity at circuit level,

resulting in long design cycle and low portability.

In order to reduce design cycle when process or specification is changed, many
DCO’s implemented with standard cells have been proposed to enhance portability
[1], [11], [17], [18]. Driving capability modulation (DCM) changes the driving
current of each delay cell by controlling number of enabled tri-state buffers/inverters
[1], [17]. The design concept of this approach is straightforward, but it has a poor

performance in linearity and power consumption, and the resolution is insufficient.
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Table 2.1: Comparisons of Different DCO Approaches

Driving capability
Or-and-inverter Digitally controlled

Performance Indices| modulation (DCM)
(OAl) cell [11] varactor (DCV) [18]

[1], [17]

Resolution Poor High High

Power High Medium High

Linearity Poor Poor Good
Operation Range Wide Narrow Narrow

The or-and-inverter (OAl) cells are proposed to‘enhance resolution by different input
pattern combinations; however linearity remains to-be solved [11]. Although digitally
controlled varactor (DCV) has a good performance in resolution and linearity [18], it
is hard to take a few cells to provide wider operation range. As a result, large power
consumption is demanded due to many DCV cells to maintain an acceptable operation

range. The brief summary of the different DCO approaches is listed in Table 2.1.

Thus, we attempt to propose a low-power, high-resolution, and wide-range DCO
with high portability. Because the applications of our research focus on the general
Mp-based systems and communication baseband processors, the frequency operating
range of the proposed DCO should be extended easily, and the maximum operation
frequency of DCO would not be higher than 1GHz. In addition, the design target of
power saving is an-order power reduction of the conventional works while keeping

high delay resolution. However, because we want to propose a cell-based DCO design,

-12 -



how to overcome the limitations of the standard cells to build up such low-power,
high-resolution, and wide-range DCO are the important design challenges for our

research.

This chapter is organized as follows. Section 2.2 describes the proposed
hysteresis delay cell. Section 2.3 describes the proposed architecture and circuit of
DCO. And how to reduce power consumption of DCO is also presented in this section.
Section 2.4 discusses and analyzes the performance comparison results of the
different DCO structures. In Section 2.5, the implementation and measurement results
of the fabricated DCO chip are presented. Overall performance comparison with the
state-of-the-art DCO’s is also listed and discussed. Finally, a brief summary is

addressed in section 2.6.

2.2  Hysteresis Delay Cell

Because DCO/DCDL usually utilizes many delay cells to generate the desired
clock output, how to design a low-power delay cell is an important design issue in
all-digital clock generator design. The delay cell should provide suitable and
controllable delay value with low power and hardware penalty. Thus, the proposed
hysteresis delay cell (HDC) which can reduce the gate count and loading is very
suitable for all-digital clock generator applications. Fig. 2.2(a) illustrates the proposed
HDCs used in the DCO and each of which contains one inverter (INV2) and one
tri-state inverter (TINV). As the input state of control signal (FION [0] ~ FION [P-1])
of TINV in HDC changes, different delay can be obtained. The operation concept of
HDC is to control driving current to obtain different propagation delay. When TINV

of the HDC is enabled, the output signal of enabled TINV has the hysteresis

- 13-



TTINV

Fig. 2.2: (a) Proposed HDC. (b) Equivalent circuit of HDC for analysis.

phenomenon in the transition state to produce different delay times from the delay
chain. Fig. 2.2(b) illustrates the equivalent. circuit of HDC for analysis. The
propagation delay T, from N; to Ny is.a function of loading capacitance and equivalent

resistance of turn-on MOS [19] andis given by

T, :o.ach[Re‘*p ;Reqnj (2.1)

where C_ is the loading capacitance of Ny, Reqn and Reqp are equivalent resistance of
NMOS and PMOS in the driving inverter (INV1) respectively. In the general
operating situation, C. remains as a constant value. But, the equivalent resistance of
turn-on MOS in INV1 varies with saturation current and drain-source voltage and is
expressed by

VDD/Z
P— v dv (2.2)
Voo /2 oo osar (1"' 7“V)
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Fig. 2.3: Hysteresis phenomenon of HDC.
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Fig. 2.4: The relation among input.voltage of TINV, effective driving current,
and INV1 delay.

where Ipsar is the saturation current of transistor device. When TINV is enabled, since
the input signal of TINV (N3) does not vary with the input of INV1 (Nj)
instantaneously, it will sink the inverse current I, to reduce the effective driving
current from I; to I5.This leads to enlarge delay time of the delay chain. Fig. 2.3 shows
the hysteresis phenomenon of this HDC, where input signal transition is observed
from SPICE simulation. In the beginning, N; and N3 remain at high level and N; is at
low level. As N; signal level changes from high to low, the signal level of N, attempts

to vary from low to high. However, because N3 remains at high level for a while
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(delayed by INV2), TINV sinks the inverse current to slow down the pull-high speed

of N,. Thus, (2.2) should be rewritten as follows

VDD/2
R -1 v dv (2.3)
eq
VDD /2 VDD (IlDSAT - IZDSAT )(1+ 7\’\/)

The effective driving current changes from lipsat t0 lipsat — l2psat @s TINV is enabled.
The relation among input voltage of TINV, effective driving current, and INV1 delay
is shown in Fig. 2.4. As the input voltage of TINV increases, the effective driving
current of INV1 will decrease, leading to enlarge the delay of inverter chain. In
addition, based on the different driving capability tri-state inverters in a given cell
library, a set of different delay steps of HDC can be constructed for a specified DCO

requirement.

2.3  The Proposed DCO Architecture

Fig. 2.5 illustrates the architecture of the proposed ultra-low-power DCO. Based
on standard cells, our proposal can save power consumption and keep resolution. To

preserve the control code resolution and operation range, the proposed DCO employs

COARSE-TUNING STAGE

RESET : Segmental Delay Line ! Fine [N-1:0]
j:) Segmental Segmental oo e Segmental
: Delay Cell T Delay Cell 1 Delay Cell 1 : Ii:l
: : DECODER
v
=\ Path-Selection MUX / J

DECODER F_IN ‘ DCO_OuT
Coarse [M-1:0] FINE-TUNING STAGE U J

Fig. 2.5: Architecture of the proposed DCO.
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cascading structure for both coarse-tuning and fine-tuning stages to maintain control
code-to-delay linearity and extend operation range easily. Two low-power circuit
design techniques are proposed here. First, the proposed segmental delay line (SDL)
can disable the transition of redundant segmental delay cells which is a two-input
AND gate in coarse-tuning stage at target operation frequency. Second, the hysteresis
delay cell (HDC) is proposed for fine-tuning stage to reduce the number of

short-delay cells.

2.3.1 Coarse-Tuning Stage

Fig. 2.6 shows the proposed segmental coarse-tuning stage, which is composed of
2M-1 two-input AND gates that form a SDL and a path-selection multiplexer. It can

provide 2™ different delay values by selecting different delay paths organized by these

/ COARSE-TUNING STAGE \
REREE PR Segmenta| De|ay Line .................... :
: Disabled Cells
: = = = M_ =]
RESET EEN[O_] 1_EN[1]=1 EN[2] =0 EN[2"-2] =0
: A _=_L_ — o 0 @
DCO_OUT DT = A :
-.».i.p(.) ......... ver b Yy By
— Path-Selection MUX
DECODER
—> | y
EN[2-2:0] |
Coarse [M-1:0] — _ Selected Delay Path _ _ > F IN

Fig. 2.6: Proposed segmental coarse-tuning stage with SDL.

2M-1 two-input AND gates. In the conventional delay line of path-selection schemes
[11], [12], [18], the delay cell is composed of two inverters. When delay line is

requested to provide higher operation frequency, a shorter delay path is selected and
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Fig. 2.7: Proposed fine-tuning stage with HDC and DCV.

the rest delay cells will not be used. However, these delay cells are not disabled. To
reduce power consumption as the operating frequency changes, some enabling input
controlled signals (EN [2M-2:0])-are set to low level to disable those redundant

two-input AND gates.

2.3.2  Fine-Tuning Stage

Because the resolution of the above mentioned coarse-tuning stage is not
sufficient for typical DCO applications, a fine-tuning stage is added. In order to
achieve better resolution and less power consumption, this fine-tuning stage is divided
into three different sub-stages as shown in Fig. 2.7. It should be noted that the
controllable range of each stage is larger than the delay step of the previous stage. As
a result, the cascading DCO structure does not have any dead zone larger than the
LSB resolution of DCO. The delay steps of these fine-tuning sub-stages are different;
delay cells of the 1% stage and 3™ stage have the largest and smallest delay step,

respectively. Therefore, delay cell of the 3" fine-tuning stage determines the DCO
- 18 -



LSB resolution and controllable range of the 1% fine-tuning stage can cover the delay
step of the coarse-tuning stage easily. Since the proposed HDC can provide larger
delay step than DCV, the 1% fine-tuning stage employs P HDCs to replace many DCV
cells, leading to save power consumption. Due to better resolution capability, different
DCVs are exploited in the 2" and 3™ fine-tuning stages to improve the overall
resolution of DCO. The operation concept of DCV is to control the gate capacitance
of logic gate with input state to adjust the delay time [12], [18]. The 2" and 3"
fine-tuning stages employ Q long-delay DCV cells (two-input NAND) and R

short-delay DCV cells (tri-state inverter) respectively.

To optimize both power consumption and resolution, a strategy of allocating the
proportion of the sub-stages in the proposed fine-tuning stage is introduced. First, in
order to achieve high operation frequency, P should be limited to enlarge the length of
total delay line in the fine-tuning-stage. Then a suitable delay step of HDC can be
determined by P. Second, because the: delay ‘resolution is only determined by the
delay step of DCV in the 3™ fine-tuning stage, it needs to select a short-delay DCV
from the cell library to meet the resolution requirement. After delay step has been
determined, R can be chosen for the range of the 3" fine-tuning stage and the loading
capacitance consideration. Finally, after the delay step adjustment of HDC and
short-delay DCV, the delay step of long-delay DCV and Q in the 2™ fine-tuning stage
can also be determined. Note that Q can be reduced significantly by exploiting HDC
to save power. For example, if the requirement of output delay is 260ps, it uses 4
HDCs to cover such delay range and 8 short-delay DCV cells to achieve high
resolution. By the final step, 32 long-delay DCV cells are utilized to form the 2™

fine-tuning stage. As a result, total power consumption and resolution of the proposed
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fine-tuning stage is 40.28uW and 0.97ps respectively under 200MHz and 0.8V in a

0.13um CMOS process.

2.4  DCO Performance Comparisons

2.4.1 Coarse-Tuning Stage Performance Comparisons

For performance comparison, we rebuild those published approaches with an
in-house 0.13um CMOS standard cell library and then compare with our proposal.
Because the DCO consists of coarse and fine tuning stages in general, the

performance comparisons are divided into two parts as well.

In the coarse-tuning stage, we.:reconstruct the conventional delay line of
path-selection type by two-inverter delay cells for power consumption comparisons.
For fair comparisons, both conventional and the proposed segmental coarse-tuning

stages have the same operation range. In terms of different operation frequencies, the

A [ conventional Design
120 + [ segmental Design
%; 100 T 106.82
5
= 80 T
€ 70%
= .
2 g0+ reduction
3
= —  25%
% 40 + 44.03 éreduction v
o 32.83 31.54
20 T+
0 >
0 200 500

Operation Frequency (MHz)

Fig. 2.8: Power comparisons of different coarse-tuning designs.
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Table 2.2: Performance Comparisons with Different Fine-Tuning Stages

Resolution | Total Power |Partial Power*
Gate Count | Range (ps)
(ps) (LW) (MW)

Proposed 0.97 40.28 36.31 48 261.34
Approach | 4.28 291.59 - 256 263.66
Approach Il 1.07 233.61 228.77 128 266.9
Approach i 0.97 105.29 98.89 80 260.38

* Power consumption of long-delay stage

simulation results of power consumption are shown in Fig. 2.8. As compared with
conventional approaches, the proposed segmental coarse-tuning stage can reduce 70%
and 25% of the power consumption at 500MHz and 200MHz respectively. Because
the number of disabled redundant delay cells varies with different operation
frequencies; the segmental scheme .has different power reduction ratio in different

operation frequencies.

2.4.2  Fine-Tuning Stage Performance Comparisons

The fine-tuning stage determines many major performance indices of DCO, such
as LSB resolution, delay linearity, and power consumption. Therefore, the
performance comparisons of fine-tuning stage focus on these important performance
indices. In the cell-based design approach, many designs exploit DCM or DCV to
construct fine-tuning stage [1], [12], [17], [18]. For fair comparisons, these designs
are rebuilt under the similar operation range, delay resolution, and number of control
bit. To ensure correct functionality, the operation range of fine-tuning stage in all
comparison candidates should be larger than the minimum delay step of two-input
AND gate, which is 200ps in an in-house 0.13um standard cell library. The rebuilt

fine-tuning stages by different design approaches are: DCM type (Approach 1) [1],
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Fig. 2.9: Power and resolution comparisons of different fine-tuning designs.

[17], DCV type (Approach II) [18], and combination of DCM and DCV type
(Approach I11) [12]. The operation. frequency range should be similar for fair
comparisons, resulting in the different number of delay cells in different structures.
For example, Approach I, Approach I}, and-Approach Il utilize 256, 128, and 80
tri-state inverters, respectively. In contrast to these approaches, the proposed structure
only needs 12 tri-state inverters, 4 inverters, and 32 two-input NAND gates (based on
the strategy mentioned in subsection 2.3.2 with P, Q, and R are assigned to 4, 32, and

8 respectively).

The performance comparisons simulated at 200MHz at 0.8V and typical corner
cases, are summarized in Table 2.2. Note that all of them have the similar
performance in LSB resolution except Approach I|. But, in terms of power
consumption and area, the proposed design has significant improvement. Since the
proposed HDC can replace many DCV cells to obtain wider operation range, the
number of delay cells connected with each driving inverter and loading capacitance

can be reduced, leading to save power consumption and gate count as well. The
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Fig. 2.10: Microphotography and layout of DCO test chip.

Table 2.3: Measurement Results of Step/Range of Tuning Stage

Coarse-Tuning | 1% Fine-Tuning | 2™ Fine-Tuning | 3" Fine-Tuning

Range (ps) 3726.36 296.74 116.02 10.26

Step (ps) 120.21 98.91 3.74 1.47

reduction ratios are 86.2%, 82.8%, and 61.7%, as compared with Approach I,
Approach I, and Approach 111, respectively. Fig. 2.9 also shows that our proposal has

the high LSB resolution and low-power features as compared with the other designs.

Except Approach I, all of comparison candidates employ a short-delay DCV cell
to form the finest delay cell; however, they utilize different type long-delay stages.
Thus, we focus on the power comparison of long-delay stage in different approaches.
In contrast to Approach Il whose long-delay stage only utilizes long-delay DCV cell,
our proposal exploits HDC and hence has less long-delay DCV cells compared with
Approach Il. As a result, power-to-delay ratio of long-delay stage of our proposal and
Approach Il is 0.14uW/ps (36.31uW/261.34ps) and 0.86uW/ps (228.77uW/266.9ps)

respectively. Based on this power comparison, it is clear that HDC-based structure
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Fig. 2.11: Comparisons of measurement and post-layout simulation results.

can provide better power-to-delay ratio than pure DCV type structure, implying HDC

is more effective in power saving for a given delay.

2.5  Experimental Results and Comparisons

Based on the requested frequency range and resolution for our application, the
design parameters of the proposed DCO are determined as follows: N=10, M=5, P=4,
Q=32, and R=8. In order to verify the feasibility and performance of the proposed
DCO in advanced processes, a test chip has been fabricated in 90nm 1P9M CMOS
process, where the chip microphoto and layout of the DCO chip is shown in Fig. 2.10.
The DCO output signal is measured using LeCroy SDA4000A at 1V/25°C (supply of
1/0 pad is 2.5V) to test the performance. Due to the speed limitation of 1/0 pad, the
DCO output frequency has to be divided by 2 when DCO operates at high frequency.
Table 2.3 shows the delay step and operation range of different tuning stages in the
proposed DCO. It shows that the controllable range of each stage is larger than the
step of the previous stage, and the average DCO resolution is 1.47ps. Fig. 2.11 shows

the comparison between measurement results and post-layout simulation to illustrate
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Fig. 2.12: Jitter histogram of DCO at 952MHz.

Table 2.4: DCO Performance Comparisons
Performance Indices| Proposed DCO JSSC'05 [15] TCAS2'05 [18] JSSC'04 [1] JSSC'03 [11]
Process 90nm CMOS 0.18um CMOS 0.35um CMOS 0.35um CMOS 0.35um CMOS
Supply Voltage (V) 1 18 33 3 33
DCO Control Word
15 5 15 7 12
Length
Operation Range
191 ~ 952 413 ~ 485 18 ~214 152 ~ 366 45~ 510
(MHz)
LSB Resolution (ps) 1.47 2 1.55 10 ~ 150 5
Power Consumption | 140uW (@200MHz) | 340pW (Staticonly) | 18mW (@200MHz) | 12mW (@366MHz) * | 50mW (@500MHz) *
Portability Yes No Yes Yes Yes

* Power consumption calculated from 50% of ADPLL [2].

the linearity analysis of the proposed DCO. Both rms and peak-to-peak phase jitter at

417MHz is 8.18ps and 49.05ps respectively. Fig. 2.12 shows the rms and

peak-to-peak phase jitter is 8.24ps and 49.95ps respectively over 150,000 sweeps at

952MHz under 1V and 60mV supply noise.

Table 2.4 lists comparison results with the state-of-the-art DCOs. In terms of

power consumption, the proposed DCO has the lowest power consumption compared
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with other DCO designs. Furthermore, the proposed low-power solution does not
induce any performance loss. Additionally, since the proposed DCO can be
implemented with standard cells, it has a good portability. As a result the proposed

DCO has the benefits of better resolution, operation range, linearity, and portability.

2.6 Summary

In this chapter, we have proposed a hysteresis delay cell an ultra-low-power
DCO with cell-based design for SoC applications. The proposed HDC not only can be
used in low-power DCO, but also can reduce the DCDL power consumption. With the
proposed segmental tuning structure and HDC, the power consumption of
coarse-tuning and fine-tuning stages can be further reduced by 70% and 86.2%
respectively, as compared with conventional ‘designs. Measurement results show that
our proposed DCO can achieve  1.47ps resolution and 140uW at frequency of
200MHz. The proposed DCO achieve-over an-order power reduction of the
conventional works. As a result our proposal achieves not only less power
consumption, but also better LSB resolution and delay linearity of DCO. Moreover,
because the proposed DCO has a good portability as a soft intellectual property (IP), it

is very suitable for SoC applications as well as system-level integration.
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Chapter 3
Fast Lock-In All Digital
Phase-Locked Loop Design

3.1 Introduction

In this chapter, a fast lock-in all-digital phase-locked loop design is presented.
As mentioned in Chapter 1, many applications such as microprocessor,
communication baseband processor, and.-multimedia system require a clock
synthesizer or clock multiplier. Hence, PLL had become an essential component in
SoC design. In order to reduce overall.-power consumption of SoC design, especially
in portable and mobile applications, system uses the power management commonly to
save the redundant power dissipation. To support this low-power technique, the PLL
should provide fast entry and exit from power management techniques [10]. As a
result, the locking time of PLL is a very important design specification for low-power
SoC applications. In addition, for the fast locking frequency synthesizer applications,
such as a frequency hopping multiple access systems, locking time is also the most

critical design issue.

For fast acquisition requirement, the traditional analog PLL requires tuning of
the voltage-controlled oscillator (VCO) free-running frequency near the desired

frequency in advance or increases loop bandwidth. However, the exact VCO tuning
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range is not easy due to process, voltage, and temperature variations (PVT variations),
and the increased loop bandwidth degrades jitter performance [20]. Many researchers
have focused on overcoming such structural handicap. A digital frequency-difference
detector (DFDD) is proposed in [20] to convert the frequency difference directly to
the digital code, and then control the VCO gain adaptively. The adaptive loop
bandwidth scheme is proposed by [21] to reduce the locking time. But, the circuit

complexity will be increased due to the adaptive loop bandwidth architecture.

In contrast to analog approaches, all-digital phase-locked loop (ADPLL) using
binary search algorithm is proposed to achieve locking with 50 [10] and 46 [11]
cycles, respectively. The binary search ADPLL can not only achieve fast lock, but
also have good performance as compared with the analog PLL. To further reduce
locking time, a time-to-digital converter (TDC) based ADPLL is proposed in [22].
This ADPLL uses TDC to quantize, the reference clock period into multiples of
inverter delay times. Because TDC and-DCO are influenced by the same PVT
variations, the TDC measured code is more accurately and can cope with PVT
variations. However, the power consumption and design complexity will be increased

due to the TDC digital processing unit.

As a result, the research target of the proposed ADPLL is to achieve fast lock-in
using TDC with small hardware penalty. In addition to locking time, power
consumption is another important design specification of ADPLL, thus the proposed
fast lock-in ADPLL employs the high-resolution and low-power DCO as described in

Chapter 2 to save overall power and enhance performance.
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Fig. 3.1: Binary search ADPLL architecture.

This chapter is organized as follows. Section 3.2 introduces and describes the
proposed design of the binary search ADPLL. The proposed TDC-based ADPLL for
fast locking is described in Section 3.3. In Section 3.4, the proposed low-complexity
2-level flash TDC is presented, and the_review. of previous work of TDC is also
dicussed in this section. In Section 3.5, the simulation results of the proposed
ADPLLs are presented and discussed. Finally,/a brief summary is given in Section

3.6.

3.2 Binary Search ADPLL Overview

3.2.1 Binary Search ADPLL Architecture

Fig. 3.1 illustrates the proposed binary search ADPLL architecture. It consists of
seven major functional blocks: a phase/frequency detector (PFD), two digitally
controlled oscillators (DCQO’s) (tracking and average DCOs), an ADPLL controller,
and three frequency dividers (pre-divider, DCO divider, and output divider). N, M,
and K are inputs for programming pre-divider, DCO divider, and output divider

respectively. There are two DCO’s in the ADPLL: the tracking DCO is used for
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Fig. 3.2: Binary search algorithm.

tracking reference clock and the average DCO can generate the output clock with

small jitter by the average mechanism.

The PFD detects the frequency difference and phase error between the divided
reference clock (Ref N) and the divided DCO output clock (DCO_M), and it
generates LEAD/LAG signals to speed up or slow down the DCO output frequency.
When controller receives LEAD from PFD, it increases the DCO control code (DCO
code [16:0]) to decrease the output frequency of the tracking DCO. Oppositely, when
controller receives LAG from PFD, it decreases the DCO control code to increase the
output frequency of the tracking DCO. These blocks form a close-loop to achieve the
“phase-lock™ function. For frequency synthesis application, the controller can filter
DCO control code variation and control average DCO to provide a low-jitter clock
output (OUTPUT CLK). For clock multiplier application, the in-phase clock is

generated directly from the tracking DCO.
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3.2.2  Binary Search Algorithm

The locking procedure of the binary search ADPLL can be divided into two
modes: frequency acquisition and phase tracking. Phase lock starts from frequency
acquisition mode. The frequency acquisition mode employs binary search algorithm
to search the target frequency of input clock. Fig.3.2 illustrates the binary search
algorithm for frequency acquisition. In the beginning, DCO oscillates at the middle of
DCO frequency band, and the search step is one fourth of DCO frequency band. If
output frequency is higher than target frequency, ADPLL controller adds current
search step to DCO control code to lower the output frequency. Conversely, if output
frequency is lower than target frequency, ADPLL controller adds DCO control code

to increase the output frequency. Whenever PFD output changes from LAG to LEAD
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Fig. 3.4: TDC-based ADPLL architecture

or vice versa, the search step is divided by 2. After the search step reduces to 1, the

frequency acquisition completes.

After the frequency acquisition completes, the locking procedure enters into
phase tracking mode. Fig.3.3 shows the_flowchart of phase tracking mode. In the
beginning of this mode, the speed-up count (SPEEDUP_COUNT) sets to zero. When
the PFD output changes from LAG to LEAD. or vice versa, that means the phase
polarity changes, the search step will be reduced half of the previous step. If the
search direction keeps the same way, the speed-up count will add one. When the
speed-up count equals to the boundary value, the search step will be doubled as the
previous step to accelerate the phase tracking. If the boundary value is too large, the
PLL may not track the input phase. Conversely, small boundary value will occur the

unstable issue. By the simulation, the boundary value is selected to eight.

Due to the PFD dead zone and the reference clock noise, the DCO control code
has small variations even the frequency and phase has been locked. In order to reduce
jitter, the proposed ADPLL uses an average mechanism to eliminate such non-ideal

effects. In the beginning, the ADPLL controller detects the maximum and minimum
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of the DCO control code within 256 reference clock cycles and then takes the average
of these two values. The average value will be the average DCO control code
(avg_code [16:0]) for average DCO. Without the tracking noise, the ADPLL will

generate a more stable and low-jitter output clock.

3.3 The Proposed TDC-Based ADPLL

The locking time is the most critical design specification for fast-locking
application. In order to achieve fast locking, the TDC-based ADPLL is proposed and
described in this section. In the proposed architecture, the locking procedure is
divided into two modes: coarse locking and fine locking. Phase lock starts from
coarse locking mode. In this mode, TDC is used to calculate the nearest control code
quickly for DCO to produce the desired frequency. Because TDC can convert the
input clock period information to multiples of delay time of delay cell, ADPLL
controller can take this period information to jump to desired frequency quickly. After
the coarse locking mode completed, ADPLL enters fine locking mode to reduce the

residual frequency and phase error by binary search algorithm as described in
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previous section. As a result, overall lock-in time can be reduced by adding TDC

module significantly.

Fig. 3.4 illustrates the proposed TDC-based ADPLL architecture. There are
several functional blocks: a TDC, a phase/frequency detector (PFD), an ADPLL
controller, a DCO, and two frequency dividers (pre-divider and DCO
divider).Through the DCO divider, the signal DCO_M s the output of DCO divided
by M. The Ref N comes from reference clock divided by N. Once the ADPLL is
enabled, TDC provides the coarse DCO control code (TDC_code [5:0]) to the
ADPLL controller after two reference clock cycles, and then DCO generates the
desired frequency output by this coarse DCO control code. After TDC operation is
completed, the PFD generates the signal “lead” or “lag” depending on the phase and
frequency difference between Ref:Nrand DCO M. If DCO_M leads Ref N, PFD
generates a “lead” signal to slow-down the DCQO. Conversely, when DCO_M lags
Ref N, PFD generates a “lag” signal to-speed up the DCO. When the ADPLL
controller receives “lead” or “lag” from the PFD, it changes the DCO control code
(DCO_code [13:0]). And then DCO control code controls the DCO to generate the
output clock (DCO_CLK). These blocks form a close-loop to achieve the

“phase-locked” function.

Because the proposed TDC-based ADPLL uses the novel 2-level flash TDC, the
coarse locking only takes two input clock cycles. In the fine locking mode, the worst

case for lock time of the binary search algorithm [11], in terms of input clock cycle,

T, =(2xlog, 2")-1 (3.1)
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Fig. 3.6: (a) Single delay chain flash TDC. (b) Operation of single delay chain
flash TDC.

where T, is the lock time of fine tuning and N is number of bits of the binary search
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control code. In the proposed ADPLL, the DCO control code is 14 bits, as a result, the
entire phase locking procedure takes 29 clock cycles including 2 cycles TDC

operation and 27 cycles (N=14) for the fine-tuning phase locking.

3.4  Time-to-Digital Converter

3.4.1 TDC Overview

Time-to-digital converters have been widely used for measurement system,
temperature sensor, and communication system [23]-[25]. Because TDC can convert
the time information to digital code, it is an essential component for the interface of
analog and digital signals. Many approaches have been proposed to implement a TDC
[1], [23]-[25]. The counter-based TDC uses a high-frequency clock or multi-phase
clock to sample the timing interval and convert to multiples of period of
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high-frequency sampling clock as shown in Fig. 3.5 [1]. The design concept of
counter-based TDC is very straightforward, but the power consumption is very high

due to the high-frequency counter design.

Another approach is the flash TDC that is analogous to flash analog-to-digital
converters for voltage amplitude encoding and operate by comparing a signal edge to
various reference edges all displaced in time [23], [24]. The elements that compare
the input signal to the reference are usually flip-flops. In the single delay chain flash
TDC shown in Fig. 3.6 (a), each buffer produces a delay equal to t. Suppose it is
desired to determine the period of input clock using the eight buffers converter in Fig.
3.6 (b). Each flip-flop compares the displacement in time of the delayed the first
rising edge to the first falling edge of input clock. The thermometer-encoded output
indicates the value of delay time of buffer; assuming the flip-flops are given sufficient
time to resolve. The drawback to this implementation is that the resolution can not be
smaller than a single gate delay. In addition; when the frequency of the input clock is
low, it will require numbers of flip-flops and buffers to cover large clock period,

leading to suffer large power consumption and hardware cost.

In order to enhance resolution, the flash converter can be constructed with a
Vernier delay line as shown in Fig. 3.7 [25]. This architecture achieves a resolution of
tl - t2, where t1 >t2. However, the power and area issues still need to be resolved

when the sampled clock with low frequency.

Because the proposed TDC-based ADPLL uses TDC to lock the input clock

frequency coarsely, the high resolution is not the design target of the TDC. In contrast,
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Fig. 3.8: The proposed 2-level flash TDC architecture.

how to lower the power and circuit complexity of TDC is more important design issue

for the fast lock-in ADPLL application.

3.4.2 The Proposed 2-Level Flash TDC

As mentioned in the previous subsection, the single level flash TDC needs a
large of flip-flops, leading to increase power consumption and design cost. In contrast
to single level type, the proposed 2-level flash TDC takes only 12 D-flip-flops (8+4)
as shown in Fig. 3.8, thus it has lower hardwire complexity and power consumption.
There are several functional blocks, namely a 1% level flash TDC, a 2™ level flash
TDC, a delay selection multiplexer, and a period calculator. The 1% level flash TDC
consists of 4 large delay cells whose delay time is eight times of small delay cell (8t)
and 4 D-flip-flops. In contrast to the 1 level flash TDC; the 2" level flash TDC has
only 8 small delay cells and D-flip-flops. The small delay cells used in the 1% and 2™

level flash TDC’s remain the same as those for DCO coarse-tuning stage.
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Fig. 3.9: Simulation of 2-level flash TDC.

When the TDC is enabled, Ref N is sent to the 1% level flash TDC, and the input
signal will propagate through the 4 large delay cells. When the first falling edge of
Ref N arrives, the outputs of the large delay cells will be sampled by D-flip-flops and
selects one of large delay cell outputs for the 2" level flash TDC. All outputs of
D-flip-flops (Q1 [3:0]) are also sent to the ‘thermometer-to-binary converter to
generate the 1% level flash TDC-output (L1 SEL). Then the 2" level flash TDC
generates the delay selection signal (L2_SEL) based on the sampled delay outputs
(Q2 [7:0]). The outputs of the 1% and 2" level flash TDC section are thermometer
code type that can be used to generate selection signals easily. After both L1 _SEL and
L2 _SEL have been generated, the period calculator can estimate the period of Ref N

based on these values. The conversion equation can be given as

Tr=(L1_SELx8+L2_ SEL)x2 (3.2)

where Tr is the period of Ref N. For example, as shown in Fig. 3.9, if the period
equals to 36 times of delay cell delay time, L1 _SEL and L2_SEL should be 2 and 2
respectively. In order to reduce lock-in time, the TDC only measures half period of
Ref N, and the calculated value should be shifted left to obtain the period of Ref N.

The TDC takes only two reference clock cycles to complete lock-in operation. From
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Fig. 3.10: Transient response of binary search ADPLL.

the simulation results with 0.13um CMOS standard cell library, the TDC resolution
equals delay time of one delay cell (165ps), and the frequency error is 3.3% at

200MHz in the lock-in state.

In the proposed TDC-based ADPLL architecture, the frequency of Ref N is the
same as the frequency of DCO divided by M (DCO_M) as frequency locked. The
delay time of coarse-tuning stage in DCO equals Tr divided by N. In order to reduce
the hardware complexity of division, we propose a novel method to approximate this
division operation results. This simplified operation can be divided into two steps.
First, if the value of division ratio (M) is the power of two, this division operation is
only a shift-right operation. If not, we extract the value of power of two of MSB in M
(MS) and ML (M+1). Second, the division ratio will be shifted right by MS and ML,
and then the TDC output equals the average of these two values (TL and TS). For

example, if M=6, MS and ML is 2 and 3 respectively. The average of the shifted
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Fig. 3.11: Transient response of TDC-based ADPLL.

value (4 and 9) equals 6. As a result, the division can be completed approximately

with small hardware cost.

3.5 Experimental Results

The proposed ADPLL’s are designed and implemented by 0.13um CMOS
standard cell library and cell-based design flow, thus the proposed architecture is
modeled in Hardware Description Language (HDL) and functionally verified using
NC-Verilog simulator. Moreover, we also use transistor-level simulator with Hspice
to verify the performance of the timing critical circuits including DCO, PFD and TDC.
To achieve high performance and low power, the proposed binary search ADPLL and

TDC-based ADPLL use the ultra-low power DCO as described in Chapter 2.

The simulation of the binary search ADPLL is shown in Fig. 3.10. The frequency
of the reference clock is 20MHz, and the division ratio is 10, thus the frequency of the

ADPLL output clock is 200MHz (=20MHz * 10). When the ADPLL controller

4] -



receives the “lead” or “lag” signal from the PFD, the DCO control code will be
decreased or increased respectively, and the frequency of DCO will be changed too.
In the Fig. 3.10, we can see that either the tracking DCO control code or the average

DCO control code will be converged to a stable value and complete the lock function.

Fig. 3.11 shows the transient response of the proposed TDC-based ADPLL,
where the reference clock is 20MHz, and the division ratio (M) is 10. Thus the output
frequency is 200MHz (=20MHz * 10). The TDC takes 2 reference clock cycles to
complete coarse lock-in operation and 27 cycles to align phase. After TDC operation
is completed, the DCO control code is changed by PFD output frequency to generate
desired DCO output frequency. As shown in Fig. 3.11, the DCO control code will be
converged to a stable value and complete the lock function. The simulation results

show the power consumption is 250uW at 200MHz and 1.2V.

3.6 Summary

In this chapter, the binary search algorithm and the proposed TDC-based ADPLL
have been presented. Because the locking time of TDC-based ADPLL can be reduced
to 29 input clock cycles by the novel 2-level flash TDC, it is very suitable for fast
lock-in applications. By the 2-level architecture, the hardware cost of the proposed
TDC can be saved significantly. In addition, since all designs of the proposed ADPLL
are described with HDL language, it can be ported to different processes, making our

proposal very suitable for system-level and SoC applications.
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Chapter 4
All Digital Spread Spectrum Clock

Generator Design

4.1 Introduction

As the operating frequency of electronic systems increases, the electromagnetic
interference (EMI) effect becomes a serious problem especially in consumer
electronics, microprocessor (UP) based systems, and data transmission circuits [26].
The radiated emissions of system should be kept below an acceptable level to ensure
the functionality and performance of system and adjacent devices [26], [27]. Many
approaches have been proposed to reduce EMI, such as shielding box, skew-rate
control, and spread spectrum clock generator (SSCG). However, the SSCG has lower
hardware cost as compared with other approaches. As a result, the SSCG becomes the
most popular solution among EMI reduction techniques for System-On-Chip (SoC)

applications [6], [27]-[28].

Recently, different architectural solutions have been developed to implement
SSCG. In [28], [29], a triangular modulation scheme which modulates the control
voltage of a voltage-controlled oscillator (VCO) is proposed to provide good
performance in EMI reduction. However, it requires a large loop filter capacitor to

pass modulated signal in the phase-locked loop (PLL), resulting in increasing chip
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area or requirement for an off-chip capacitor. Modulation on PLL loop divider is
another important SSCG type that utilizes a fractional-N PLL with delta-sigma
modulator to spread output frequency changing the divider ratio in PLL [30], [31].
However, fractional-N type SSCG not only needs large loop capacitor to filter the
quantization noise from the divider, but also induces the stability issue for the wide

frequency spreading ratio applications, especially in PC related applications [31].

In contrast, all-digital SSCG (ADSSCG) [32], [33] does not utilize any passive
components and use digital design approaches, making it easily be integrated into
digital systems. However, the delay line type ADSSCG [32] does not have the
programmable spreading ratio functionality and needs an extra PLL to provide the
frequency multiplication function. And the triangular modulation ADSSCG [33] has
poor phase tracking capability resulting-in loss.of lock and stability issues. Moreover,
it utilizes a delay non-monotonic digitally controlled oscillator (DCO) that is not
suitable for SSCG application. Thus in-this" chapter, a portable, low-power, and

programmable spreading ratio ADSSCG with monotonic DCO is presented.

The proposed ADSSCG employs a novel rescheduling division triangular
modulation (RDTM) to enhance the phase tracking capability and provide wide
programmable spreading ratio. The proposed low-power DCO with auto-adjustment
algorithm saves the power consumption while keeping delay monotonic characteristic.
This chapter is organized as follows. Section 4.2 describes the proposed architecture
and spread spectrum algorithm of ADSSCG. Section 4.3 focuses on the low-power
DCO design and the auto-adjustment algorithm for monotonic delay characteristic. In
Section 4.4, the implementation and measurement results of the fabricated ADSSCG

chip are presented. Finally, a brief summary is addressed in Section 4.5.
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4.2  The Proposed ADSSCG Design

421 ADSSCG Architecture Overview

Fig. 4.1 illustrates the architecture of the proposed ADSSCG. It consists of five
major functional blocks: a phase/frequency detector (PFD), an ADSSCG controller, a
DCO, and two frequency dividers. The ADSSCG controller consists of a modulation
controller, a loop filter, and a DCO code generator (DCG). The ADSSCG can provide
the clock signal with or without spread-spectrum function based on the operation
mode signal (MODE) setting. In the normal operation mode, the bang-bang PFD
detects the phase and frequency difference between FIN_M and DCO_N. When the
loop filter receives LEAD from the PFD, the DCG adds a current search step
(S_NJ15:0]) to the DCO control code, and this decreases the output frequency of the
DCO. Oppositely, when the loop filter-receives LAG from the PFD, the DCG
subtracts the DCO control code to increase-the output frequency of the DCO. When
PFD output changes from LEAD to LAG or vice versa, the loop filter sends the
code-loading signal (LOAD) to DCG to load the baseline code (BASELINE CODE
[17:0]) which is averaged DCO control code by the loop filter. Before ADSSCG
enters the spread spectrum operation mode, the baseline frequency will be stored as
the center frequency. In the spread spectrum operation mode, the modulation
controller uses two spreading control signals (SEC_SEL[2:0] and STEP[2:0]) to
generate the add/subtract signal (+/-_SS) and the spreading step (S_SS[15:0]) for the
DCG, and then it modulates the DCO control code to spread out the DCO output

frequency around the center frequency evenly.

-45 -



FIN Pre-Divider FIN_M DCO_N Feedback
(M[7:0]) I [ PFD ]' (Divider(N[?:O])]

T T 2o R LAG. ..., 2 bco ouTPUT
. — . —

SEC_SEL[2:0] —»{~ Modulation L oo Filter
STEP[2:0] =—»\_ Controller P

. N[15:
S, SS[15:0] SN[ O]/
-_SS -
A 4 e N % |LOAD

MODE - 7 X

3§ siis0) 1+ /:I_O|DE" I

DCO Code Generator (DCG) :
ADSSCG Controller

DCO CODE[17:0]

*' BASELINE CODE[17:0]

Fig. 4.1: Architecture of the proposed ADSSCG.

The system clock of ADSSCG controller is FIN_M whose operating frequency is
limited by ADSSCG’s closed-loop response time which is determined by the response
time of the DCO, the delay time of the ADSSCG controller, and the frequency divider.
Therefore, the period of FIN_M should not be shorter than the shortest response time
to ensure the ADSSCG functionality and performance. In addition, because the
frequency of DCO_N should be the same as FIN_M after system locking, the
frequency of FIN_M can not be higher than the maximum frequency or lower than the
minimum frequency of DCO_N. As a result, the frequency range of FIN_M is also

limited by the DCO operating range and the divider ratio (N).

4.2.2  Spread Spectrum Algorithm

Since triangular modulation is easy to be implemented and has good
performance in reduction of radiated emissions, it becomes the major modulation
method for SSCG [6], [28]. In triangular modulation, the EMI attenuation depends on

the frequency-spreading ratio and center frequency, and it can be formulated as
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A, = 1+J10g(SR /100) + K log(F..) (4.1)

where A, is the EMI attenuation, SR is the frequency spreading ratio, F. is the
center frequency, and I, J, K are modulation parameters [27]. Based on (4.1), under

the same center frequency, EMI can be reduced further by increasing spreading ratio.
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In addition, under the same spreading ratio, the higher center frequency has better

EMI attenuation performance.

Fig. 4.2(a) illustrates the conventional triangular modulation with digital
approach [33]. Since the output frequency can be changed by the DCO control code,
the output clock frequency can be spread by tuning DCO control codes with triangular
modulation within one modulation cycle. In the beginning of the conventional spread
spectrum, it will start at center frequency (T.) and take one-fourth of the modulation
cycle time to reach the minimum frequency (T,.), and then takes half of the
modulation cycle time to reach the maximum frequency (T, ). Finally, it will return

to the center frequency in the last one-fourth modulation cycle time.

Because the upper half and lower half in‘the triangle have the same area, as
shown in Fig. 4.2(a), the mean frequency. of the spreading clock is equal to center
frequency and the phase drift will-be zero in'the end of each modulation cycle.
However, in the conventional triangular modulation, the ADSSCG controller can only
perform phase and frequency maintenance based on the PFD’s output in the end of
each modulation cycle. Hence due to the frequency error between reference clock and
output clock, reference clock jitter and supply noise, the phase error will be
accumulated within one modulation cycle, leading to induce the loss of lock and

stability problems.

Thus, in order to enhance phase tracking ability, the division triangular
modulation (DTM) is proposed as shown in Fig. 4.2(b). DTM divides one modulation
cycle into many sub-sections (for example in Fig. 4.2(b), modulation cycle divides

into 16 sub-sections) and updates DCO control code for phase tracking in every 4
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sub-sections. As a result, the ADSSCG controller can perform four times phase and
frequency maintenance in one modulation cycle when modulation cycle divides into
16 sub-sections. Because DTM can provide the frequency spreading function and
keep phase tracking at the same time, it is very suitable for ADSSCG in pP-based
system applications. However the disadvantage of DTM is when the frequency
changes to different sub-sections; it will induce large DCO control code fluctuations
(7S) as shown in Fig. 4.2(b), where S is the spreading step of DCO control code in

spreading modulation.

In order to reduce the peak-to-peak value of DCO control code changing in DTM,
the rescheduling DTM (RDTM) is proposed as shown in Fig. 4.2(c). By reordering
the sub-sections in DTM, the peak-to-peak value of DCO control code changing can
be reduced to 5S. As a result, the peak-to-peak value of cycle-to-cycle jitter can be
reduced while the period jitter is kept.the same. Compared with DTM, the reduction
ratio of peak-to-peak jitter by RDTM is related with number of sub-section, and it can

be formulated as

COUNT/2)-1)-((COUNT/4)+1)

_(
R= (COUNT/2)-1

x 100% (4.2)

where JR is the jitter reduction ratio, COUNT is number of sub-sections. For
example, if there are 16 sub-sections, the jitter reduction ratio is 29% ((7-5)/7), and if
the number of sub-section is 32, the jitter reduction ratio is 40% ((15-9)/15). Although
the order of sub-sections of DTM is rescheduled by RDTM to reduce the peak
cycle-to-cycle jitter, the average cycle-to-cycle jitter still keeps the same as DTM.
Besides, because the phase drift of the opposite direction in DTM and RDTM remains

the same, the equivalent phase drift is zero. As a result, it will not induce an extra
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Table 4.1: Jitter and Timing Comparisons of DTM and RDTM

DTM RDTM
Positive Phase Drift:
1+3+5+7=16 1+3+5+7=16
Upper Half Area (*)
Negative Phase Drift:
1+3+5+7=16 7+5+3+1=16

Lower Half Area (*)

(1+1+1+2+1+3+1+4+ (1+4+1+5+1+4+1+5+
1+5+1+6+1+7+1+4)/16 | 1+4+1+5+1+4+1+1)/16
=40/16=2.5 =40/16=2.5

Peak Cycle-to-Cycle Jitter (S) 7 5

Average
Cycle-to-Cycle Jitter (S)

*: S times Period of Sub-Section

phase drift while the mean frequency remains the same. The results of frequency
spread of DTM and RDTM are the same as the conventional triangular modulation.
Table 4.1 summarizes the jitter and timing comparisons of DTM and RDTM with 16

sub-sections within one modulation cycle.

With two control signals, spreading step (S) and number of sub-sections
(COUNT), the proposed RDTM can provide a flexible spreading ratio for different
system requirements. Spreading step is the difference of DCO control code between
two consecutive sub-sections. Number of sub-sections determines how many
sub-sections in one modulation cycle. COUNT and S decoded from SEC_SEL and
STEP by the modulation controller, respectively. Based on the definitions, the

frequency-spreading ratio equation can be given as

SR = (Sx RESx COUNT/2)/ T, x100% (4.3)
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where SR is the spreading ratio, RES is the finest time resolution of DCO, and T, is
the center period of DCO output clock. As a result, the frequency-spreading ratio of

the proposed ADSSCG can be specified by the control signals easily.

4.3 DCO Design

4.3.1 DCO Architecture

Because digitally controlled oscillator (DCO) occupies over 50% power
consumption in all-digital clocking circuits, the proposed ADSSCG utilizes the
proposed low-power DCO structure as described in Chapter 2 to reduce overall power
consumption [34]. To achieve the high portability of the proposed ADSSCG, all

components in this ADSSCG including DCO- are implemented with standard cells.
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| Cell —|_ Cell —|_' S _I D DE[17:10]
Y Path Selection MUX ~a—j—{ DECODER |
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2" FINE-TUNE (32 Long-Delay DCVs) <€ DECODER |
3 FINE-TUNE (8 Short-Delay DCVs)

DCO_OUTPUT

(@)

F N DCO_OUTPUT

Driving Buffer. g

Fig. 4.3: (a) Architecture of the proposed DCO. (b) Fine-tuning cells of DCO
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Table 4.2:  Simulation Results of Delay of Tuning Stage

Coarse-Tuning | 1% Fine-Tuning | 2™ Fine-Tuning | 3" Fine-Tuning

Controllable Delay

61812 308.45 121.58 7.73
Range (ps)
Finest Delay
242.41 102.82 3.92 1.1
Step (ps)

Fig. 4.3(a) illustrates the architecture of the proposed low-power DCO which employs
cascading structure for one coarse-tuning and three fine-tuning stages to achieve a
fine frequency resolution and wide operation range. As the number of delay cell in the
coarse-tuning stage increases, leading to have a longer propagation delay, the
operating frequency of DCO becomes lower.-The shortest delay path that consists of
one NAND gate, one path MUX of coarse-tuning stage, and fine-tuning stage at the
minimum delay determines the highest operation frequency of DCO. There are 2©
different delay paths in the coarse-tuning stage and only one path is selected by the
2°-to-1 path selector MUX controlled by C-bit DCO control code. The coarse-tuning
delay cell utilizes a two-input AND gate which can be disabled when the DCO
operates at high frequency to save power. In order to increase the frequency resolution
of DCO, the three fine-tuning stages which are controlled by F-bit DCO control code
are added into the DCO design. The 1% fine-tuning stage is composed of X hysteresis
delay cells (HDC), and each of which contains one inverter and one tri-state inverter
as shown in Fig. 4.3(b). When the tri-state inverter in HDC is enabled, the output
signal of enabled tri-state inverter has the hysteresis phenomenon to increase delay
[34]. Different digitally controlled varactors (DCV’s) are exploited in the 2" and 3"
fine-tuning stages to further improve the overall resolution of DCO as shown in Fig.
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4.3(b). The operation concept of DCV is to control the gate capacitance of logic gate
with enable signal state to adjust the delay time. The 2" and 3" fine-tuning stages
employ Y long-delay DCV cells and Z short-delay DCV cells respectively. Since the
HDC can replace many DCV cells to obtain wider operation range, the number of
delay cells connected with each driving buffer and loading capacitance can be reduced,

leading to save power consumption and gate count as well.

Based on an in-house pP-based system for liquid crystal display (LCD)
controller applications [35], the requested operating frequency is from 27MHz to
54MHz. Thus the design parameters of the proposed DCO are determined as follows:
C=8, F=10, X=4, Y=32 and Z=8. Table 4.2 shows controllable delay range and the
finest delay step of different tuning stages in the proposed DCO under typical case
(typical corner, 1.8V, 25°C). It should be noted that the controllable delay range of
each stage is larger than the finest delay step of the previous stage. As a result, the
cascading DCO structure does not have any-dead zone larger than the LSB resolution
of DCO. Since the finest delay step of the 3" fine-tuning stage determines the overall

resolution, the proposed DCO can achieve resolution up to 1.1ps.

4.3.2  Auto-Adjustment Algorithm for Monotonic DCO

As mentioned in the previous section, the DCO control code will be changed to
obtain the different output periods in the spread spectrum applications, thus the
monotonic characteristic of DCO is very important. Because the controllable delay
range of each stage must be larger than the finest delay step of the previous stage,
non-monotonic problem will occur when DCO code switches at the boundary of

different tuning stages. To eliminate such non-ideal effects, an adjustable algorithm
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for boundary code switching is proposed. Fig. 4.4 is the flowchart of the proposed
algorithm. When the DCO code crosses-the boundary of different tuning stages, the
DCO code will be adjusted by. the ADSSCG controller to eliminate the
non-monotonic issue automatically. -If DCO .code changes across boundary of
different tuning stages, the original code will add or subtract the extra compensation

code to reduce the delay difference caused by tuning stages switching. According to
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9777 9778 9779 9780 9781 9782 9783 9784 9785 9786 9787
] ]
DCO Control Code (...0111)2 (...1000): )Adjust
(...1100)2

Fig. 4.5: Comparison between original and adjusted timing.
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Fig. 4.6: Microphotograph of ADSSCG test chip.

the  simulation results of our proposed DCO under different
process-voltage-temperature (PVT) conditions, the extra compensation code of across
coarse/1* fine, 1% /2™ fine, and 2"%-/3" fine-tuning stage can be defined as 320, 48,
and 4 respectively. For example, when the last four bits of DCO code (including one
bit for 2" fine-tuning stage and last three bitsfor 3™ fine-tuning stage) changes from
(0111),t0(1000), , the delay should increase 1.1ps ideally, but it decreases 3.78ps
(from 7.7ps to 3.92ps which is the delay of one 2™ fine-tuning cell) instead. Based on
the auto-adjustment algorithm, the code will be adjusted from (1000),t0(1100),. As
a result, the delay will increase 0.62ps, leading to operate in a monotonic way as

shown in Fig. 4.5.

4.4  Experimental Results and Comparisons

Based on the requested operating frequency for an in-house pP-based system and
LCD controller [35] applications, the proposed ADSSCG should generate output

clock ranges from 27MHz to 54MHz. The proposed ADSSCG is designed and
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implemented by cell-based design flow, thus the proposed architecture and spread
spectrum algorithm are modeled in Hardware Description Language (HDL) and
functionally verified using NC-Verilog simulator.

transistor-level simulator with Hspice to verify the DCO performance. Because the

Moreover,
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proposed ADSSCG is implemented with standard cells, the physical layout is

generated by the auto placement and routing (APR) tool.

A test chip has been fabricated in 0.18um 1P6M CMOS process with area of
0.156mm?, where the chip microphotograph is shown in Fig. 4.6. The ADSSCG
output signal is measured using Agilent E4440A spectrum analyzer at 1.8V/25°C to
test the performance. The input clock frequency is from 13.5MHz to 27MHz. The
total current consumption is 0.69mA at frequency of 54MHz. Fig. 4.7 shows the
reduction of peak power is 9.5dB at 54MHz with 1% of spreading ratio, and the
reduction of peak power is 15dB at 27MHz with 10% of spreading ratio is shown as
Fig. 4.8. Figs. 4.7 and 4.8 shows the EMI can be reduced at the maximum and
minimum operation frequency of the proposed design, respectively. Because RDTM
is a kind of the triangular modulation, some peaks are happened in spectrum [27]. For
the complex digital application in our system chip, ADSSCG operates under dirty
power supply environment in the spread-spectrum operation mode, hence it increases
noise floor of spread-spectrum operation mode as shown in Fig. 4.7(b) and 4.8(b), and
the measured rms jitter is 94ps at 54MHz with frequency spreading. Besides, because
the discrete modulation has wide frequency distribution, it also induces large jitter and
has high noise floor. There are several solutions to reduce the high noise floor issue
and jitter. First, in the system integration, the power supply for ADSSCG and other
modules should separate to maintain a clear environment for the timing critical
circuits. In addition, the ADSSCG should have higher immunity for dirty power
supply environment. Second, the modulation algorithm should change frequency
smoothly to avoid the large frequency jump and provide the pure frequency of clock
output. Third, the resolution and monotonicity of DCO should be further improved to

enhance the performance and reduce jitter.
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Table 4.3:

SSCG Performance Comparisons

9.5 @1%, 54MHz

Performance Indices Proposed JSSC’03 [28] TCASI’08 [29] ISSCC’05 [30] JSSC’07 [32]
Process 0.18um CMOS 0.35um CMOS 0.35 2 m CMOS 0.18 x m CMOS 0.15um CMOS
Design Approach All-Digital Analog Analog Analog All-Digital
Modulation Type Modulation on DCO Modulation on VCO Modulation on VCO | Modulation on Divider Delay Line 2)
UP-based system/
Application UP-based system [ P-based system SATAI DVD Player
LCD Controller
Output Frequency (MHz) 27~54 66/133/266 50 ~ 480 1500 27
Spreading Ratio (%) User-Defined (1) 05,1,15,2,25 05~2 0.5 3
15 @10%, 27MHz
EMI Reduction (dB) 4 @2.5%, 266MHz 16.6 @1.5%, 400MHz 9.8 13

Power Consumption (mW) 1.2 (@54MHz) 300 (@266MHz) 27.5 (@400MHz) 77 (@1.5GHz) 7.1 (@27MHz)
Power Index (WW/MHz) 22.2 1127.8 68.8 51.3 263
2.01 (Excluding loop
Area (mm?) 0.156 0.66 0.31 0.06 (Excluding PLL)
filter)
Portability Yes No, No No No

(1) Based on timing constraint of system application. (2) Needs an extra PLL.

Table 4.3 lists comparison results-with the state-of-the-art SSCGs for clock
generation applications. Based on the power index comparison, it is clear that the
proposed ADSSCG can provide better power-to-frequency ratio, implying the
proposed ADSSCG is more effective in power saving for a given operating frequency.
In addition, since the proposed architecture is very simple and without passive
components, it can achieve low-complexity and small-area compared with other
SSCG designs. Although [32] occupies smaller area, it needs an extra PLL to provide
the frequency multiplication function, and it can only provide the fixed frequency
spreading ratio. Furthermore, since the proposed ADSSCG can be implemented with
standard cells, it has a good portability and very suitable for SoC integration as
compared with [28]-[30]. As a result the proposed ADSSCG has the benefits of better

power consumption, programmable spreading ratio, area, and portability.
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4.5 Summary

In this chapter, we proposed a portable, low power, and area-efficient ADSSCG
with programmable spreading ratio for SoC applications. Based on the proposed
RDTM, the spreading ratio can be specified flexibly by application demands while
keeping the phase tracking capability. With the proposed low-power DCO, the overall
power consumption can be saved. The proposed auto-adjustment algorithm can
maintain the monotonic characteristic of DCO. Measurement results show the
proposed ADSSCG can achieve 9.5 dB EMI reductions with 1% frequency-spreading
ratio and 1.2mW at frequency of 54MHz. As a result, our proposal achieves less
power consumption and area with competitive EMI reductions. Moreover, because the
proposed ADSSCG has a good portability asa soft intellectual property (IP), it is very

suitable for SoC applications as well as system-level integration.
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Chapter 5
All Digital Delay-Locked Loop Design

5.1 Introduction

In this chapter, a fast-lock and portable all-digital delay-locked loop (ADDLL)
with 90° phase shift and a digitally-controlled phase shifter (DCPS) for DDR
interface applications is presented. As the operating frequency of electronic systems
increases, double data rate (DDR) memaries have been widely used for memory
performance enhancement and high-speed data transmission between microprocessors
and memory devices. Fig. 5.1(a) illustrates the interconnection of the DDR memory
and core system. The data transfers ‘are based on the bidirectional differential or
single-ended data strobe (DQS) that is transmitted along with data (DQ) for capture
[7]. In the read operation, DQS is transmitted edge-aligned with DQ by the DDR
memory, and then delayed by 90° phase shift to the center of the data period to
enlarge the effective data capture window in the DDR controller. However, the
effective data valid window will be reduced by delay mismatching between DQS and
DQ from interconnection of multi-chip as shown in Fig. 5.1(b). In contrast to the read
operation, DQS is center-aligned with DQ by the controller and transmitted to the
memory in the write operation. However, the effective data valid window will be
reduced and the maximum attainable frequency will be further limited by delay
mismatching from interconnection of multi-chip even DQS has been delayed by 90°

phase shift in the controller before transmitted as shown in Fig. 5.1(c). As a result, the
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Fig. 5.1: (a) Interconnection of DDR memory and core system. (b) Waveform of
read operation. (c) Waveform of write operation.

phase shift of DQS should be a suitable value instead of the fixed 90° by DDR
controller to reach the center of DQ period both in the read and write operation. Thus,
DDR controller should have the tunable phase-shift capability to eliminate the
non-ideal effect of data transmission between multi-chip interconnections especially

in high data rate applications.
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Many delay-locked loops (DLL’s) and phase shifters have been proposed for a
clock generator which can provide the fixed 90° phase-shift clock or control signal
required to transfer data correctly in the high-speed DDR memory controller [36]-[40].
The DLL generates an output clock aligned with input clock and provides the control
signal for the phase shifter of DQS. In the physical implementation, the phase shifters
may have long distance from DLL. The digitally-controlled phase shifter (DCPS),
controlled by digital control signal, is more suitable for high-performance DDR
controller applications, because the digital control signal is more robust when it has
long path propagation. Thus, many all-digital DLL’s (ADDLL’s) providing the digital
control code for the DCPS have been proposed [37]-[39]. However, the phase of these
DCPS outputs are not tuned when the ADDLL is locked. Thus, these designs have
low immunity to against the non-ideal.effect of data transmission between multi-chip
interconnections. In addition, these' ADDLL’s take long locking time, implying that
they are not suitable for the low-power DDR controller whose clock signals should be
generated in a short time when the controller switches from power-down to active
mode. Besides, due to the speed limitation of delay line, a multi-cycle shifting scheme
is proposed [37] to generate the phase-shift clock signal, however it is not suitable for

the non-periodic DQS.

In this chapter, a tunable phase shift scheme based on a fast lock-in ADDLL and
a tunable digitally-controlled phase shifter (DCPS) for high data rate interconnection
applications are presented. The proposed ADDLL uses the reference clock to establish
the timing information and DCPSs provide the suitable phase adjustment of
non-periodic control signals to obtain a large data capture window. The proposed
ADDLL utilizes a time-to-digital converter (TDC) to reduce locking time and avoid

the harmonic lock problem. A high-performance digitally-controlled delay line
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(DCDL) is also included to achieve high speed and keep high delay resolution to
generate 90" phase-shift clock signal with small phase-shift error and single-cycle
shifting scheme. The proposed DCPS provides the tunable phase adjustment of DQS
for DDR interface where precise control is the key to achieve reliable
high-performance operation. Furthermore, the proposed ADDLL and DCPS use
cell-based design approach, making it easily be integrated into digital system and

ported to different processes as a soft IP.

This chapter is organized as follows. Section 5.2 describes the proposed tunable
phase shift scheme based on a fast-lock and portable ADDLL and a DCPS for DDR
interface applications. Section 5.3 focuses on the proposed DCDL and TDC circuit
design. In Section 5.4, the experimental results and performance comparisons of the

proposed design are presented. Finally;abrief summary is given in Section 5.5.

5.2  The proposed Clock Generator Architecture

5.2.1 Tunable Phase Shift Scheme

Fig. 5.2 illustrates the architecture of the proposed tunable phase shift scheme for
DDR controller that consists of four major functional blocks: a phase controller, an
ADDLL, and two DCPSs. After ADDLL is locked, it provides two clock signals:
CLOCK1 (phase aligned with input clock) and CLOCK2 (90° delayed with input
clock), and the DLL control code (DLL_CTRL) for phase controller [40]. If DCPS

uses the DLL_CTRL without any adjustment, it will generate delayed DQS with 90

-63 -



~\
J/

CLK_IN CLOCK1 (P360)
> »

RESET ADDLL CLOGK? (P90)
. J
*DLL_CTRL[S:O]
( ) DQS R ()
> SR, DQSD_R
INC/DEC_R DQS_R_CTRL[E:0L DCPS |
—
DQS_R_ADJ[5:0] Phase . )
Controller DQS_W_CTRL[S:O]»K—\
INC/DEC_W DCPS || DQSD_W
: —»
DQS_W_ADJ[5:0] DQS_W
. J/ -—

Fig. 5.2:  Architecture of the proposed tunable phase shift scheme for DDR
controller.

phase shift which is the same as CLOCK2 in ADDLL. In the beginning of the tunable
phase scheme, the phase adjustment codes. of read/write DQS (DQS_R_ADJ/
DQS_W_ADJ) will be set to zero; implying the phase shift of DQS is 90°. Then the
core system will enter the test mode to-access DDR memory through the DDR
controller to verify the functionality and performance of the clock and signal
generators in DDR controller. If the core system has detected that DDR memory
system fails to meet performance specification, the control code of read/write DQS
(DQS_R_CTRL/DQS_W_CTRL) will be increased or decreased sequentially by the
phase adjustment codes to generate the suitable phase shift of the delayed read/write
DQS (DQSD_R/DQSD_W) to compensate the delay mismatching by interconnection
between DDR memory and core system. The flowchart of the tunable phase shift

scheme is shown in Fig. 5.3.

5.2.2  The Proposed ADDLL and DCPS
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Fig. 5.3: Flowchart of the proposed tunable phase shift scheme.

The architecture of the proposed ADDLL which consists of five major functional
blocks: a TDC, a DCDL, a phase detector (PD), an ADDLL controller, and a control
code decoder as shown in Fig. 5.4(a). The locking procedure is divided into two steps:
coarse locking by TDC and fine locking by the binary search algorithm. In the
beginning, ADDLL resets and TDC takes four clock cycles to generate TDC control
code to determine the coarse controlling code of DCDL for the output clock signal
(P360) which is delayed by one clock period approximately. After coarse locking,
DCDL control code will be fine tuned by ADDLL controller based on UP/DN from
PD to control the delay of DCDL to align phase between CLK_IN and P360. The
worst case for lock time of the binary search algorithm [11], in terms of input clock

cycle, is

T. =(2xlog,2") -1 (5.1)

where T, is the lock time of fine tuning and N is number of bits of the binary search

control code. Because the total number of bits of the fine-tuning control code is 5, the
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Fig. 5.4: Architecture of (a) ADDLL (b) DCPS.

entire phase locking procedure takes 13 clock cycles including 4 cycles for ADDLL
reset and TDC operation and 9 cycles (N=5) for the fine-tuning phase locking. In
addition, control code decoder converts the DCDL control code from binary to

thermal format, owing to the requirement for high-resolution DCDL structure.

Fig. 5.4(b) illustrates the structure of the proposed DCPS including one decoder
and one DCDL which are the same as the design in ADDLL. Because the delay of the
proposed DCPS is tunable with high-resolution delay step, it can be delayed more or

less than 90° depending on phase adjustment setting by the system timing demand.
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Fig. 5.5: (a) Proposed DCDL. (b) Coarse-tuning stage. (c) Fine-tuning stage.

5.3 ADDLL Circuit Design

5.3.1 Digitally Controlled Delay Line

According to the requirements of ADDLL, it has to provide 4-phase clock signal

with equal delay space within single input cycle. Thus, the design challenge of the
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Fig. 5.6: (a) Proposed TDC. (b) Waveform of TDC.

delay line in ADDLL is to achieve high delay resolution and high speed at the same
time [37]. The proposed DCDL has four duplicated delay stages, and each of which
has one coarse-delay stage (CDS) and one fine-delay stage (FDS) as shown in Fig.
5.5(a). The minimum delay of each delay stage should be shorter than 1/4 of clock
period to provide 90° phase-shift signal within the same clock cycle. The proposed
DCDL employs this cascade-stage structure to achieve high delay resolution and high
speed at the same time [34]. Each CDS has 16 coarse-delay cells (CDCs), consisting

of one buffer and one multiplexer, and the coarse-tuning control code (C[15:0])
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Fig. 5.7: Layout of ADDLL and DCPS.

selects the propagation paths from CDCs [41]. The intrinsic delay of CDS is only the

gate delay of one multiplexer and interconnect delay as shown in Fig. 5.5(b).

In order to achieve better delay resolution, a hysteresis delay cell (HDC) and 16
digitally controlled varactors (DCV’s) are added as shown in Fig. 5.5(c). When the
tri-state inverter of the HDC is enabled (F[0}-is high), output signal of the enabled
tri-state inverter has the hysteresis phenomenon in the transition state to produce
different delay times. The gate capacitance of a DCV can be changed slightly by the
fine-tuning control code (F[16:1]) to obtain high delay resolution in FDS. Because a
tri-state holder cell can provide larger delay than a DCV, it can replace many DCV’s
to reduce power consumption and the intrinsic, ensuring that the delay range of FDS
covers the minimum delay time of CDC to keep the dead zone less than the delay
resolution of FDS. As a result, the overall intrinsic delay of DCDL can be reduced by
CDC and tri-state holder. The simulation results show that the minimum delay
resolution of one FDS is 4ps; hence the total delay resolution of DCDL is 16ps. In
order to enlarge the phase-shift range of DCPS, the gain of control code of DCPS is
four, thus the minimum tuning delay of DCPS is 16ps.
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Fig. 5.8: (a) Transient response of ADDLL. (b) ADDLL at steady state.

5.3.2  Time-to-Digital Converter

Fig. 5.6(a) illustrates the architecture of the proposed TDC. The period of input
clock is quantized by 4 CDCs and converted to TDC control code (TDC_CODE) as
shown in Fig. 5.6(b). Pulse_Start and Pulse_End rises at the first and second rising
edge of input clock respectively. The dummy intrinsic delay chain that contains 4
FDSs with minimum delay and one multiplexer is the same as the minimum delay
path of DCDL. Because the total delay of DCDL consists of the intrinsic delay and
the tunable delay cell delay, Pulse_Start will pass through the dummy intrinsic delay
chain in the front of the CDC chain and then the delay between delayed Pulse_Start

(Pulse_Start_D) and Pulse_End will be quantized by 4 CDCs and converted to TDC
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Fig. 5.9: Tunable signal phase scheme in read operation when (a) DQS leads DQ.
(b) DQS lags DQ.

control code. As a result, the intrinsic delay effect can be removed to improve the
precision of quantization and conversion. Additionally, Pulse_Start and Pulse_End

only toggle once after system is reset.

5.4  Experimental Results and Comparisons

The proposed design is implemented by 0.13um CMOS standard library where

the layout of ADDLL and DCPS is shown in Fig. 5.7, and area of ADDLL and DCPS
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Fig. 5.10: Phase shift between CLOCK1 and CLOCK?2 at 400MHz.

is 0.026mm? and 0.0lmm? respectively. The proposed ADDLL and DCPS are
designed and implemented by cell-based design flow, thus the proposed architecture
and lock-in algorithm are modeled-in Hardware Description Language (HDL) and
functionally verified using NC-Verilog simulator. Fig. 5.8(a) shows the locking
procedure of ADDLL after system is reset. The entire phase locking procedure takes
13 clock cycles. Fig. 5.8(b) shows the proposed ADDLL at steady state. When
ADDLL is locked, the generated 4-phase clock signals reach equal space in one input

clock period. Thus the phase shift between P90 and P360 is 1/4 clock period.

The proposed designs have been verified by HSPICE post-layout simulation with
1.2V. The simulation results of the proposed tunable phase shift scheme show the
delayed DQS (DQS_D) can be adjusted to approach the center of DQ period when
DQS leads or lags DQ, as a result, it can eliminate the mismatching delay from
interconnection of multi-chip as shown in Fig. 5.9. The tunable range of phase shift is
from -600ps to +400ps. For DDR2 400/800 applications, the operation range of the

proposed ADDLL is from 200MHz to 400MHz, and the simulation results show that
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Fig. 5.11: Jitter and phase shift of ADDLL under different PVT.

the total power consumption is 5.5mW and peak-to-peak period jitter is 20ps at
400MHz. The phase difference between CLOCK1 (P360) and CLOCK2 (P90) is
634ps at 400MHz, hence the phase-shift error is 1.3° (compared with 90°) as shown
in Fig. 5.10. Fig. 5.11 shows the phase shift and peak-to-peak period jitter of ADDLL
under different PVT and input clock frequency. Table 5.1 lists comparison results
with the state-of-the-art ADDLLSs for clock generation in DDR controller applications.
The proposed ADDLL has the shortest locking time, the smallest phase-shift error,
and the lowest power consumption compared with other ADDLL designs.
Furthermore, the proposed ADDLL not only has good portability, but also provides

the 90° phase-shift clock within the same clock cycle.

5.5 Summary

In this chapter, a tunable phase shift scheme based on a fast-lock portable
ADDLL and a tunable DCPS for the timing block of DDR interface solution is

presented. The proposed ADDLL that employs the high-performance DCDL and
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Table 5.1: ADDLL Performance Comparisons

Performance Indices Proposed ADDLL [40] VLSI-DAT'06 [37] CICC'07 [38] E.LETTERS'08 [39]
Process 0.13pm CMOS 0.13um CMOS 0.13pm CMOS 0.18um CMOS
Supply Voltage (V) 1.2 1.2 12 1.8
Lock Time (clock cycles) 13 NA 40 <80
Operation Range (MHz) 200 ~ 400 100 ~ 200 333.5~800 510 ~ 1100
P2P Jitter (ps) 20 @400MHz 950 @100MHz 40 @800MHz 20.4 @800MHz
Phase Error (degrees) 13 5.47 (7.6%) 2 NA
Power Consumption (mW) 5.5 @400MHz 9 @200MHz 19.2 @800MHz 12 @800MHz
Phase Shift within Single
Yes No Yes Yes
Cycle
Portability Yes Yes No No

TDC can achieve fast phase lock and keep small phase-shift error compared with
other ADDLLs. The proposed phase shift scheme provides an all-digital and suitable
solution to eliminate the non-ideal effect of data transmission between multi-chip

interconnections especially for high‘data rate interconnection applications.
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Chapter 6
All Digital Synchronous Mirror Delay
Design

6.1 Introduction

As the operating frequency of electronic systems increases, de-skew clock
circuits have been widely used for clock synchronization in System-on-Chip (SoC)
applications. Synchronous mirror delay (SMD)is composed of a clock driver for
driving the large clock loading on the chip and-a skew-compensation circuit for
compensating the clock skew induced by the clock driver. In contrast to phase-locked
loop (PLL) and delay-locked loop (DLL), SMD is more suitable for the applications
that require fast locking and low power consumption, because of its simple circuit
structure [9], [42]-[52]. However, the static phase error between input and output

clock is hard to reduce in the conventional SMD, owing to the low delay resolution.

Many SMD’s have been proposed to reduce the static error including an
interleaved type that utilized an interleaving scheme that reduced the static phase error,
but had to pay the penalty of increased circuit complexity and power consumption
[44], [45]. The successive approximation register (SAR) SMD utilizes phase blender
to improve the delay resolution, however, it takes long lock-in time [47]. Besides, the

conventional SMD accepts only the pulsed clock signal to ensure the functionality,
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Table 6.1: Comparisons of Different SMD Approaches

Interleaved SMD Arbitrary Duty Cycle
Performance Indices SAR SMD [47]
[44], [45] SMD [48], [49]
Static Phase Error Large Small Large
Lock-In Time Short Long Short
Duty Cycle Range Narrow Narrow Wide
Power/Complexity High Medium Medium

implying the input clock needs to be modulated if duty cycle is not suitable. An
arbitrary duty cycle SMD [48], [49] can accept wide input duty cycle range, but it
may occur signal conflict when the high frequency-clock propagates through the long

delay line. The brief summary of the different SMD approaches is listed in Table 6.1.

In this chapter, the proposed all-digital SMD (ADSMD) utilizes the edge-trigger
mirror delay cell (EMDC) and blocking edge-trigger scheme to increase the input
duty cycle range and avoid the signal conflict. Furthermore, the proposed fine-tuning
delay line (FTDL) and delay-matching structure can reduce the overall static phase
error. As a result, the proposed ADSMD not only can achieve the wide input duty

cycle range but also keep the small phase error at the same time [52].

This chapter is organized as follows. Section 6.2 describes the basic concept and
operation of the conventional SMD. The proposed ADSMD architecture and circuit

design including delay-matching structure, blocking edge-trigger scheme, EMDC, and
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Fig. 6.1: Architecture of the conventional SMD.

FTDL are described in Section 6.3. In Section 6.4, the experimental results of the

proposed design are presented. Finally; abrief:summary is addressed in Section 6.5.

6.2 SMD Overview

The schematic diagram of the conventional SMD is shown in Fig. 6.1. It consists
of an input buffer (IB) with delay Td1, a clock driver (CD) with delay Td2, a forward
delay line (FDL), a backward delay line (BDL), and a mirror control circuit (MCC). A
pulsed clock propagates forward for the time of Tck - Td1 - Td2 through the FDL, and
then propagates backward through the BDL as the opposite direction of FDL, where
Tck is the input clock cycle time. As a result, the total delay time is Td1 + (Td1 + Td2)
+ (Tck - Td1 - Td2) + (Tck - Td1 - Td2) + Td2 = 2Tck. In order that the NAND type
mirror delay cell (MDC) in MCC can perform accurately, the input clock should be

modulated to narrow-pulse clock to ensure the two inputs of MDC will not be
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Fig. 6.2: (a) Architecture of the proposed SMD (b) Circuit of EMDC

overlapped at logic high within the first input clock cycle. The accuracy of phase
alignment of SMD is dominated by the delay resolution of delay cell in FDL and BDL.
Besides, because the gate delay of MDC is neglected in the delay formula, it will

further increase the phase error of SMD after two clock cycles.
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6.3 The Proposed ADSMD Design

Fig. 6.2(a) illustrates the architecture of the proposed ADSMD which consists of
several major functional blocks: a:dummy delay line (DDL), a FDL, a MCC, a BDL,
a FTDL, a phase detector, and a timing controller, and the circuit of EMDC is shown
in Fig. 6.2(b) [52]. As compared with the conventional SMD, a DDL of the proposed
delay-matching structure SMD contains an EMDC and a FTDL to compensate the
delay of EMDC and FTDL. As a result, the total delay time is Td1 + (Td1 + Td2 +
Td3 + Td4) + (Tck - Td1 - Td2 - Td3 - Td4) + Td2 + (Tck - Td1 - Td2 - Td3 - Td4) +
Td3 + Td4 = 2Tck. The locking procedure is divided into coarse and fine locking. The
coarse locking takes two clock cycles as the same as the conventional design, and the
maximum phase error is the delay resolution of FDL and BDL. The remaining phase
error is further reduced by FTDL controlled by 3-bit fine-tuning control code (FTC).
In the fine locking, the FTC is changed every two clock cycles by the timing

controller based on UP/DN from phase detector to control the delay of FTDL to align
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Fig. 6.4: Timing waveform (a) without blocking scheme (b) with blocking scheme.

phase between external clock (EXT_CLK) and internal clock (INT_CLK). As a result,

the entire locking procedure takes 10 clock cycles (2 + 2 x 4).

Typically, the delay resolution of FDL is one AND gate delay which is about
several hundred picoseconds depending on the technology. In order to achieve high

delay resolution, the proposed FTDL employs a digitally-controlled varactor (DCV)
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Fig. 6.5: Microphotography of SMD test chip.

whose gate capacitance can be changed slightly by the FTC to change the delay of
FTDL under different output loading of the driving buffer as shown in Fig. 6.3 [34].
As a result, the overall delay resolution of SMD can be improved from several

hundred picoseconds to ten picoseconds.

To increase the input duty cycle range, the proposed SMD utilizes the EMDC to
detect the level changing of the outputs of the successive delay cells in FDL [49].
However, based on the system requirements, the length of the FDL and BDL may
need to increase to achieve the wide operating frequency range. But, it will induce
more than one output of the EMDCs at logic low as the high-frequency clock
propagates through the long FDL, implying SMD operation is unstable as shown in
Fig. 6.4(a). The proposed blocking edge-trigger scheme uses the blocking signal
(BLK), which is set to low level at the second rising edge of IB_OUT to block the
clock propagation in FDL to avoid the signal conflict in MCC and ensure the SMD

functionality as shown in Fig. 6.4(b).
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Fig. 6.6: (a) Timing diagram of the proposed SMD (b) Acceptable Input duty cycle

6.4

under different frequencies.

Experimental Results

A test chip of the proposed SMD has been fabricated in 0.18um CMOS process,

where chip microphotography is shown in Fig. 6.5. The proposed design is verified by

post-layout simulation using HSPICE. Fig. 6.6(a) shows the entire locking process

takes ten clock cycles, and the total propagation delay of SMD is adjusted by the FTC

every two clock cycles, making the phase error reduced to 15ps at 400MHz. Table 6.2

lists the verification results of phase error under different PVT conditions and input
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clock frequencies. The proposed SMD can accept wide input duty cycle from 20% to
80% at different input clock frequencies as shown in Fig. 6.6(b). The performance

characteristics of the proposed SMD are summarized in Table 6.3.

6.5 Summary

The performance and application scope of the conventional SMD are limited by

Table 6.2: Phase Error Under Different PVT Conditions

SS, 1.62V, 125° TT, 1.8V, 25 FF, 1.98V, -40°
200MHz 6ps 11ps 16ps
400MHz 16ps 15ps 18ps

Table 6.3: ADSMD-Performance Summary

Process 0.18um CMOS
Supply Voltage (V) 1.8
Operation Range (MHz) 200 ~ 400
Input Duty Cycle Range (%) 20~ 80
Delay Resolution (ps) 10
Phase Error (ps) 18
Lock Time (clock cycles) 10
Power Consumption (mW) 8.7 @400MHz
Area (mm?) 0.08

the low accuracy phase alignment and the narrow-pulse clock demand. In this chapter,
three important design concepts of the proposed SMD are proposed: a high-resolution

delay line, a delay-matching structure, and a blocking edge-trigger scheme. The
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proposed high-resolution delay line and delay-matching structure reduce the phase
error between the external and internal clock, and the proposed blocking edge-trigger
scheme extends the input duty cycle range without delay line length limitation. As a
result, the proposed SMD can achieve wide duty cycle range and keep small static

phase error compared with conventional designs, making it suitable for the clock

synchronization in SoC applications.



Chapter 7

Conclusions and Future Works

7.1  Conclusions

In this dissertation, a systematic all-digital design approach to implement various
high performance and low power clock generators, including ADPLL, ADSSCG,
ADDLL, and ADSMD, for SoC applications has been presented. The proposed DCO
which is the kernel module of all-digital. .clock generators employs a cascadable
structure with coarse and fine-tuning stage to achieve high resolution and wide
frequency range at the same time.“The coarse-tuning stage utilizes a segmental delay
line (SDL) to reduce redundant power, and:the proposed hysteresis delay cell (HDC)
can reduce the circuit complexity and loading of the fine-tuning stage to further lower

down the power consumption.

For the power management system application, the proposed PLL employs a
novel 2-level flash TDC to reduce lock-in time with low hardware cost. Besides, in
the consumer electronics, microprocessor (UP) based systems, and data transmission
circuits, how to reduce the electromagnetic interference (EMI) effect is an important
design topic. Based on the proposed RDTM, the spreading ratio of the proposed
ADSSCG can be specified flexibly by application demands while keeping the phase

tracking capability. With the proposed low-power DCO and auto-adjustment



algorithm, the overall power consumption can be saved while keeping monotonic

delay characteristic.

Double data rate (DDR) memories have been widely used for high-performance
system in modern SoC designs to meet required data bandwidth. Because DDR
memory controller needs specified clock and control signal to ensure the functionality
and performance of data accesses, a tunable phase shift scheme based on all-digital
delay locked loop (ADDLL) and digital control phase shifter (DCPS) has been
proposed in this work to solve the delay mismatching issue. In addition, memory
design utilizes the synchronous mirror delay (SMD) to eliminate the clock skew by
wire delay mismatching. The proposed all-digital SMD (ADSMD) uses edge-trigger
mirror delay cells to enlarge the input duty cycle range and fine-tuning delay lines

with high-resolution delay cell to reduce the static phase error.

The proposed all-digital clock ‘generators not only use the proposed DCO/delay
cell and several design techniques to enhance performance and reduce power
consumption, but also can be realized by standard cells in standard CMOS processes,
making it easily portable to different processes as a soft intellectual property (IP). As
a result, the proposed all-digital clock generators are very suitable for SoC

applications as well as system-level integration.

7.2  Future Works



The proposed DCO employs a cascadable structure with coarse and fine-tuning
stage to achieve high resolution and wide frequency range at the same time. However,
this structure has several drawbacks. First, the controllable range of each stage should
be larger than the delay step of the previous stage to ensure it does not have any dead
zone larger than the LSB resolution of DCO. Thus, it needs over design to meet this
design constraint, leading to increase power and area. Second, the non-monotonic
problem will happen when DCO control code switch cross over different tuning
stages. The non-monotonic problem may induce stability issue and large jitter.
Recently, many researchers proposed the phase interpolation approach to implement a
monotonic DCO design [53]-[56]. However, the phase interpolator is not only hard to
obtain precise timing, but also has large power consumption. As a result, a new DCO

structure should be proposed to overcome these design issues.

Furthermore, as the operating frequency of clock generator increases, we should
pay more attention to several design considerations to ensure the performance and
functionality. First, because the tolerance of the duty cycle variation becomes small,
the clock generator should embed a duty cycle corrector (DCC) to maintain the duty
cycle of clock generator output. Second, in order to achieve high operating frequency,
the clock generator may utilize advanced process to implement the high-performance
design. It will encounter many non-ideal design issues, such as large leakage current
and heavy wire loading as chip area increased. Thus, how to design a nano-meter
clock generator will be a great challenge. Third, because the design of SoC becomes
more complex, the clock generator needs high immunity to PVT variations to ensure
the performance and functionality. In the previous work, it only proposed a
compensated solution for supply voltage variation [53]. To have more robust clock

generator for high-frequency SoC applications, how to increase the immunity to PVT
-87 -



variations is an important research topic in the future. In addition to these design
issues, the low-power design techniques, such as voltage-domain partition and
dynamic voltage scaling, can be applied in the all-digital clock generator to further

reduce power consumption.

As IC technology grows up rapidly, the computing systems and high-speed serial
links require very high communications bandwidth. Currently, the data rate of serial
links is higher than 5Gb/s [5], [57]. Besides, only the data signal is transmitted to save
cost, and the receiver must be capable of recovering the clock and data from the
received serial-data stream in the serial-data-transmission systems. Thus, the high data
rate clock and data recoveries (CDR’s) which can recovery received data and clock is

very important and essential for such applications.

Many high-speed CDR’s that based on PLL/DLL architecture have been
proposed [58]-[60]. However, how to design and implement a high-speed CDR using
all-digital approach is still a challenge. Thus, our future research will be focused on

the high-speed and all-digital CDR design.
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