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中 文 摘 要

　　現今各種觸覺裝置已廣泛應用在娛樂、教育、訓練、製造、機器人遙控操作、藝

術等各領域中，藉由觸覺以增加虛擬物件的真實感或提供力輔助來促進操作感受及提

昇工作效能。虛擬運動限制(virtual motion constraint)係由軟體產生，透過力回饋搖桿

來限制操作者的運動空間，藉以符合對應的工作要求或提供操作者即時的操作輔助。

基於此觀念，本論文提出虛擬運動限制的設計方法，可適用於已知或未定的操作環

境，並應用在模擬操控系統及機器手臂操作上。前者，針對已知的模擬工作，我們

經由組合虛擬牆來建構運動限制，以兩軸力回饋搖桿發展出一個多功能的虛擬操作

系統，可用來模擬多種不同工作的操作裝置，如扳手、排擋器等。我們也提出以像

素(pixel)為基礎的方法，不僅便於以圖形編輯軟體來組裝各式虛擬牆，且能在不同牆面

間達成力的平滑呈現。實驗結果顯示，該系統能掌握所模擬操作裝置的主要特徵。而

後者，關於未定環境的多軸機器手臂操作，我們以運動限制發展一套虛擬工具，如虛

擬尺等，根據使用者的需要，提供使用者在位置與方向上的輔助，經由操作六軸力回

饋搖桿來操控機器手臂。我們也提出點、線、面等虛擬工具的實現方法，且能在不同

工具或方向切換時，仍使輔助力保持平順。為了展現成果，在實驗中本系統執行路徑

跟隨以及用扳手鎖螺絲這類需要技巧的操作工作。
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Abstract

　　Nowadays haptic devices have been applied to many areas, such as entertainment,

education, training, manufacturing, telerobotics, art, and so on, to enhance the reality

of virtual objects or provide force assistance, and thus to foster manipulative feeling or

to improve task performance. Virtual motion constraint is generated via the software,

so that the force-reflection joystick, operated by the user, is confined to move within a

limited workspace that corresponds to task requirements or provides the user the real-time

assistance. Based on this concept, this dissertation proposes methods to design virtual

motion constraints, which can be applicable for well-known or uncertain environments,

and apply them for simulation systems and robot manipulation. First, for a well-known

simulated task, we assembly virtual walls to construct the desired motion constraint and

thus develop a multi-functional virtual manipulation system, based on a 2-DOF (degree-of-

freedom) force-reflection joystick, to emulate various manipulative devices, e.g., a wrench

or gearshift level. We also propose a pixel-based method, which can easily construct these

motion constraints by using the graphic editing software and also maintain smooth force

rendering between the walls. The experimental results show that this system can capture

the main features of various kinds of manipulative devices. Second, for manipulating a

multi-DOF robot manipulator in uncertain environments, also based on the concept of
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virtual motion constraint, we develop a set of virtual tools, e.g., a virtual ruler, which can

provide the position or orientation assistance to the user, according to her/his demand

on site, to govern the robot effectively by operating a 6-DOF force-reflection joystick. We

also implement several kinds of virtual tools, such as a point, line, or plane. Smooth

force rendering during the transition between the use of two consecutive tools in guidance

are also achieved. For demonstration, the system is employed for the tasks of contour

following and screw fastening, which involve delicate and challenging maneuvers.
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Chapter 1 Introduction

1.1 Research Motivation

Along with the rapid development of virtual reality (VR) technology and human-machine

interface devices in recent years, haptic devices have been applied to many areas, such

as entertainment, education, training, industry, manufacturing, telerobotics, art, and so

on, to enhance the reality of virtual objects or provide force assistance, and thus to foster

manipulative feeling or to improve task performance [24,57]. In human-machine systems,

VR is often used to yield the user an illusion of reality and a feeling of “being there”

via real-time interaction with her/him through many different sensorial channels, such as

vision, audition, and haptics [9–11]. Unlike that a single visual or auditory device can only

serve one-way communication with the user, e.g., a display or speaker, a haptic device is

bilateral for the user, such as force-feedback gloves or joystick, which enables the user can

percept or manipulate the virtual or remote object via physical contact, including both

tactile and kinesthetic senses [33,52,56,57].

According to our survey on previous works related to haptic applications in ma-

nipulative tasks, basically, there are two major purposes of applying the haptic devices

in human-machine systems: i) to emulate real objects or motions, such as telepresence,

simulation systems for skill training, haptic display of virtual object, and ii) to provide

assistance to the user by virtual objects for guidance or protection. To render the haptic

effects, in the former the force information may be obtained from remote force sensors

or simulated models, which may include geometric and physical properties, e.g., shape,

hardness, or stickiness. We classify them into two categories below:
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1. Sensor-based method: force-reflecting teleoperation [23,32]

2. Model-based method:

• Dedicated-function: simulation systems of calligraphy [36,61] and manual gearshift

[18], skill training system for arc welding tasks [62]

• General-function: 3D haptic display [54,64], multi-functional virtual manipula-

tion system for simulated tasks [26]

However, in the latter, the force information comes from the designer, which may be

based on predefined environments, predictable user motion or environment, real-time

sensed results, or user’s choice. We further classify them into four types below:

1. Predefined type: virtual fixtures (VF) [53] and virtual mechanism [28] for teler-

obotic manipulation, geometrically-based VF in VR training environments [31,49,

50], anatomy-based constraints for surgery tasks [34], velocity-based guidance VF

for telemanipulation [4,5]

2. Predicted type:

• User motion: HMM-based VF for path following and off-path motions [35],

adaptive VF for teleoperation tasks [3]

• Environment: predictive haptic guidance for driving support [17], predicted-

position VF for protection in robot-assisted surgery [20]

3. Sensor-based type: vision-based VF for microscale manipulation [8], laser-assisted

for telerobotic system [60] or robotic surgery [51]

4. User-based type: virtual tools for robot manipulation [25]
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According to the survey above, there are two important concepts, which are often used

to enhance human performance in manipulative tasks: virtual fixtures and virtual mech-

anism. In 1993, Rosenberg [53] first introduced the concept of virtual fixtures, which

is an overlay of abstract perceptual information on a workspace to improve the human

performance in a telerobotic task. For instance, a ruler can assist the user draw a line

straighter and faster than freehand. Note that virtual fixtures may include not only hap-

tic information but also visual or audio information. For the applications, virtual fixtures

are often used to either serve for guidance, which lets the manipulated object move along

desired paths, or to bound forbidden-regions, which protect it from hitting obstacles [4].

In 1995, Joly and Andriot [28] proposed the concept of virtual mechanism also for a

telerobotic system. Virtual mechanism can confine both the master and slave arms indi-

vidually, to move along a desired task space (e.g., a line or a circle), via virtual springs

and dampers attached between them, in which the constrained forces are calculated by

real-time simulation of this mechanical system.

Motivated by the concepts of virtual fixtures and virtual mechanism, in this disserta-

tion, the virtual motion constraint is generated via the software, so that the force-reflection

joystick, operated by the user, is confined to move within a limited workspace that cor-

responds to task requirements or provides the user the real-time assistance. Therefore,

the main purpose of this dissertation is to propose methods to design virtual motion con-

straints, which can be applicable for well-known or uncertain environments, and apply

them for simulation systems and robot manipulation.

First, for a well-known simulated task, we assembly virtual walls to construct the

desired motion constraint and thus develop a multi-functional virtual manipulation sys-

tem, based on a 2-DOF (degree-of-freedom) force-reflection joystick, which can emulate
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various manipulative devices, e.g., a wrench or gearshift level. Differing from the previous

works of dedicated simulation systems [18,36,61,62], which only can emulate a single de-

vice for exact replication based on detailed analysis or dedicated hardware, we intend to

let this virtual manipulative system be multi-functional via a systematic way to assemble

different kinds of virtual walls, which can capture the main features of various kinds of

manipulative devices, at the expense of exact replication. We also propose a pixel-based

method, which can easily construct these motion constraints by using the graphic editing

software and also maintain smooth force rendering between the walls. The experimental

results show that this system can exhibit certain degree of resemblance and reality.

Second, for manipulating a multi-DOF robot manipulator in uncertain environments,

also based on the concept of virtual motion constraint, we develop a set of virtual tools,

e.g., a virtual ruler. These tools can provide the position or orientation assistance to

the user, according to her/his call and setup on site, to govern the robot effectively. For

instance, in a screw fastening task, the operator first manipulates the hex key, which is

mounted on the robot manipulator, into a hex socket screw with a proper orientation.

Then, she/he calls the virtual tools to let this hex key maintain a fixed rotation axis and

also move only along with this axis. Thus, with the help of virtual tools, the task becomes

more easier than the case without them. Differing from the predicted or sensor-based

methods for uncertain environments [3,8,17,20,35,51,60], when and what kind of virtual

tools to use in our method completely depends on the user’s decision. We implement

virtual tools, including a point, line, and plane, and provide methods for smooth force

rendering during the transition between the use of two consecutive tools in guidance. In

addition, a virtual spring (also a kind of motion constraint) is connected to the force-

reflection joystick and the robot manipulator, so that the linkage between the user and

4



the robot can be established for better manipulation. For contact tasks, a virtual bumper

attached on the robot manipulator for protection when interacting with stiff environments.

For demonstration, the system is employed for the tasks of contour following and screw

fastening, both of which involve delicate and challenging maneuvers. According to these

two different design concepts, we name them as “environment-oriented motion constraint”

and “user-oriented motion constraint,” respectively.

Among various kinds of haptic devices [24,56], we choose the force-reflection joystick

to develop our manipulation systems, due to the merits of simplicity and generality.

Regarding the desirable features of force-reflection interfaces, Srinivasan and Basdogan

[57] summarized three requirements: i) low back-drive inertia and friction, ii) ergonomics

and comfort, and iii) matchable range, resolution, and bandwidth. And, according to

[33,57], typical forces for humans used in exploration and manipulation are in the range

of 5 to 15 N, and the spatial resolution of two points about 1 mm on the fingertip. For

most of haptic systems, the force updating frequency of 1 kHz or more is demanded to

provide a high quality of haptic rendering to the user [24,52,57].

1.2 Dissertation Contributions

Major contributions of this dissertation are briefly summarized below:

• We propose two design methods for environment-oriented and user-oriented virtual

motion constraints. The former is applicable for well-known environments and the

latter can be used to help the user when facing unstructured environments. We

apply them to simulation systems for emulating the manipulative feeling and robot
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manipulation for assisting the user in governing, respectively, to verify their effec-

tiveness.

• We develop a multi-functional virtual manipulation system that can be applied to

a wider range of simulation systems, based on a 2-DOF force-reflection joystick and

the proposed virtual motion constrains. The proposed virtual manipulation system

has been experimentally verified via emulating an omni-directional wrench and a

manual gearshift system, that can capture the main features of various manipulative

devices.

• We present a systematic approach to design and implement the virtual motion

constrains that correspond to the well-known simulated tasks, and also propose a

pixel-based method for constructing these 2-D virtual motion constraints easily by

using the graphic editing software, which can also achieve smooth force rendering

during the transition between the walls.

• We develop an effective and natural manipulation system for the user to control

a multi-DOF position-controlled robot manipulator via a 6-DOF force-reflection

joystick in unstructured environments for contact tasks. The effectiveness of the

proposed manipulation system has been experimentally verified by performing two

kinds of tasks, contour following and screw fastening, which involve delicate and

challenging maneuvers.

• We develop a set of virtual tools, which can provide position and orientation assis-

tances to the user according to her/his call in real-time. According to our survey,

the orientation assistance is less discussed in previous works. We also propose an

algorithm to implement three types of position tools: a point, line, and plane.

6



1.3 Dissertation Organization

In this chapter, the motivation and contributions of this dissertation have been addressed.

The rest of this dissertation is organized as: Chapter 2 describes the environment-

orientated design method to tackle simulated tasks and its application in developing a

multi-functional virtual manipulation system for various simulation tasks. In Chapter 3,

we develop a set of virtual tools, based on user-oriented motion constraints, to assist the

user for manipulating a multi-DOF robot manipulator in uncertain environments. Finally,

the conclusions and future works are given in Chapter 4.
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Chapter 2 Multi-Functional Virtual

Manipulation System

In this chapter, we develop a multi-functional virtual manipulation system that can be

applied to a wider range of simulation systems, based on using a 2-DOF force-reflection

joystick, and thus propose a systematic approach to design and implement the virtual mo-

tion constraints that corresponds to various task requirements. To evaluate its effective-

ness, we apply the proposed virtual manipulation system to emulate an omni-directional

wrench and a manual gearshift system.

2.1 Introduction

Simulation systems have been applied to emulate practical systems, assist in mechanical

design, and serve as the interface for teleoperation, among others [18,19,28,43]. With the

development of virtual reality (VR) and dynamic modeling techniques, today’s simulated

environments are more realistic, and thus give the user a better feeling of immersion.

And, via various communication channels, especially the bilateral manipulative devices,

the user may interact with the simulation system in a more natural and efficient manner

[12,13,30,43,44]. Due to the great variety of tasks that one may need to simulate, there is

a strong demand to have a single manipulative device applicable for various tasks, which

poses severe challenges.

In this chapter, we intend to design a virtual manipulation system that can be ap-

plied to a wider range of simulation systems, but not for exact replication of the real
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manipulative devices. Because our focus is on the compliance task, which requires both

position and force management, we concentrate on the haptic device. Among various

kinds of haptic devices, the force-reflection joystick, which has merit in its simplicity

and generality, is chosen for our proposed system [9,45]. Our design adopts the concept

of virtual mechanisms and virtual fixtures previously proposed [28,48,49,53]. The basic

idea is to generate virtual motion constraints via the software, so that the joystick is

constrained to move within a limited workspace that corresponds to task requirements.

In other words, the virtual constraints are designed to make the joystick behave similar

to the manipulative device it emulates, e.g., a steering wheel, wrench, or gearshift lever.

Consequently, the users may feel as though they are operating a manipulative device that

is specifically designed for the given task, thus achieving fast and effective manipulation.

We propose a systematic approach to design and implement the virtual motion con-

straints to tackle various kinds of compliance tasks. First, sets of virtual walls are de-

veloped to serve as the building blocks. Motion constraints for complex tasks can then

be constructed via proper assembly of these basic building blocks. As different motion

constraints may be required in different stages of compliance task execution, the virtual

walls may be made of different shapes, placed in different orientations, and with different

levels of hardness and stickiness. Furthermore, their shapes, orientations, and physical

properties may vary along with the execution of the task. For instance, in a screw-driving

task, the screw is tightened to the fixture gradually, with an increasing effect on friction

during the process. We also propose a pixel-based method to achieve smooth force render-

ing between the connected walls. To evaluate whether the proposed virtual manipulation

system can capture the main features of various manipulative devices, at the expense

of exact replication, we apply it to emulate an omni-directional wrench and a manual
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gearshift system based on using a 2-DOF force-reflection joystick developed in our labo-

ratory [37]. We then analyze the responses of the users during their manipulation. The

rest of this chapter is organized as: Section 2.2 describes the proposed virtual manipu-

lation system and how to construct the virtual motion constraints. Experiments for the

constructions of both the virtual omni-directional wrench and virtual manual gearshift

system are presented in Section 2.3. Section 2.4 provides the discussions on the evaluation

of users’ responses during the experiments. Finally, summaries are given in Section 2.5.

2.2 Proposed Virtual Manipulation System

Fig. 2.1 shows the conceptual diagram of the proposed multi-functional virtual manipula-

tion system. The proposed virtual manipulative device consists of mainly a force-reflection

joystick and the motion constraints. With the joystick guided to move within the walls

of the motion constraints, the user may gain better manipulability when executing the

compliance task. During the manipulation, the user imposes a force on the joystick to

move around the motion constraints. In turn, this virtual manipulative device generates

the motion command and sends it into the simulated environment. Meanwhile, the force

and position feedbacks incurred during the interaction between the virtual manipulative

device and the simulated environment are sent back to the user via the joystick and the

visual display. With both the reflected haptic feeling and visual feedback, the user can

then determine his/her next move.

To let the proposed virtual manipulation system applicable for a wide variety of com-

pliance tasks, the proposed approach must be able to create virtual motion constraints

systematically. We list some major considerations in motion constraint design for com-
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Fig. 2.1: Conceptual diagram of the proposed multi-functional virtual manipulation sys-

tem.

pliance tasks below:

• For task formulation in the simulated environment, different shapes of motion con-

straints may be demanded and placed in different orientations. For instance, various

virtual scenes may be present during the execution of a peg-in-hole task.

• Objects in various tasks may be made of different materials, and thus exhibit dif-

ferent physical properties.

• Along with the progress of the task execution, the shapes, orientations, and physical

properties of the motion constraints may vary, e.g., the friction effect during the

tightening of a screw into a fixture.

In responding to the requirements above, the virtual walls, as the building blocks for

constructing the motion constraints, should provide varieties in their shape, orientation,

and physical property. And, these attributes may be time-invariant or time-varying.
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The design of these various kinds of virtual walls will be described in Section 2.2.1. In

Section 2.2.2, we will discuss the connection of walls of various shapes and how smooth

manipulation can be achieved when the joystick moves between walls. The procedure on

how to construct the virtual motion constraints that correspond to task requirements will

also be described.

2.2.1 Virtual Wall Design

During the design, we should first make the virtual wall behave like a real one, which

implicates a demand of a very high stiffness for the virtual wall itself and an abrupt

stiffness change during contact with the wall [14,39]. In addition, digital implementation

of the virtual wall may be affected by a fast-moving joystick and low system sampling

rate, which would result in deferred force generation [14]. This phenomenon may invoke

system instability and cause the human operator to feel unnatural. To provide an instant

reflective force, it may demand a sampling rate of up to more than 1 kHz [7]. Another

issue in the design is about the pushing force a human operator may impose on the

joystick. According to [59], a human hand may generate a pushing force up to above 60

N. If the operator keeps pushing against the joystick with the maximum force, he/she

may bend the joystick and make the virtual wall collapse. These requirements have to be

well tackled in implementing a realistic virtual wall.

In response to the requirements, we first constructed a 2-DOF force-reflection joystick

that achieves the required sampling rate. Meanwhile, we also suggest that the joystick

should be constrained to move slowly within the walls to alleviate the risk of a severe

collision. The strategy proposed is to pair the virtual walls for forming the virtual aisles,
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Fig. 2.2: Virtual aisle design: (a) rectangular and circular aisles and (b) physical property

emulation.

so that the limited space should confine the movement of the joystick. We also assume that

the human operator is aware that the virtual motion constraint serves as the guidance

and reminder during the manipulation, and is expected not to push hard on the wall

intentionally.

Following the concept above, we start with the rectangular and circular aisles as

examples, as shown in Fig. 2.2(a). These aisles are designed to generate the reactive

force responding to the push of the joystick during its manipulation within the aisle.

As the joystick may touch the wall of the aisle in either a perpendicular or slanting

direction, the reactive-force generation should depend on both its penetrating direction

and depth inside the wall. Two common approaches for this are point-based and ray-

based force rendering [57]. The former computes the force based on the stiffness provided
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by the joystick system and the distance between the collision point inside the wall and the

nearest surface point (NSP); the latter uses the distance between the collision point and

the surface point along the penetrating ray. We adopt the point-based approach because

it yields more smooth force rendering. Force rendering for these two kinds of aisles can

be easily extended to other shapes. Furthermore, to deal with various compliance tasks,

physical properties in addition to the stiffness, represented by the spring in Fig. 2.2(b),

will also be emulated. For instance, the friction effect for tasks like the tightening of

a screw can be realized by installing the damping within the aisle, represented by the

damper in Fig. 2.2(b). Damping can also be incorporated into the wall along with the

stiffness to alleviate the possible oscillation due to hard hits. The reactive force generated

during contact with the wall can thus be formulated as

f = K(xnsp − x)−Bẋ, (2.1)

where K stands for the stiffness, B the damping, and xnsp the NSP corresponding to the

current joystick position x.

2.2.2 Motion Constraint Construction

In assembling the walls for motion constraint construction, we first deal with the con-

nection between them and the subsequent force rendering. Fig. 2.3 shows several types

of connections between walls of the same or different shapes (again with rectangular and

circular types of walls as examples). To smooth out the sharp corners between walls,

the spline functions or others may be introduced for wall connection. When the joystick

cruises through the vicinity of the connected area, smooth reactive force rendering is

much more complicated than that with one single wall. Because a more complex shape
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Fig. 2.3: Connection between walls: (a) line-to-line, (b) curve-to-curve, and (c) line-to-

curve.

is formed, it may not be that straightforward to determine the direction of the reactive

force [56]. One resolution for this is to keep tracking previous surface points, like the

god-object and proxy algorithms previously proposed [54,64]. Motivated by this idea and

to avoid describing connections of walls of various (even irregular) shapes with geomet-

ric equations case by case, we propose a pixel-based method for force rendering. In the

proposed method, the interaction between the virtual joystick and motion constraints,

the recording of the previous surface points, and the force rendering are all executed

in the pixel space. Consequently, motion constraints can be easily constructed using

the graphics editing software. Detection for contact between objects also becomes very

straightforward. In the developed system, the resolution and updating rate for visual ren-

dering are 0.4 mm between two neighboring pixels (500x500 pixels/200x200 mm2) and 30

Hz, respectively, and those for haptic rendering are 0.1 mm (2000x2000 pixels/200x200
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Fig. 2.4: Applying the proposed pixel-based method for force rendering for wall connection

in Fig. 2.3(a).

mm2) for each count and above 1 kHz, both satisfying the demand from the operator.

Fig. 2.4 shows an example of how the proposed method is applied for the case in

Fig. 2.3(a), a connection of two rectangular aisles. In Fig. 2.4, the joystick is moving

across the connected area from location Ja to Jb. With the point-based approach, the

corresponding NSP for Ja is first identified as Ca. Next, the proposed method will search

through a series of circular regions of a small radius to locate the possible NSP for Jb.

The process will continue until the desired NSP Cb is found. Details of the searching

process for locating Cb are given in Algorithm 1. Due to the small distance between each
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Algorithm 1 Locating NSP Cb by Ca and Jb
1: for Ca, find all Pi ∈ ‖Pi − Ca‖ < ε, i = 1, 2, ..., N .

2: for i = 1 to N do

3: if Pi is a wall pixel then

4: go to 2:

5: end if

6: if ‖Pi − Jb‖ < ‖Ca − Jb‖ then

7: Ca ⇐ Pi

8: go to 1:

9: end if

10: end for

11: Cb ⇐ Ca

step resulting from the high sampling rate, the computation load is not demanding. With

these NSPs, smooth force rendering with a certain degree of continuity can be achieved.

The user may thus experience a smooth maneuvering through the connected portion. In

addition, this pixel-space implementation also has merit in direct quantization in the pixel

space and extensibility to the 3D cases.

Procedure for motion constraint construction: Construct proper motion constraints

corresponding to the requirements of a given compliance task.

Step 1: Perform analysis and specify the requirements for a given compliance task.

Step 2: According to the task requirements, select virtual walls of suitable shapes and

physical properties.

Step 3: Assemble the walls into aisles and proceed with the necessary connections be-
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tween aisles. Perform force rendering for smooth manipulation using the proposed pixel-

based method, when the joystick cruises through the connection.

Step 4: Along with the progress of the task execution, update the virtual constraints via

proper adjustment of the virtual walls and their physical properties.

2.3 Experiments

During the experiments, we apply the developed multi-functional virtual manipulation

system to emulate two kinds of manipulative devices, the omni-directional wrench and

manual gearshift system. The purpose is to show that this manipulation system is able

to capture the main features of several manipulative devices via a systematic approach,

while at the expense of exact replication. The emulations of these two manipulative

devices pose different requirements in implementation for involving both the circular and

rectangular aisles and the physical properties in stiffness and damping.

Six male and two female graduate students from our institute, between 23 and 28

years old, were invited by our laboratory to perform the experiments. All of them had

experience in manipulating the wrench and manual gearshift system. We developed a

2-DOF force-reflection joystick as the manipulative device, as shown in Fig. 2.5(a). This

joystick is basically modified from our previous one [37] by using a peripheral with a higher

sampling rate, whose specifications are listed in Table 2.1. The AC servo motor is used as

the actuator to move the joystick directly. The motor (type MSMA041A1E, Panasonic,

Japan) weighs 1.6 kg with a maximum speed of 4500 rpm and maximum output torque of

3.8 Nm. An encoder is installed within the motor to achieve closed-loop servo control with
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(a)

(b)

Fig. 2.5: (a) System view of the 2-DOF force-reflection joystick system developed in our

laboratory. (b) System block diagram with the operator interacting with the simulated

environment using the force-reflection joystick.

a resolution of 10000 pulses per revolution. The encoder is used to measure the position of

the joystick. The resolution of the encoder and the quality of the actuator’s servo control

together determine the resolution of the joystick. For force control, the motor driver
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Table 2.1: Specifications of the developed 2-DOF force-reflection joystick.

Item Specification

X axis ± (70 ∼ 80) deg

Y axis ± (80 ∼ 90) deg

Stick length 22 cm

Maximum output force 32.5 N

Precision 0.1 mm/count (28 counts/deg.)

Interface PCI

Sampling rate above 1 kHz

Bandwidth 100 Hz

is set at torque control mode. And, system identification has been performed via the

frequency-response analysis. Fig. 2.5(b) shows the system block diagram when the user

operates the joystick, as a virtual manipulative device, to interact with the environment.

In Fig. 2.5(b), the user sends in the commanded force fh and receives the reflection force

fm from the joystick. fh and fm, combined to be fu, are sent to the joystick, which in

turn generates the command x. Via the virtual motion constraint, x is forwarded to the

simulated environment, which responds with an interactive force fe. This fe becomes f

and then fm through the virtual manipulative device.

2.3.1 Virtual Omni-Directional Wrench

We first apply the proposed manipulation system to construct a virtual omni-directional

wrench. Fig. 2.6 shows how to construct the motion constraints for the virtual omni-
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Fig. 2.6: Motion constraint construction for the virtual omni-directional wrench: (a) ma-

nipulation of the real omni-directional wrench, (b) virtual motion constraint generation,

and (c) manipulation of the virtual omni-directional wrench.
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Fig. 2.7: Measured force response for screw tightening using a real wrench.

directional wrench based on manipulating a real wrench for a screw-tightening task. In

Fig. 2.6(a), the user turns the wrench every one-half circle clockwise to tighten the screw,

and then moves it back to the original location via a linear path. In response to these two

motions, one semi-circular and one rectangular virtual aisle are generated, as shown in Fig.

2.6(b). Both of them are equipped with the springs on the two sides of the aisle to provide

the resistive force, but only the semi-circular one is equipped with the damper inside of

it to emulate the tightening effect. Note that the vertical movement of the screw during

wrench turning is neglected due to its smallness. To make the virtual wrench approximate

the real one more closely, we actually manipulated the real wrench to tighten a screw. Fig.

2.7 shows the force response measured by the JR3 force sensor (UFS-3012A-25, NITTA,

Japan) mounted on the real wrench shown in Fig. 2.6(a). The measured forces, ranging

between 0-16 N, increased gradually along with the turning of the wrench, as indicated

by the four peaks in Fig. 2.7. Based on the observation, the damping coefficient Bw, used

for exhibiting the increasing friction effect, is thus formulated to be proportional to the
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screw turning angle α:

Bw =


cα if α ≥ 0

0 if α < 0,

(2.2)

where c is a ratio. This process can be viewed as that for friction model identification.

With these motion constraints, the joystick, confined to move within the aisles, behaves

like a wrench, as shown in Fig. 2.6(c).

The virtual wrench was applied to execute the screw-tightening task in Fig. 2.6.

During the first experiment, the user turned the wrench clockwise four times in tightening

the screw. To maintain a constant speed in turning, a guiding ball (designed to be small

for less distraction) was presented to visually lead the user to pass through the semi-

circular and rectangular aisles in 6 seconds. This slow, constant movement is intended

for the purpose of better observation and performance comparison. And, the ratio c for

damping was set to be 5 N·s/m·rad. The JR3 force sensor was mounted on the handle of

the joystick to measure the force reflected on the operator’s hand. The resultant torque

can be derived by taking the stick as the lever, with an effective length of 15 cm, as listed

in Table 2.1. Fig. 2.8(a) shows the screw-tightening process, in which the wrench went

through four turns of tightening, Fig. 2.8(b) the trajectory of the wrench (in angle), and

Fig. 2.8(c) the measured force response, which increased gradually along with a steady

turning wrench. In the second experiment, the user first tightened the screw and then

loosened it by turning the wrench clockwise four times, followed by four counterclockwise

turns. We also increased the ratio c up to 15 N·s/m·rad to check on the effect of the

damping. Fig. 2.9(a) shows both the tightening and loosening processes, Fig. 2.9(b) the

trajectory of the wrench, and Fig. 2.9(c) the measured force response, which increased

gradually during the tightening process, and decreased gradually during that of loosening.
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Fig. 2.8: Experimental results for applying the virtual omni-directional wrench for screw

tightening (c = 5 N·s/m·rad): (a) the screw-tightening process, (b) the trajectory of the

wrench (in angle), and (c) the measured force response.

Compared with that in Fig. 2.8(c), a more evident force variation was observed during

the process.
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Fig. 2.9: Experimental results for applying the virtual omni-directional wrench for both

screw tightening and loosening (c = 15 N·s/m·rad): (a) the screw-tightening (clockwise)

and loosening (counterclockwise) processes, (b) the trajectory of the wrench (in angle),

and (c) the measured force response.

2.3.2 Virtual Manual Gearshift System

As another demonstration, we applied the proposed system to construct a virtual manual

gearshift system, and let the 2-DOF force-reflection joystick emulate a gearshift lever.

Fig. 2.10(a) shows the developed virtual manual 5-speed gearshift system, which consists
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Fig. 2.10: Experimental results for the emulation of a virtual manual 5-speed gearshift

system: (a) the virtual manual 5-speed gearshift system, (b) the position trajectory of

the virtual gearshift lever, (c) the position responses along the X and Y axes, and (c) the

measured force response.
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of one horizontal and three vertical aisles. The five speed gear positions and that for

the reverse gear are located at the two ends (semi-circular walls) of the three vertical

aisles, marked by 1 to 5 and R, respectively. Our design also includes a locking function

when the joystick rests in the six gear positions, and an automatic return to the neutral

position, located at the center of the horizontal aisle, when the joystick is away from the

gear positions. Fig. 2.10(b) shows one demonstrated position trajectory of the virtual

gearshift lever (blue line), in which the lever started from the neutral position, moved to

the five speed gear positions and the reverse gear position, and finally returned to the

neutral position. And in Fig. 2.10(b), the red line shows the actual position of the joystick

while it hitting into the wall. Fig. 2.10(c) shows the corresponding position responses

along the X and Y axes, respectively, and Fig. 2.10(d) the measured force response, which

reflected how the joystick hit the wall during the movement (a larger force indicated a

harder hit to the wall). During the manipulation, the lever was confined to move within

the aisles via the guidance provided by the virtual constraints.

2.4 User Response Evaluation

To evaluate the responses of the eight users, they were asked to score the degree (from

1 (lowest) to 5 (highest)) with which he/she agrees with some statements related to the

manipulation during the experiments.

For the omni-directional wrench emulation, the statements are

• I experience a realistic feeling as that of manipulating a real omni-directional wrench

(Resemblance).
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• I feel that the virtual constraints do provide the guidance (Guidance).

• I experience a realistic feeling of a screw-tightening process (Tightening effect).

For the manual gearshift system emulation, we asked the first two statements above, along

with a third statement:

• I feel the visual information from the virtual environment is helpful during the

manipulation (Visual effect).

Fig. 2.11(a) shows the scores for the omni-directional wrench, represented in box plots,

and Fig. 2.11(b) those for the manual gearshift system. In Fig. 2.11(a), the box plot

shows the maximum at 5, minimum 3, average 3.8, and median 4 for the resemblance

statement, and higher scores for the guidance statement (average at 4.6 and median

5) and tightening effect statement (average and median both at 4.5). In Fig. 2.11(b),

it shows the maximum at 4, minimum 3, and both average and median at 3.5 for the

resemblance statement, and also higher scores for the guidance statement (average and

median both at 4.5) and visual effect statement (average at 4.6 and median 5). From

the scores, almost all the users felt that the virtual constraints did provide them the

guidance during the manipulation for both emulations. Most users experienced a realistic

feeling of a screw-tightening process, and considered the visual information was helpful

for the gearshift system emulation. Meanwhile, several users considered the proposed

manipulation system did exhibit certain degree of resemblance between the virtual and

real manipulative devices in both emulations, although some differences were noticed.

Judging from the evaluation results, we considered that the proposed manipulation system

did capture the main features of these two manipulative devices, and yielded the realistic
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(a)

(b)

Fig. 2.11: Evaluation of the users’ responses: (a) the omni-directional wrench and (b) the

manual gearshift system.

feeling to a certain extent.

The users also gave several comments that deserved attention. For both emulations,

many of them mentioned that the spring effect appeared to be more impressive, when

compared with that of the damping, which was not very realistic. Suggestions for im-
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provement include the handle of the joystick should be modified to be more like that of

the real gearshift lever, and the visual presentation of the interacting wrench and screw

be provided. For the gearshift system emulation, the design of the attractive force for

locking the lever into the gear position was appreciated.

2.5 Summary

In this chapter, we have proposed a systematic approach to design and implement the

virtual motion constraints for a multi-functional virtual manipulation system based on a

2-DOF force-reflection joystick. Virtual walls of various shapes and physical properties

are employed for motion constraint construction. And, a pixel-based method for force

rendering is proposed to achieve smooth manipulation between walls, which well tackles

walls of various shapes. The proposed system has been applied to emulate an omni-

directional wrench and a manual gearshift system. And, the responses of the users during

the manipulation have been analyzed. Although the proposed system is designed to be

versatile, but not for exactly replication of the real mechanism, both emulations exhibit

certain degree of resemblance and reality. For its extension to 3D applications, the virtual

walls will need to be assembled in the 3D space. It thus induces higher complexity for

motion constraint construction. Meanwhile, the proposed pixel-based method is ready for

3D force rendering as its implementation is in the pixel space and can be easily extended

to 3D cases.
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Chapter 3 Effective Manipulation for a

Multi-DOF Robot Manipulator

In this chapter, we develop a set of virtual tools, based on the virtual motion constraints,

to assist the user in natural and effective governing a multi-DOF robot manipulator for

3D applications with the requirements on both position and orientation via a 6-DOF

force-reflection joystick. For demonstration, the proposed manipulation system is applied

for the tasks of contour following and also screw fastening, both of which demand delicate

maneuvers.

3.1 Introduction

More robots are expected to enter human societies in the near future, as technologies in

sensing, control, and artificial intelligence are in much progress. Instead of the organized

environments, like factories, where most robots are currently deployed, they may need

to face the uncertain and unstructured environments in homes, offices, laboratories, and

others [29]. To tackle the high complexity present, we can imagine it would take too much

effort to offer detailed programs to respond to all possible situations. One appealing

alternate is to provide an effective manipulation system for the human to operate the

robots, which motivates this study [30,47,55,58]. We choose a 6-DOF robot manipulator

as the target robot to govern, as it is versatile and poses certain challenge for manipulation.

For its popularity in practice, the robot manipulator is also taken to be under position

control. Before the development of the proposed manipulation system, we have in-depth
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evaluated those manipulative devices commonly used, like teach box, mouse, keyboard,

and joystick. As expected, they did not yield natural and efficient governing for a multi-

DOF position-controlled robot manipulator. In addition, among previous researches on

robot manipulation, several intuitive manipulative devices have been proposed, such as

camera-based devices [46] and tangible user interfaces, like Wiimote [22], which recognize

user’s gestures for robot governing. They usually do not provide intuitive force feedback

though. Some proposed using an identical robot as the user interface at a high cost [21].

The proposed manipulation system is designed to let the user feel she/he is well

in control of the robot manipulator, although it is actually teleoperated. It consists of

mainly a 6-DOF force-reflection joystick as the manipulative device and a set of virtual

tools, along with a virtual spring and bumper, to assist the user for manipulation. A

joystick with force reflection is employed for providing the haptic feedback and mutual

interaction, which enhance the linkage between the user and robot manipulator [9,15,37].

The virtual tools are realized as the virtual motion constraints, based on the concept

of virtual mechanisms and virtual fixtures previously proposed [6,28,49,53], to confine

the movement of the manipulative device in the 3D working space, so that the robot

manipulator can be properly guided for task execution. The virtual spring is designed

to help the user recognize the spatial deviation between her/his desired position and the

end-effector via a haptic clue. This function is demonstrated to be effective for governing

the position-controlled robot manipulator. And, the virtual bumper is utilized to protect

the robot manipulator from excessive contact force, which is crucial for tasks involving

force management, e.g., screw driving.

The virtual tools are for the guidance of the user’s movement to respond to task re-

quirements. For instance, a virtual ruler or compasses can help the user to move the robot
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manipulator along a straight or circular line. In addition to position guidance, a focus of

most previous works, the proposed system also provides orientation assistance to help the

user, e.g., maintaining the vessel in an upright angle. Because some force-reflection joy-

sticks may not be equipped with torque feedback, we thus develop a torque-free method for

orientation assistance. In addition, the virtual tools are selected for assistance according

to the current status of task execution dynamically, but not in a predefined environment

or predicted way [5,17,31,63]. Software implementation of the proposed manipulation

system is executed in a 3D graphical environment with a real-time manner, which also

provides the visual feedback. To demonstrate its effectiveness, the manipulation system is

used to govern the robot manipulator to conduct two kinds of tasks: contour following and

screw fastening, both of which demand delicate maneuver. Users of various backgrounds

are invited for the experiments, and their responses analyzed. The rest of this chapter

is organized as: Section 3.2 describes the proposed manipulation system, including the

realization of virtual tools, spring, and bumper. System implementation is presented in

Section 3.3. Section 3.4 discusses the experiments and performance evaluation. Finally,

summaries are given in Section 3.5.

3.2 Proposed Manipulation System

Fig. 3.1(a) illustrates the three major goals of the proposed manipulation system for a

multi-DOF manipulator: (i) establishing a linkage between the user and robot manipu-

lator via the virtual spring, so that the user may feel she/he is manipulating the robot

on site directly, (ii) providing a set of virtual tools that guide the hand movement of the

user according to task requirements, and (iii) attaching a virtual bumper on the robot
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(a)

(b)

Fig. 3.1: Proposed manipulation system for a position-controlled robot manipulator: (a)

conceptual diagram and (b) system block diagram.

manipulator for protection when interacting with the stiff environments. Fig. 3.1(b)

shows its system block diagram, which includes a 6-DOF haptic device, a virtual spring,

virtual tools, and a position-controlled robot manipulator with a virtual bumper. Via the

haptic device, the user sends in both the position and orientation commands to govern

the robot manipulator. These commands are modulated by the virtual tools, which utilize

motion constraints for guidance. As the feedback, the positional deviation, via the virtual

spring and then the haptic device, is transformed into the reflected force and sent back to
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the user to determine next move. Meanwhile, the virtual bumper would be activated to

alleviate the contact force, when dealing with contact tasks. The success of the proposed

manipulation system relies on proper realization of the virtual linkage, virtual tools, and

virtual bumper. In Section 3.2.1, we describe how to establish the virtual linkage. In

Section 3.2.2, we discuss how to implement the virtual tools for various types of tasks.

And how to develop the virtual bumper is given in Section 3.2.3.

3.2.1 Virtual Linkage

With the proposed virtual linkage, we intend to create better interaction between the

user and robot manipulator, so that the user can perform the manipulation naturally and

effectively. Fig. 3.2 shows a scene in which the user applies the proposed manipulation

system to manipulate the real robot manipulator via the virtual one. For the user to feel

immersive in both visual and haptic senses, the proposed manipulation system employs

the force-reflection joystick and virtual robot manipulator to provide the desired realism.

For the visual sense, we utilize a 3D graphical system to build the virtual robot manip-

ulator to be much alike the real one in both the appearance and motion. For the haptic

counterpart, we intend to let the user feel like her/his hand holding on the end-effector

of the robot manipulator directly. To achieve this haptic realism, we need to deal with

(i) the alignment and workspace mapping between the coordinate systems of the joystick

and robot manipulator and (ii) generation of constrained force that bonds the joystick

with the robot manipulator.

We first deal with the alignment and workspace mapping between these two coordi-

nate systems, shown in Fig. 3.3. We intend to find a transformation that maps position
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(a) (b)

Fig. 3.2: The user utilizes the manipulation system to manipulate (a) the real robot

manipulator via (b) the virtual robot manipulator.

pM and orientation RM in the coordinate system of the joystick (centered at cM) into the

corresponding position pS and orientation RS in that of the robot manipulator (centered

at cS), with k as the scaling factor for matching up the size of the two workspaces. The

transformations are formulated as

pS = kRS
M(pM − cM) + cS (3.1)

and

RS = RS
MRM , (3.2)

where RS
M is the rotational matrix from the coordinate system of the joystick to that of

the robot manipulator.
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Fig. 3.3: Alignment and workspace mapping between the coordinate systems of the joy-

stick and robot manipulator.

Although direct reflection of the environmental force to the master may yield the

user a more realistic feeling, the induced master motion may make system unstable [32].

In addition, it is not preferred due to the high impedance of the position-controlled robot

manipulator, which may induce large contact force when hitting a stiff environment.

Therefore, the proposed linkage haptic cue is used to hint the positional deviation be-

tween the robot manipulator and the desired command, reminding the user that the

robot manipulator cannot catch up with the command, in an intuitive and efficient way

compared with that provided by the visual information. We then use a simple spring

model to generate the constrained force via the force-reflection joystick, serving as a vir-

tual spring that bonds the joystick with the robot manipulator. This constrained force fs

is formulated as

fs = Ks(ps − pu), (3.3)

where Ks stands for the stiffness of the virtual spring, and ps and pu the position of the

end-effector and user desired command, respectively, both with respect to the coordinate

system of the master.
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(a) Turn a tube (b) Lift a tube (c) Move a vessel

(d) Paper cutting (e) Turn a hex key

Fig. 3.4: Proposed virtual tools and their possible applications: (a) point, (b) line, (c)

plane, (d) N-rotation, and (e) F-rotation.

3.2.2 Virtual Tools

To deal with general operations in daily lives, we have designed three types of position

tools: point, line, and plane, and two types of orientation tools: N-rotation (non-rotation)
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Fig. 3.5: The process of how the line tool executes motion assistance.

and F-rotation (fixed-axis-rotation), as shown in Fig. 3.4. In Fig. 3.4(a), the point tool

confines the haptic device to rotate around a fixed point, and can be applied for tasks,

like liquid pouring. The line and plane tools let the haptic device move along a straight

line and within a plane, respectively, and can be applied for tasks, like lifting a tube and

moving a vessel, as shown in Figs. 3.4(b) and 3.4(c). For orientation assistance, the N-

rotation tool confines the haptic device to maintain a fixed orientation, i.e., it cannot be

rotated. Fig. 3.4(d) shows an example of its application, in which it is used along with the

point tool for paper cutting, and helps to let the knife maintain a fixed orientation with

the paper during the cutting process. On the other hand, the F-rotation tool provides a

fixed-axis rotation, so that it can be applied for tasks, like screw fastening, as shown in

Fig. 3.4(e). As some tasks may have requirements on which direction to move, e.g., it

demands the knife to move forward only during paper cutting, we also incorporate the

directional constraints into the position tools.

We start with the design of the line tool. Fig. 3.5 illustrates how the the line tool

executes motion assistance, in which the tool is orientated in a +D direction (later, we
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(a) (b)

Fig. 3.6: Two force rendering methods for the transition of two consecutive tools: (a) the

orthogonal-projection method (unsmooth force rendering) and (b) the proposed method

(smooth force rendering).

denote such a forward-only line tool by +D). In Fig. 3.5, when the haptic device deviates

from the line specified by the line tool due to imprecise maneuver of the user, the line

tool will generate a constrained force fi to bring the tip of the haptic device pi back to

the line. This fi is formulated as

fi = Kt(pvi − pi), (3.4)

where Kt is the stiffness for the virtual tool to come up with a proper constrained force,

and pvi the nearest tool point (NTP) on the line tool that corresponds to pi. For some

cases, it is not that straightforward to locate a proper NTP as that shown in Fig. 3.5. As

an example, Fig. 3.6(a) shows the transition from tool +D1 at pi−1 to another +D2. If

we only consider the orthogonal projection alone, pvi for pi will be located a the location

as shown in Fig. 3.6(a) due to the presence of +D2, leading to unsmooth force rendering.

To ensure smooth force rendering, we continue to use the strategy adopted in the pixel-

based algorithm previously developed [26], but extend it for the 3-D case, which keeps

tracking previous NTPs when locating the next one. Fig. 3.6(b) shows how the proposed
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Algorithm 2 Line tool: Locating NTP pvi by pi, pv(i−1), and +D with e

1: let p′v = pv(i−1) + δ(+D)

2: if (e− p′v) · (+D) > 0 then

3: if ‖pi − p′v‖ < ‖pi − pv(i−1)‖ then

4: pv(i−1) ⇐ p′v

5: go to 1:

6: end if

7: end if

8: pvi ⇐ pv(i−1)

method works for the same case in Fig. 3.6(a). In Fig. 3.6(b), when the tool +D2 is

called upon, the proposed method will search through a series of adjacent points, starting

from pv(i−1) in the +D2 forward direction to determine the NTP for pi. As a result, it

locates the NTP pvi still the previous pv(i−1) for pi, leading to smooth force rendering.

In Fig. 3.5, the line tool is orientated in the +D direction, for allowing only movement

along this +D direction. And this line tool is also with an e point marked at its end,

which is intended for some applications that prohibit the haptic device to move past a

specified location. Based on the discussions above, we develop Algorithm 2, which locates

the NTP, pvi, corresponding to pi by previous pv(i−1) and +D with e. Algorithm 2 can

be easily extended for the bidirectional line tool by taking +D for forward movement and

−D for backward one. As for the plane tool, it will take two of those for the line tool, as

its search of NTP will be in two degrees of freedom. And, for the point tool, the NTP is

exactly the point selected for rotation. To satisfy the demand for haptic rendering, δ is

set to be 0.1 mm and haptic updating frequency about 1 kHz.

We move on to design the two orientation tools: N-rotation and F-rotation. The
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Fig. 3.7: Illustration for applying the F-rotation tool for assistance.

N-rotation tool is used to let the tool maintain a fixed orientation. When the orientation

of the haptic device R deviated from the reference orientation Rref due to imprecise

maneuver, a constrained torque τN is generated to rotate the haptic device back to Rref ,

formulated as

τN = KNθ
v

‖v‖
, (3.5)

where θ is the deviated angle, v the rotation direction of torque τN , and KN the stiffness

for the N-rotation tool. Because the haptic device may not be equipped with torque

feedback, the strategy adopted by this N-rotation tool is to let Rref stay as the orientation

command, no matter what the current R from the user is. In other words, the role of

τN is replaced by a fixed orientation command. Meanwhile, without the guidance via the

torque feedback, like that from the force feedback used for the line tool, this strategy may

induce abrupt rotation, once the N-rotation tool is released. To tackle it, the end-effector

is not demanded to catch up with the haptic device after release immediately, but via a

small velocity gradually.

The F-rotation tool is intended for providing a fixed-axis rotation. Fig. 3.7 illustrates

how to apply the F-rotation tool for assistance, in which the rotating axis of the haptic
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device r deviated an angle φ from the reference rref due to imprecise maneuver. A

constrained torque τ F is then generated to rotate r back to rref , formulated as

τ F = KFφu (3.6)

with

φ = cos−1(r · rref ) (3.7)

and

u =
r× rref
‖r× rref‖

, (3.8)

where u is the rotation direction of torque τ F and KF the stiffness for the F-rotation tool.

Similar to the design for the N-rotation tool, the role of τ F is replaced by the orientation

command Rv, which allows the end-effector to rotate around the reference axis rref . This

Rv is formulated as

Rv = Ru(φ)R, (3.9)

where Ru(φ) is the rotation matrix to coincide r with rref .

3.2.3 Virtual Bumper

The virtual bumper is introduced to protect the robot manipulator from excessive contact

force when interacting with stiff environments, which adjusts the user’s position command

according to measured contact force [27,58]. The concept for the design is quite straight-

forward: stop the robot manipulator along the direction of contact when it encounters a

large contact force, and decrease the forward-moving tendency when the contact force is

not that large. We first select a threshold for the contact force, fth, for which the robot

manipulator can stand. When the magnitude of the measured contact force fe is smaller
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than fth, the user’s position command pu is adjusted to be pb:

pb = pu + αfe, (3.10)

where α is a factor to determine the ratio of the trade-off between the position command

and contact force. Under this case, pb may still move the robot manipulator forward,

but in a slow, cautious manner. When ‖fe‖ is larger than fth, we let pb be its previous

value, which stops the robot manipulator from moving forward. Meanwhile, the effect

of the virtual bumper is also transferred to the user via the virtual spring, as larger

deviation is generated between the desired command and actual robot position. Based

on the discussions, we develop Algorithm 3, which determines the adjusted command pbi

by previous pb(i−1) and current pu and also fe, listed below:

Algorithm 3 Virtual bumper: Determining the adjusted command pbi by pu, fe, and

pb(i−1)

1: let p′b ≡ pu + αfe

2: if ‖fe‖ ≤ fth then

3: pbi ⇐ p′b

4: else

5: let ∆p′b ≡ p′b − pb(i−1)

6: if ∆p′b · fe ≥ 0 then

7: pbi ⇐ p′b

8: else

9: pbi ⇐ p′b + ‖∆p′b‖ fe
‖fe‖

10: end if

11: end if
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Fig. 3.8: System implementation block diagram of the proposed manipulation system.

3.3 System Implementation

Fig. 3.8 shows the system block diagram of the proposed manipulation system. The

robot manipulator adopted is the Mitsubishi RV-2A 6-DOF robot manipulator (its joint
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specification listed in Table 3.1 ) with a 6-DOF force/torque sensor (JR3 IFS-90M31A25-

I50-ANA) mounted on the end-effector. Its controller is type CR1-571 with a command

cycle of 7.1 ms [40]. The 6-DOF SensAble Phantom Omni serves as the manipulative

device, which provides 3-DOF force feedback (maximum force at 3.3 N), but not torque

feedback [2]. A personal computer (Intel Core Duo E8400 CPU and 2 GB RAM) is used

for computing haptic feedbacks from those virtual mechanisms and also related operations.

In Fig. 3.8, the user sends in the command force fh and receives the reflected force fr

from the Phantom Omni. This fr represents the hatpic feedback resulting from the virtual

position tool (f) and virtual spring (fs). fh and fr together are sent to the Phantom Omni

to generate corresponding position p and orientation R. Via the virtual position and

orientation tools, command smoother (discussed below), and workspace mapping, R and

p become the user’s commands in position pu and orientation Ru. For contact force

alleviation, pu is further modified by the virtual bumper to become the final position

command pb. Via the module for inverse kinematics, joint solutions qi corresponding to

pb and Ru is derived and sent to the Mitsubishi RV-2A for execution. As a feedback, the

measured force fe due to the interaction between the robot manipulator and environment

is sent into the virtual bumper. And, joint qs, becoming position ps via the forward

kinematics module, is sent back to the manipulation system to initiate next operation.

The command smoother is designed to alleviate the undesired robot vibrations due

to the unstable hand motion, which evidently affects the manipulation in certain cases [5].

In this command smoother, a sliding window of size N is used to find the average position

pm from previous N positions pv, formulated as

pmi =
1

N

i∑
j=i−N+1

pvj. (3.11)
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Table 3.1: Joint specifications of Mitsubishi RV-2A robot arm

Joint Operating range (degree) Speed of motion (degree/s)

J1 320 (-160 to +160) 150

J2 180 (-135 to +45) 150

J3 120 (+50 to +170) 180

J4 320 (-160 to +160) 240

J5 240 (-120 to +120) 180

J6 400 (-200 to +200) 330

Similarly, the average orientation Rm can be derived from Rv. In responding to the hand’s

moving speed in our experiments, we set N = 200 for the sampling frequency of 1 kHz, as

a delay of 0.1 s, which led to stable maneuver. As for other parameters in the experiments,

for matching up the workspaces between these two coordinates of the Phantom Omni and

Mitsubishi RV-2A, the scaling factor k in Equation (3.1) was set to be 2. Values for the

stiffness of the virtual tools and spring were empirically determined to be 0.8 N/mm and

0.2 N/mm, respectively, and α and fth used in Algorithm 3 for the virtual bumper to be

0.01 mm/N and 50 N. To meet the requirements in computation, we use three threads

to deal with the haptic data (1 kHz), visual data (60 Hz), and manipulator control (141

Hz), respectively.

3.4 Experiments

To evaluate its performance, we applied the proposed manipulation system to conduct two

kinds of tasks: (i) executing linear movement with fixed orientation and (ii) manipulating
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the hex key for screw fastening. The first task is used to show that the manipulation

system is able to help the user to yield accurate contour following on both position and

orientation. The second one is to show its ability in dealing with contact during task

execution. Five male and two female students (undergraduate or graduate in National

Chiao Tung University, Taiwan), between 19 and 25 years old, all right-handed, were

invited to perform the experiments. All of them were with no or little experience in

manipulating the robot manipulator using the haptic input device before. To alleviate

the learning effect, the order of the operating modes (illustrated below) was randomly

arranged for each subject. They were asked to complete at least two successful trials

for each operation mode. Before task execution, the subject practiced the manipulation

several times to be familiar with the manipulation system.

3.4.1 Executing Linear Movement with Fixed Orientation

Fig. 3.9 shows the experimental setup, in which the user manipulated the Phantom Omni

to move the hex key, mounted on the Mitsubishi RV-2A, along a straight path via points

A, B, and C with fixed orientations. The procedure for movement is divided into three

phases:

• Phase AB: start from point A, pick up the hex key, and then move it from point A

to point B along a straight line, while maintaining its orientation.

• Transition phase: change its orientation to another one.

• Phase BC: start from point B, and move it from point B to point C with the current

orientation.
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Fig. 3.9: Experimental setup for executing linear movement from point A to B, then C

with fixed orientations.

In responding to these three phases, proper virtual tools are called for assistance in ma-

nipulation:

• Phases AB and BC: the line tool for assistance for the two forward-only straight

motions with a stop point, and the N-rotation tool for maintaining the orientation.

• Transition phase: the point tool to let the bottom of the hex key be fixed at point

B.

To compare the performance with and without the virtual tools, two operation modes

were provided for the subject: NV (no virtual tools) and V (with virtual tools). Fig. 3.10

shows the experimental results in box plots. As Fig. 3.10(a) shows, the assistance of the

virtual tools only slightly affected the execution time (the medians for mode NV: 14.6 s

and mode V: 14.8 s) due to a short movement distance (15 cm from point A to C). In

Fig. 3.10(b), the virtual tools did reduce the robot traveling path evidently (the medians
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(a) (b)

(c) (d)

Fig. 3.10: Box plots for the linear movement task: (a) execution time, (b) robot traveling

path, and (c)-(d) maximum position and orientation errors.

for mode NV: 215.3 mm and mode V: 166.9 mm, a 22.5% reduction). Figs. 3.10(c)

and 3.10(d) show the maximum position and orientation errors during manipulation,

respectively, in position: the medians for mode NV: 7.79 mm and mode V: 0.56 mm

and in orientation: the medians for mode NV: 3.77◦and mode V: 0.11◦, which indicate

the virtual tools significantly reduced these two errors. For further evaluation, Fig. 3.11

shows the desired and actual robot trajectories for user A as an example. In Fig. 3.11,

with the assistance of the virtual tools, user A yielded a very straight trajectory while
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(a) Mode NV (b) Mode V

Fig. 3.11: Desired and actual robot trajectories for user A in (a) mode NV and (b) mode

V.

maintaining the orientation of the hex key. The experimental results demonstrated that

the virtual tools were very helpful in executing linear movement with fixed orientation.

3.4.2 Manipulating the Hex Key for Screw Fastening

Fig. 3.12 shows the experimental setup, in which the user manipulated the Phantom

Omni to turn the hex key to fasten a hex socket screw. The procedure is as follows:

• Phase 1: place the ball end of the hex key into the hex socket screw in an upright

orientation.

• Phase 2: rotate the hex key clockwise about a half turn to fasten the screw.

• Phase 3: release the hex key from the screw and then rotate it back counter-

clockwise.

• Phase 4: repeat the steps above until the screw is fastened.
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(a) (b)

Fig. 3.12: Experimental setup for manipulating the hex key for screw fastening: (a) place

the ball end of the hex key into the hex socket screw and turn it clockwise to fasten the

screw and (b) release the hex key from the screw by turning it counter-clockwise.

In responding to these operations, proper virtual tools are called for assistance in manip-

ulation:

• Use the line tool to assist in the straight motion along with the rotating axis, which

helps to place the hex key into the hex socket screw.

• Use the N-rotation tool to maintain a fixed rotating axis, which avoids the deviation

due to unsteady hand movement.

In addition, we also provided the options of a combination of virtual bumper and

spring, which was intended for contact protection, leading to totally four operation modes:

NC-NV (no contact protection, no virtual tools), NC-V (no contact protection, with

virtual tools), C-NV (with contact protection, no virtual tools), and C-V (with contact

protection, with virtual tools). Table 3.2 lists the numbers of failures corresponding to

the four operation modes. In Table 3.2, modes C-NV and C-V led to smaller numbers of
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Table 3.2: Number of failures for the four operation modes

Operation mode

User NC-NV NC-V C-NV C-V

A 1 0 0 0

B 3 1 0 0

C 2 0 0 0

D 0 0 0 0

E 0 3 0 1

F 0 1 0 0

G 0 3 0 0

Sum 6 (40 %) 8 (53 %) 0 (0 %) 1 (7 %)

failures, indicating that the virtual bumper and spring did protect the robot manipulator

from hard contact. Fig. 3.13 shows the box plots on execution time, traveling path, and

average contact force. In Fig. 3.13(a), the virtual tools reduced the completion time up

to about 8.8 s (20.9%) for mode NC-V vs. NC-NV and 7.9 s (21.6%) for mode C-V vs.

C-NV, and in Fig. 3.13(b), they reduced the traveling path for about 117.8 mm (43.4%)

for mode NC-V vs. NC-NV and 90.6 mm (35.2%) for mode C-V vs. C-NV. These results

demonstrate that the virtual tools were quite helpful in performing the screw fastening

task. As for contact force, Fig. 3.13(c) shows the virtual bumper and spring reduced

the average contact force for about 23.5 N (46.8%) for mode C-NV vs. NC-NV and 22.6

N (46.5%) for mode C-V vs. NC-V. We further looked into the entire trajectories for

the four modes during task execution. Fig. 3.14 shows the trajectories for user D as an

example. With the help of the proposed virtual tools, the trajectories in Figs. 3.14(b)
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(a) (b)

(c)

Fig. 3.13: Box plots for the screw-fastening task: (a) completion time, (b) traveling path,

and (c) average contact force.

and 3.14(d) were straight and close together, compared with those in Figs. 3.14(a) and

3.14(c). We also observed how the virtual bumper and spring assisted in reducing the

contact force during the process. Fig. 3.15 shows the trajectories of contact force and

spring force for user D in the direction of Z axis, which is the main direction for contact.

With their assistance, the contact forces were much reduced (the maximum force was

reduced from over 400 N to below 200 N). Mode C-NV in Fig 3.15(a) and mode C-V in

Fig 3.15(b) also show that the shapes of the spring forces were similar to those of the
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(a) Mode NC-NV (b) Mode NC-V

(c) Mode C-NV (d) Mode C-V

Fig. 3.14: Robot trajectories for user D in (a) mode NC-NV, (b) mode NC-V, (c) mode

C-NV, and (d) mode C-V.

contact forces, indicating the virtual spring, which executed the command adjusted by the

virtual bumper, did respond to the contact. From the interviews after the experiments,

all the subjects considered mode C-V was the easiest one for task execution, and mode

NC-NV most difficult. They also reported that the virtual tools were quite helpful for

them to place the hex key into the screw socket and also to turn the screw, while the

virtual bumper and spring kept them from worrying about collision.
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(a) Mode NC-NV vs. C-NV

(b) Mode NC-V vs. C-V

Fig. 3.15: Trajectories of contact force and spring force for user D (Z-axis) in (a) mode

NC-NV vs. C-NV and (b) mode NC-V vs. C-V.
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3.5 Summary

In this chapter, we have proposed an effective manipulation system to assist the user for

governing multi-DOF position-controlled robot manipulators. We have thus designed a set

of virtual tools, spring, and bumper. During the experiments, the proposed manipulation

system has been used to assist the execution of the contour following and screw fastening

tasks. Satisfactory experimental results have demonstrated its effectiveness for these seven

users with had no or little experience in manipulating the robot manipulator before.
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Chapter 4 Conclusion and Future Work

This dissertation has presented two virtual motion constraint design methods for human-

machine systems, which can be applicable to well-known or uncertain environments, and

demonstrated their possible applications in simulation systems and robot manipulation.

For simulation systems, the proposed pixel-based method has been used to easily

construct the desired motion constraints with various shapes via a graphic editing soft-

ware, which can also achieve smooth force rendering between the transition of different

virtual walls. We have also developed a multi-functional manipulation system based on

a 2-DOF force-reflection joystick, which is designed to be versatile, but not for exact

replication of the real mechanism. The emulations of an omni-directional wrench and a

manual gearshift lever have shown certain degree of resemblance and reality. The pro-

posed pixel-based method is ready for 3D force rendering as its implementation is in the

pixel space, and can be easily extended to 3D cases, which are represented with voxels

(volumetric pixel). However, it will induce more complexity for constructing 3D motion

constraints in 3D space, compared with that in 2D cases. Therefore, in future works, we

plan to develop a 3D modeling method for the proposed pixel-based method (for instance,

transferring a 2D map into 3D map for haptic exploration, like [42]), or to generate the 3D

representation of objects in the pixel space by utilizing the existing 3D modeling methods

(e.g., 3D CAD models [38]). In addition, we also plan to introduce the temporal factor

into motion constraint, making it vary along with task progress in applications, like a

haptic recorder and player system for motor skill learning [16,41].

For manipulating a multi-DOF position-controlled robot manipulator without prior
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modeling environments, we have designed several virtual tools (point, line, plane, N-

rotation, and F-rotation), which can be used to provide the position and orientation

assistance to the user, according to her/his decision on site, to improve the human per-

formance in manipulation in 3D space. In addition, we have also developed the virtual

spring to establish the haptic linkage between the user and the end-effector and the vir-

tual bumper to tackle with contact tasks. Based on a 6-DOF force-reflection joystick, the

proposed manipulation system has been used to assist the execution of contour following

and screw fastening. Satisfactory experimental results have shown its effectiveness on

both accuracy and speed. In future works, to make the proposed system more friendly

and easier to use, we plan to introduce a speech recognition system to help the user to

call for various types of virtual tools. We also plan to integrate this system with more

sensors, such as a Kinect [1] or a laser range finder, to design motion constraints, which

can deal with varying environments in real-time, such as tracing a dynamic target. In

addition, we will induce a torque-feedback joystick for studying the effects on orientation

assistance with physical torque.

In conclusion, this dissertation has shown the applications of haptic devices, based

on the concept of virtual motion constraint. To further verify the effectiveness of these

manipulative systems, which can be also applied to a wider range of users, inviting more

people with different ages or genders to perform these experiments is demanded. In the

near future, we can expect that haptic devices will become cheaper, lighter, and more

powerful, and play a more important role in human-machine systems, which can much

enhance human-machine interaction.
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