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Abstract

To enable robust video transmission over heterogeneous networks, the H.264/MPEG-4 AVC
(H.264/AVC) has developed an extension of scalable video coding scheme (H.264/SVC). In the
H.264/SVC, there are three main modalities of scalability, consisting of temporal, spatial, and quality
scalability. The H.264/SVC can compress the video signal once but enable partially decoding the
encoded bit-streams with lower temporal frame rate or spatial resolutions, depending on the storage
and transmission requirements. To achieve the temporal scalability, the H.264/SVC uses the coding
structure of the hierarchical temporal prediction, in which there are two uni-directional predictions
and one bi-directional (BI) prediction. In addition, the spatial and quality scalabilities are realized by
adopting the layered coding approach, where the hierarchical temporal prediction forms a basic
coding structure in each coding layer. In order to provide high coding efficiency, the H.264/SVC
exhaustively evaluates all possible combinations of encoding parameters, including the conventional
coding tools in the H.264/AVC and the novel inter-layer prediction mechanism. However, the
procedure of selecting optimal coding parameters dramatically results in huge computational

complexity. The experimental results show that the mode decision process with related motion
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estimations significantly dominates the overall encoding time. Hence, it is necessary to develop fast
encoding algorithms to reduce the encoding computations in the H.264/SVC.

First, we propose a fast algorithm that efficiently selects the temporal prediction type for the
dyadic hierarchical-B prediction structure in the H.264/SVC temporal scalable video coding.
Referring to the best temporal prediction type of 16x16, we utilize the strong correlations of
prediction type inheritance to eliminate the unnecessary computations for the BI prediction in the
finer partitions, 16x8/8x16/8x8. In addition, we carefully examine the relationship of motion-rate
costs and distortions between the BI and the two uni-directional temporal prediction types. As a
result, we construct a set of adaptive thresholds to remove the unnecessary BI calculations. Moreover,
our analysis points out that the coding efficiency of the BI prediction is limited in small partitions.
For the block partitions smaller than 8x8, one of the two uni-directional temporal predictions is
skipped based upon the information of an 8x8 partition. Hence, these analyses can be used to
efficiently reduce the extensive computations burden in performing the BI prediction.

Second, we make use of the log-linear rate-distortion relationship of inter-dependent layers to
predict the better performer among the Intra4x4 and Intra8x8 prediction types at the enhancement
layers for intra-only scalable video coding. Based upon the base-layer chosen prediction type, we can
further reduce the number of candidate modes. In addition, to ensure the best trade-off between
complexity and coding efficiency, the Intral6x16 prediction is retained and enabled only for coding
high-resolution videos with smooth image contents.

Finally, we provide a layer-adaptive intra/inter mode decision algorithm and a motion search
scheme for the hierarchical B-frames in the H.264/SVC with combined coarse-grain quality
scalability (CGS) and temporal scalability. We examine the rate-distortion performance contributed
by different coding modes at the enhancement layers and the mode conditional probabilities at
different temporal layers. For the intra prediction on inter frames, the number of Intra4x4/Intra8x8
prediction modes can be reduced by 50% or more, based on the reference/base layer intra prediction

directions. For the enhancement-layer inter prediction, the look-up tables containing inter prediction
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candidate modes are designed to use the macroblock coding mode dependence on and the
reference/base layer quantization parameters ((Q)p). In addition, to avoid checking all motion
estimation reference frames, the base-layer reference frame index is selectively reused. And
according to the enhancement-layer macroblock partition, the base-layer motion vector can be used
as the initial search point for the enhancement-layer motion search.

In conclusion, our proposed algorithms efficiently eliminate the unlikely combinations of
coding options. The experiments show that our approaches can reduce 65%~85% encoding time with

a similar coded quality, as compared to the reference software of the H.264/SVC.
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Chapter 1 Introduction

In the past few decades, the delivery of motion pictures over various channels, including the wired
and wireless networks, becomes one of the popular applications, for instance, video on cell-phone
and digital television broadcasting [1]. To resolve the constraints due to the heterogeneous network
environments and the capability of terminals, a desirable video coding scheme encodes the video
resource only once at the highest resolution that allows a partial decoding of the coded bit-stream for
a specific target (bit-rate, frame rate, and resolution). Such a coding scheme is the so-called scalable
video coding, which was recently developed and adopted by the international MPEG video standards.
Currently, there are two major approaches on scalable video coding: one is the DCT-based scheme;
the other is the wavelet-based coding method. The coding concepts of these two approaches are
rather similar, particularly in removing the temporal redundancy. The scalable video coding
extension of H.264/MPEG-4 AVC is a conventional block-based coding scheme and has been
accepted as the ITU-T/MPEG standard in 2007 [2]. On the other hand, the newly coding structure
realized by the wavelet technique potentially has its advantages, as mentioned in [3]. In this
dissertation, we only focus on the scalable video coding extension [2] of H.264/MPEG-4 AVC [4]
(referred hereafter as H.264/SVC), especially on the encoding complexity analysis and fast encoding

parameter selection.



Section 1.1 Motivation

In response to the increasing demand for scalability features in many applications, the Joint Video
Team has recently, based upon H.264/MPEG-4 AVC [4] (referred hereafter as H.264/AVC),
standardized a scalable video coding standard [2] that furnishes spatial, temporal, quality (also
termed as SNR) and their combined scalabilities within a fully scalable bit-stream. By employing
multilayer coding along with hierarchical temporal prediction [5][6], H.264/SVC [2] encodes a
video sequence into an inter-dependent set of scalable layers, allowing a variety of viewing devices
to perform discretionary layer extraction and partial decoding according to their playback capability,
processing power, and/or network quality. As a scalable extension to H.264/AVC, H.264/SVC [2]
inherits all the coding tools of H.264/AVC [4] and additionally it incorporates an adaptive inter-layer
prediction mechanism [7] for reducing the coding efficiency loss relative to the state-of-the-art
single-layer coding [8][9]. A superior coding efficiency is achieved with little increase in decoding
complexity by means of the so-called single-loop decoding. These key features distinguish the
H.264/SVC scheme [2] from the scalable systems in the prior video coding standards.

An H.264/SVC encoder [2], the operations of which are non-normative, can be quite flexible in
its implementation, as long as its bit-streams conform to the specifications. The current Joint
Scalable Video Model (JSVM) v.9 [10] employs a bottom-up encoding process that adopts the
exhaustive mode search for encoding parameter selection. The exhaustive search strategy, though

providing a good rate-distortion performance, spends a large amount of computations on evaluating



each possible coding option and it turns out that most of these options have little benefit in increasing
coding efficiency.

Our study reveals that a large percentage of computations come from encoding the
temporal/spatial/quality enhancement layers; more specifically, a quality enhancement layer requires
approximately three times the computations of its base layer due to the extra motion search for
inter-layer motion estimation and residual prediction. Fast encoding parameter selection algorithms
are thus desirable and advisable for reducing the enhancement-layer computational complexity

without significantly sacrificing the rate-distortion performance.

Section 1.2 Research Contributions

The contributions of this dissertation mainly focus on the development of fast parameter selection
algorithms, as described below:
® The coding parameters of temporal prediction type in temporal scalability: Our proposed
scheme provides up to 66% reduction in encoding time, or equivalently, 3x speed-up.
»  The hierarchical prediction structure of H.264/SVC requires additional 250% and
120% computations, as compared to the low-delay IPPP coding structure and the
hierarchical prediction structure without the bi-directional prediction, respectively.
That is, the bi-directional prediction consumes more than 50% of overall encoding
time.
»  The temporal prediction type is heritable in the large block partitions (from 16x16 to
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8x8).

The proposed measure index of relative rate-distortion improvement shows that the

bi-directional prediction does not offer much compression efficiency in the finer

partition modes (smaller than 8x8). That is, the two uni-directional predictions are

sufficient.

The statistical goodness-of-fit test reveals that the two sets of prediction error

generated by the two uni-directional predictions tend to be jointly Laplacian

distributed.

The coding parameters of the intra prediction mode both in CGS and spatial scalabilities:

Our proposed algorithm averagely achieves 63% complexity reduction, nearly, 3x

speed-up.

>

The optimal intra mode selected by the enhancement coding layer is usually the one

chosen by the base layer or its adjacent modes.

The values of rate and distortion in the Lagrangian cost statistically have the

log-linear relationship between the coding layers.

The coding parameters of inter-prediction macroblock partition mode and inter-layer

predictions in the combined CGS and temporal scalability: Our proposed method achieves

84% time saving in overall encoding process (almost 6x speed-up) and 20x speed-up in

encoding the enhancement layers.



» One CGS enhancement layer requires more than 200% computations, as compared to
that of the base layer. The additional evaluation is due to the selection in encoding
parameters of inter-layer predictions.

» The coding mode of an inter-frame enhancement-layer macroblock can determine
whether it should be intra-coded or inter-coded by referring to the coding type of the
reference layer.

» Referencing to the inter partition mode at the reference layer is effective in reducing
the parameter space of inter block mode. By observing the conditional mode
distributions, various look-up tables are designed for use at the enhancement layer.
Moreover, the partitions smaller than 8x8 is inefficient.

» The selection of reference frame list between coding layers is highly correlated.
Moreover, the motion starting point can be adaptively selected by the motions
determined at the base layer or the original motion vector predictor.

»  The coding efficiency of the inter-layer residual prediction is limited when the base

layer is in poor quality.

Section 1.3 Dissertation Organization

The rest of this dissertation is organized as follows. In the Chapter 2, the commonly used coding
tools adopted by H.264/AVC [4] and the additional inter-layer prediction mechanisms [7] in
H.264/SVC [2] are briefly described. The concept of rate-distortion optimization is also reviewed.
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Chapter 3 statistically analyzes the heritance of the temporal prediction type in the hierarchical block

partition and its strong correlation to the finer partition modes, and theoretically constructs a set of

thresholds, all of which efficiently avoid the unnecessary evaluations. The rates, distortions, and the

prediction directions of the intra prediction are highly correlated between the coding layers, as

examined in Chapter 4. Chapter 5 investigates the consistency of the coding parameters from the

base layer to enhancement layers. Lastly, in Chapter 6, this dissertation is concluded by summarizing

our proposed algorithms and the future work as well.



Chapter 2
Introduction to H.264/MPEG-4 SVC Coding System

The H.264/SVC [2] encoding system [10] provides three modalities of scalability, including, spatial,
quality, and temporal scalability. The spatial and quality scalabilities are realized by adopting the
layered approach, in which the bottom coding layer is processed followed by the upper coding layers.
By taking the advantage of hybrid coding scheme [11], each coding layer inherits the conventional
H.264/AVC [4] coding tools to form its basic coding structure, in which the hierarchical-B prediction
structure is employed to achieve the temporal scalability and produce bit-streams with different
frame rates. Such a layered coding scheme can greatly improve the coding efficiency by exploiting
the hierarchical-B prediction structure to remove the temporal redundancy and with additional
inter-layer coding tools to reduce the redundancy between coding layers. However, the improved
coding quality comes at a high cost of increased computations due mainly to the exhaustive search in
finding the optimal coding parameters.

Therefore, in the following sections, we briefly reviewed the main coding tools in H.264/AVC
[4] in Section 2.1. Section 2.2 introduces the added inter-layer coding tools with the new syntax
elements. In Section 2.3, to obtain high efficiency in video coding, a commonly used approach, the
Lagrangian techniques, can find the optimal tradeoff in terms of rate-distortion performance. Finally,
the increased computational complexity is statistically analyzed in Section 2.4.

-7-



Section 2.1 H.264/MPEG-4 AVC Architecture

H.264/AVC [4] is the latest video coding standard, which is also known as MPEG-4 Part 10 or
MPEG-4 Advanced Video Coding (AVC). This state-of-the-art coding standard is developed by the
ITU-T Video Coding Experts Group (VCEG) together with the ISO/IEC Moving Picture Experts
Group (MPEG) as the Joint Video Team (JVT). Moreover, the standardization of H.264/AVC [4] has

been completed in 2003.

2.1.1 Architecture Overview

The block diagram of the H.264/AVC encoder [4] is shown in Fig. 2-1. Its main components are
composed of intra prediction, motion estimation, motion-compensation, deblocking filter, transform,
quantization, and entropy coding. The motion estimation and motion compensation remove the
temporal redundancy; the intra prediction, transform, and quantization remove the spatial redundancy;
and the entropy coding eliminates the syntax redundancy. In addition, the deblocking filter reduces
the blocking artifact.

The encoding procedure of H.264/AVC [4] can be briefly described below. Firstly, an input
frame is split into 16x16 pixels macroblocks. Intra-prediction or inter-prediction (motion estimation)
is employed on each block to generate the residual block. These residual data are then transformed
and quantized for further entropy coding. In addition, the residual data are also passed through the
reconstruction loop, including the inverse transform, de-quantization, and deblocking filter, in order

to reconstruct the reference frame for motion estimation.
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Fig. 2-1 H.264/AVC encoder structure [4]

Motion
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2.1.2 Basic Coding Tools

With the high efficiency coding tools, H.264/AVC [4] can outperform the earlier MPEG-4 and H.263
standards, which provides better compression of video images. Because of its superior performance,
H.264/AVC [4] is becoming the worldwide digital video standard for consumer electronics and

personal computers. In the following, we briefly overview the concepts of the main coding tools in

the H.264/AVC standard [4].

2.1.2.1 Intra Prediction
The correlation of neighboring area within a video frame is remarkably high. By using the intra

prediction, the spatial redundancy of the neighboring region could be reduced. In H.264/AVC [4],



the basic intra-prediction element of luminance samples is 4x4 blocks, 8x8 blocks, or 16x16 blocks,
and the basic intra-prediction element of chrominance samples is 8x8 blocks. The intra prediction for

a macroblock generates the prediction values from its adjacent blocks borders (top-left, top, top-right,

and left).

A(B|C|D|IE|F|G|H

mode 1

K mode 6

mode 0 mode5 mode4

MABCD//FGH

mode &

mode 3 mode 7

Fig. 2-2 Directional prediction modes of intra 4x4 and the reference prediction pixels A to M
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Fig. 2-3 The scan order of sixteen 4x4 sub-blocks

When a macroblock selects the intra 4x4 prediction for encoding, it is divided into sixteen 4x4

blocks. For each 4x4 sub-block, it chooses one of the nine modes, including eight directional

prediction modes and the DC mode, to obtain high compression efficiency. As illustrated in Fig. 2-2,

the pixels labeled A to M are the pixels of the adjacent blocks that have previously been encoded and

reconstructed to form a prediction reference. The sixteen 4x4 blocks in a macroblock are processed

in the pre-defined scan order as shown in Fig. 2-3. Moreover, the procedure of intra 8x8 prediction is

similar to that of intra 4x4 prediction.

As an alternative to the intra 4x4 and intra 8x8, the whole macroblock could be predicted in a
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single operation by selecting the intra 16x16 prediction mode. As shown in Fig. 2-4, there are four

available prediction modes, which are vertical, horizontal, DC, and plane mode.

0 (vertical) 1 (horizontal) 2 (DC) 3 (plane)
H H H H

V2 N B TR Y, g \Y Mean(H+V) \% /

Fig. 2-4 Prediction modes of intra 16x16

2.1.2.2 Inter Prediction, Motion Estimation and Motion Compensation

In a high frame rate video sequence, the successive frames in a short time interval are very likely to
be similar. Therefore, the concept of the inter prediction aims to generate predicted pixels from
previous decoded frame. That is, an intelligent way to reduce the temporal redundancy is to transmit
the difference between successive frames. Such a concept has been widely used in most video

compression standards.

2.1.2.2.1 Variable Block-Size Motion Compensation

H.264/AVC [4] adopts a variable block-size macroblock partition to offer better compression quality
as compared to the previous video standards. As depicted in Fig. 2-5, each macroblock could be
divided in one of the four large block partitions, which are 16x16, 8x16, 16x8, and 8x8. Furthermore,
each 8x8 block can be decomposed into finer partitions of 8x8, 4x8, 8x4, and 4x4 blocks if the 8x8
partition is preferred. The large partition might be chosen in smooth regions while the small partition
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might work better in texture-complicated areas.

16x16 16x8 8x16 8x8
MB 0 01
Types| ! 1 011 213
8x8 8x4 4x8 4x4
8x8 0 01
Types| 1 ST

Motion vector accuracy /s pixel (6-tap filter)

Fig. 2-5 Variable block-size macroblock partition
The partitioned sub-block inside an inter-coded macroblock are predicted from the same size
partition region in the reference frame. The distance between these two regions is denoted by the
motion vector, which needs to be transmitted to the decoder side. In H.264/AVC [4], the motion
accuracy can be up to a i-pixel resolution for luma components and %-pixel resolution for chroma
components. The pixel values of the fractional positions are computed by using interpolation filters,
including a six-tap filter and a bilinear filter. The theoretical analysis of the fractional-pixel motion

compensation can be found in [12][13].

2.1.2.2.2 Hierarchical-B Prediction Structure with Bi-directional Motion Compensation

With the support of variable block-size macroblock partition, the prediction structure also noticeably
affects the coding efficiency. Recently, H.264/AVC [4] and its scalable extension adopt a widely used
prediction structure, the hierarchical prediction structure, to offer an excellent coding performance if
no any constraints in encoding delay.
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Currently, H.264/AVC [4] and its scalable extension [2] can perform the dyadic hierarchical
prediction [5][6] in the encoding configurations of their reference software. In this case, a set of
successive images is partitioned into groups, so-called Group of Pictures (GOP), whose size is
typically power of two. Furthermore, a GOP is composed of one temporal base layer and one or more
temporal enhancement layers. For example, if the GOP size is 27, then its structure consists of the
temporal base layer 7 and n temporal enhancement layers, denoted as 71, 15,..., 1%. The anchor
frame of each GOP forms the temporal base layer which is either I- or P-frame. The remaining
frames, located at the temporal enhancement layers, are coded as hierarchical-B frames. The
B-frames have three candidates in temporal prediction, consisting of two uni-directional predictions,
forward prediction (FW) and backward prediction (BW), and a bi-directional prediction (BI) mode.
Moreover, the BI is restricted to take the weighted sum of one preceding and one succeeding
reference frames for prediction. Such a coding mechanism is referred to as the hierarchical-B
prediction structure.

Fig. 2-6 demonstrates an example of encoding frames by hierarchical-B prediction structure
with GOP size = 16. If only pictures and anchor frames Io/Py are transmitted, the reconstructed
sequence at the decoder side has % of the temporal resolution of the input video sequence. By
additionally transmitting frames B, the decoder can reconstruct the frame sequence that has

one-eighth of the temporal resolution of the input video. Finally, if the remaining frames B2 ~ By

are transmitted, a reconstructed video with the full temporal resolution is obtained.
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Fig. 2-6 An example of hierarchical-B prediction structure with GOP size = 16

Moreover, the coding efficiency for the hierarchical-B prediction structure is highly dependent
on the assignment of quantization parameters ()p) to the temporal layers [8]. With the GOP size
init

being 2" and a given initial quantization parameter Qp™™, the quantization parameters Qp® for a

temporal layer 7; (0 <t < n — 1) are determined by

(X) _ init = — —_ 1 =
{QpX = Qp™t (£ £072:0) = 17(n—1—t) o

Qp" = min (51, max (0, round(Qp*)))
With this ()p assignment strategy, temporal scalability achieved by the dyadic hierarchical-B
prediction provides a high compression quality. In comparison to the commonly adopted IBBP and
IPPP coding structures, the Y-PSNR can be averagely improved by more than 1.0 dB and 2.0 dB,
respectively. Moreover, in this structure, each reference list with one reference frame is satisfactory
to obtain a sufficiently high performance. Empirically, the maximum coding efficiency occurs when
the GOP size is between 8 and 32, as reported in [9].
For the theoretical analysis of the B-frame and its related works, [14]-[20] provide the detailed

explanations.
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2.1.2.3 Transform, Scaling, and Quantization
Similar to previous video coding standards, H.264/AVC [4] makes use of block transform coding of
the prediction error to remove the inter-pixel redundancy. Moreover, the concept of adaptive
block-size transforms (ABT) is adopted for improving the subjective and objective quality. The ABT
can apply transforms for the block sizes of 4x4, 4x8, 8x4, and 8x8 pixels. The basic transform coding
process is very similar to that of previous standards. At the encoder, this process is composed of a
forward transform, zig-zag scanning, scaling, and rounding as the quantization process followed the
entropy coding. At the decoder, the inverse of the encoding process is performed, except for the
rounding.

The transform coding in H.264/AVC [4] uses the separable 2D transform to process 2D block
signal, which is written as

c=1T-S-TF (2.2)

where S denotes a matrix representing the prediction error of N pixels and NV lines, T is the
N x N transform matrix, and C is the transform coefficient matrix. This transform matrix consists
of a set of orthogonal base functions. To minimize the computational complexity in transform coding,
H.264/AVC [4] restricts the transformation computed exactly in integer arithmetic, avoiding inverse
mismatch problems. In addition, the designed transform matrix should be close to the statistically
optimal Karhunen-Loeve transform (KLT) and the discrete cosine transform (DCT) [21] can well

approximate to the KLT [22]. Hence, according to these two constraints, a 4x4 transform [23] and an
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8x8 transform [24] are specified by

and

Both of these two transforms are division free and can be implemented in a butterfly structure by

13
19
17
9
13
15
7
3

1
2
1
1

13
15
7
3
—13
—19
—-17
-9

1

1 -1
-1

—1
—2

13
9
-7
—19
—13
-3
17
15

1

2

1
-2
1
—1

13
3

—17
—15

13
9
-7
~19

1 1 1

_1 1 L

' Ta = 1 —25 —1
1 -1 1
13 13 13 13
-3 -9 —-15 —19
17 -7 7 17
15 19 -3 -9
13 —13 —13 13
-9 3 19 -15
-7 17 17 7
19 —-15 9 =3

using additions, bit-shift operations, and a few multiplications.

Furthermore, H.264/AVC [4] employs a hierarchical transform [25] to achieve a better

inter-pixel de-correlation; that is, the DC coefficients of the adjacent 4x4 transform blocks are

(2.3)

Tt =T (24

grouped into another 4x4 block and transformed again by a second-level transform.

After the ABT, the quantization process is the step that introduces signal loss to remove the
psychovisual redundancy. For a given (Jp value, the encoder performs quantization and scaling, in
which the details can be referred to [23][26]. The quantization parameter (Jp, which ranges from 0
to 51, is used to determine the quantization step size (Js for quantizing the transform coefficients C.

The quantization parameter ()p and quantization step size ()s are related by

where

Qs = 29/% % »(Qp mod 6)
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(1(0) = 0.675
v(1) = 0.6875

< v(2) = 0.8125
v(3) = 0.875
v(4) =1.0

L v(5) = 1.125

These ()p values are formulated so that an increase of unity in (Jp means an increase of ()s by
approximately 12%. It can be also noticed that an increase of unity in (Jp roughly reduces the

coding bit-rate by 12%.

2.1.2.4 In-loop Deblocking Filter

In encoding the successive frames by H.264/AVC [4], two coding tools mainly causes the blocking
artifacts [27]. The most significant one is the block-based transform coding where the coarse
quantization usually introduces the visual discontinuities at the block boundaries. The other is the
motion compensated prediction where the reference blocks are usually copied from the interpolated
data from different areas of different reference frames. The copying process carries the existing edges
into the interior of the block to be compensated. Although the small-size transform in H.264/AVC [4]
can marginally reduce this phenomenon, a deblocking filter is still an advantageous coding tool to
maximize the coding performance.

Two common schemes can integrate the feature of the deblocking filter into video coding
standards: post filters or in-loop deblocking filters. The post filter operates in displaying and it is
outside of the coding loop. Moreover, it needs an additional frame buffer to pass the filter frames to
the display device. On the other hand, the so-called in-loop deblocking filter is applied within the
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coding loop to generate the filtered frames as the reference for motion compensation.

Employing the filtering inside the coding loop is superior to the post filtering, as listed below.

® The in-loop deblocking filter can preserve a certain level of quality in coded frames.

® As compared to the post filter, there does not need any extra frame buffer while decoding.

In the method of in-loop deblocking filter, it is realized by macroblock-wise checking the

edge strength and the filtered data are directly stored in the reference frame buffer.

® The empirical experiments demonstrate the in-loop deblocking filter can improve the

objective and subjective quality.

Table 2-1 Determination of Boundary-Strength [27]

Block modes and coding parameters Bs
One of the blocks is Intra and the edge is a macroblock edge 4
One of the blocks is Intra 3
One of the blocks has coded residuals 2
Difference of block motion > 1 luma sample distance 1
Motion compensation form different reference frames 1
Else 0

As mentioned, a Boundary-Strength (53s) parameter, ranging from 0 to 4, is assigned to each

edge between two adjacent 4x4 luminance pixel blocks. Depending on coding modes and the coding
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parameters of these two blocks, Table 2-1 determines how the s value can be obtained. Then,
according to the s value, the in-loop deblocking filter detects and analyzes the blocking artifacts,
and attenuates them by employing a selected filter. Further information in the concept the filter

design can be referred to [28]-[40].

2.1.2.5 Entropy Coding

In H.264/AVC [4], two methods of entropy coding are supported to remove the coding redundancy in
representing the transmitted signal. The simpler entropy coding method adopts a single
infinite-extent codeword table for all syntax elements, except for the quantized transform coefficients.
The chosen single codeword table is an Exp-Golomb code which is very simple and regular to
decode. While coding the residual data, a block of transform coefficients is mapped into a 1D data
using a pre-defined scanning pattern, such as the zia-zag scan.

For representing the quantized transform coefficients, a more efficient method -called
Context-Adaptive Variable Length Coding (CAVLC) is employed. The VLC tables for various syntax
elements are switched depending on prior coded syntax elements. Since the VLC tables are designed
to match the corresponding conditional statistics, the entropy coding performance is improved in
comparison to those using a single VLC table.

In the CAVLC process, the following items are coded in a proper order: number of nonzero
coefficients, sign marks of trailing ones, levels of remaining nonzero coefficients, number of total
zeros, and runs of zeros between nonzero coefficients. In encoding process, these coefficients should
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be scanned in the reversed zig-zag order before coding.

The efficiency of entropy coding can be further improved if the Context-Adaptive Binary
Arithmetic Coding (CABAC) is used [41]. The usage of arithmetic codes [42] can most easily
resolve the inter-symbol redundancy, which allows the assignment of a non-integer number of bits to
each symbol of an alphabet. Moreover, it is extremely beneficial for symbol probabilities that are
greater than 0.5.

In H.264/AVC [4], the arithmetic coding core engine consists of three elementary steps:
binarization, context modeling, and binary arithmetic coding. The binarization uniquely maps a given
non-binary valued syntax element to a binary sequence. Another important feature of CABAC, the
context modeling, estimates conditional probabilities based on the statistics of prior coded syntax
elements. Then, these conditional probabilities are used for switching several estimated probability
models. Finally, the arithmetic coding core engine and its estimated probability model are specified
as multiplication-free and low-complexity methods by using only shifts and table lookups. As
compared to CAVLC, the CABAC typically provides a bit-rate saving between 5% to 15%. More

details on CABAC can be found in [41].

Section 2.2 Additional Coding Tools in H.264/SVC

To have a better understanding of our coding algorithms, this section explains the basic concepts of
H.264/SVC [2] and its coder control. Some degree of familiarity with H.264/AVC [4] is assumed
herein. The reader is referred to the overview paper [9] for details of H.264/AVC [4] and its scalable
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extension [2].

2.2.1 Opverview of Layered Coding Structure

In order to support the spatial, temporal, and fidelity (SNR) scalabilities, H.264/SVC [2] encodes a
video sequence into a layer-dependent set of scalable layers. Along the temporal axis, a group of
pictures (GOP) is decomposed into a temporal base layer 7; and one or more temporal
enhancement layers {T Kk > 0} in a nested, hierarchical fashion. Frames belonging to a lower
temporal layer 7; are coded independently of the higher temporal layers {Th\h > [ } For the
applications that require lower temporal frame rates, only the frames that constitute the needed lower
layers are decoded. In principle, the temporal frame rate (temporal prediction structure) does not
have to be dyadic. The prediction structure can be modified as needed and can vary over time to
support irregular, non-dyadic scalability. In this chapter, however, we consider only the dyadic
temporal scalability case so that we can use the current release of JSVM software [10].

In the spatial dimension, H.264/SVC [2] adopts the conventional approach of image pyramid to
represent a source video sequence at various spatial resolutions [43]. The spatial encoding process
begins with a multi-resolution decomposition of the original high-resolution sequence. The
lowest-resolution sequence is coded by H.264/AVC [4] as the base layer, and each higher resolution
sequence is coded sequentially as a spatial enhancement layer. A specified spatial resolution image is
reconstructed at the decoder when all its designated layers are received. A similar philosophy is
carried over to facilitate the quality (SNR) scalability. In this scalability mode, the base layer and the
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enhancement layers have identical spatial resolutions, but different quantization step sizes.

1 (i )

\base_mode_ﬂag ;) 0
\ 4
vES e r@otion prediction_ ﬂa@-,
IntraBL l BLSkip
. Derive MB partition, Derlve mv and
nter-layer intra- Derive mvp, ref. index
S my, ref. index from the ref. index from the
prediction from the base layer
base laver enhancement layer

residual_pred_flag 1
Inter-layer
residual prediction

Fig. 2-7 Syntax elements and their combinations for the inter-layer prediction in the coarse-grain

quality scalability (CGS) [2][7]

2.2.2 Inter-Layer Prediction Tools

To achieve the high coding efficiency goal, H.264/SVC [2] has an adaptive inter-layer prediction
mechanism [7], which enables the usage of as much decoded information of the reference/base layer
as possible to be reused for the enhancement layers. H.264/SVC [2] adopts the inter-layer prediction
tools, which are inter-layer motion prediction, inter-layer residual prediction, and inter-layer
intra-prediction.

Despite certain restrictions, these inter-layer prediction tools can be combined together to form a
number of coding modes for each enhancement-layer macroblock. Fig. 2-7 shows all possible

combinations of the base mode_flag, motion_prediction flag, and residual prediction flag, as well
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as their associated coding modes. The detailed information is described in the following subsections.

2.2.2.1 Inter-Layer Motion Prediction

To avoid repeatedly sending the same motion parameters in the cases when the enhancement layer
cannot benefit from motion refinement, a flag (base _mode flag) can be sent for each non-skipped
macroblock to indicate whether its motion parameters (partition mode, reference indices, and motion
vectors) are to be inferred from the reference/base layer. In the other cases when it is more efficient
to change the macroblock mode but leave most of the other parameters unchanged, another flag
(motion_prediction_flag) can be additionally sent for a reference picture list to signal whether the
reference frame index and motion vector are predicted from the reference/base layer.

For CGS/spatial enhancement layers, H.264/SVC [2] has the syntax element base mode flag to
signal a new macroblock type, termed as BLSkip mode, in which only the residual signal needs to be
transmitted. When the base mode flag is equal to 1 and the reference-layer macroblock is
inter-coded, the enhancement-layer macroblock is also inter-coded. In this case, the partition mode of
the enhancement-layer macroblock with the associated reference indices and motion vectors are
derived from the information of the co-located reference-layer block.

In addition, the (scaled) motion vectors of the reference-layer co-located block can be used to be
the motion vector predictor to the enhancement-layer macroblock if it is conventionally inter-coded.
In this case, the syntax element motion prediction flag is set to 1 and the reference indices of the
co-located reference-layer block are reused.
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2.2.2.2 Inter-Layer Residual Prediction

To enhance the coding efficiency of inter-coded macroblock within the framework of single-loop

decoding, the residual prediction, which subtracts the residual signal of the reference/base layer from

that of the enhancement layer, can be adaptively activated by the residual prediction flag. The

inter-layer residual prediction can be applied for all inter-coded macroblocks in each coding layer.
When the residual prediciton flag is set to 1, the residual signal from the corresponding

reference-layer block (up-sampled by using a bilinear filter [43]) is used as the prediction of the

residual signal of the enhancement-layer macroblock.

2.2.2.3 Inter-Layer Intra Texture Prediction
To provide a better prediction for the enhancement-layer samples, especially for the fast-motion
sequences, the reconstructed samples of the reference/base layer can be used as an alternative
prediction source. However, the texture prediction is available only when the co-located macroblock
is an intra-coded macroblock with constrained intra prediction, because the single-loop structure
prohibits the reference/base layer to conduct motion compensation after it being coded.

The inter-layer intra-prediction occurs when an enhancement-layer macroblock is coded with
the base mode flag equal to 1 and the co-locarted reference-layer block is intra-coded. The
enhancement-layer prediction signal 1is the reconstructed intra-signal (up-sampled by

one-dimensional four-tap FIR filters applied horizontally and vertically [43]).
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Section 2.3 Rate-Constrained Coder Control in

H.264/AVC-Based Video Standards

In most video coding standards including MPEG-2 Visual [44], H.263 [45], MPEG-4 Visual [46],
and H.264/AVC [4] as well as its scalable coding standard [2], their specifications only represent the
syntax structure of the bit-stream in the decoding process. However, the operational control of the
video encoder is an important issue in video compression [47].

The bit allocation can resolve the problem in the operational control for efficient coding. With a
motion-compensated hybrid coder, the bit-rate represents the total consumed bits, consisting of the
motion vectors, the residual data, and additional side information. Those transmitted data are divided
into NV independent bit-streams with bit-rate R;, which yields the overall rate

R=R +Ry+---+ Rn. (2.6)
At the decoder, there exists distortion D between the original frame and the reconstructed frame.
We assume that the distortion-rate function D(R1, Ry, --- , Ry) is strictly convex and differentiable
everywhere, and that

oD
<0,1<7<N.
R = 0,1<:< (2.7)

That is, increasing the rate to any one of the bit-streams should decrease the distortion. Hence, the

optimum bit allocation that minimizes D subject to a fixed overall rate /2 can be found by letting

oD oD oD
dD = (a_}?) dR, + (8—]?) dRy+ -+ + (m) dRy = 0. (2.8)

Moreover, from Eq. (2.6), we derive
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dR =dRy + dRy+ -+ dRy = 0. (2.9)

Furthermore, from Eq. (2.8) and Eq. (2.9), we can find the optimum bit allocation condition

o0 9D  aD
OR,  0R,  ORy

(2.10)
This result provides an interpretation that we should add bits to the bit-stream with the smallest E%'
This allocation principle would obtain the greatest decrease in distortion.

However, the application of this bit allocation scheme to control a hybrid video coder is not
straightforward. In the following subsections, the concept of Lagrangian optimization schemes is
briefly reviewed. Its application to control a hybrid video coder is then introduced. Particularly,
based on the Lagrangian approach, the selection procedures of the temporal prediction types and the

best block modes are described in detail.

2.3.1 Optimization Using Lagrangian Schemes
The task of coder control aims to determine a set of coding parameters and produces the
corresponding bit-stream such that the optimal coding efficiency can be achieved with a given rate
constraint. Recently, the most widely adopted approach is the Lagrangian bit allocation scheme due
to its effectiveness and simplicity.

The Lagrangian optimization approaches transfer the constrained problem (see (2.11)) to an
unconstrained problem (see (2.12)) by introducing a new variable A, called the Langrangian
multiplier.

mcinD(C) subject to R(C) < R, (2.11)
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C* = arg mcin J(C|\) with J(C|\) = D(C) + AR(C) (2.12)
(where C is the combination of coding options, R. is the given rate constraint, and J denotes the
cost function)
Because the combination of coding options is finite, the discrete optimum solution to this

unconstrained problem was introduced in [48].

2.3.2 Lagrangian Optimization in Hybrid Video Coding

During the video encoding, a variety of coding parameters such as motion vectors, block partition
modes, transform coefficient levels and transform block sizes have to be determined. Thus, those
coding parameters can be intelligently selected with respect to the rate-distortion efficiency by using
the Lagrangian optimization techniques [49]. Minimizing the Lagrangian cost has to proceed over
the space of the coding parameters for all blocks in the entire video sequence, introducing a great
amount of computation while encoding.
Typically, for each macroblock, the coding block mode with associated parameters is optimized
with the given decisions of prior coded blocks only. In other words, the optimization problem
mcinz J(C|N) (2.13)
is simplified to
> min J(C|A), (2.14)
which can be easily solved by independently selecting the coding parameter for each block.
To ensure the high compression performance, the hybrid encoders H.264/AVC [4] and
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H.264/SVC [2] adopt the Lagrange multiplier method [49]-[51] to choose the most suitable block

partition (mode) that leads to the optimal tradeoff between distortion D and bit-rate [?. In general,

two major nested processes are fully checked to obtain the optimal coding parameters: one is the

temporal prediction mode and the other is the block mode.

A simple and widely accepted method for these two set of coding options is to firstly search for

the motion vector(s) mv that minimizes the Lagrangian cost J7 expressed as

Jr = D71 + Avorion X Br (2.15)

where D7 denotes the distortion measured as the sum of the absolute differences (SAD) and Rt is

the number of bits representing the motion vector(s). Simultaneously, the optimal temporal

prediction type 7* is selected. Then, with the given 7 (or the selected motion vector(s)), the

Lagrangian mode decision for a macroblock proceeds to produce the best partition mode M* by

minimizing

Jrm =Dr + Aope X Bum (2.16)

where Dt denotes the distortion measured as the sum of the squared differences (SSD) and R is

bit-rate resulted from entropy coding. In conclusion, the effective coding parameters are decided by

minimizing a Lagrangian cost function J =D + A x R that weights the distortion D of a

macroblock against the bit usage R using a Lagrangian multiplier .

Depending on the use of SAD or SSD, the Lagrangian multipliers Ayorion and Ayope has to

be adjusted appropriately. In [50] and [51], the empirical results have shown the following
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relationship is efficient for H.264/AVC-based coders:
Aviope = 0.85 x 2(@~12)/3 (2.17)

{AMOTION =/ )\MODE ,lf SAD is used (2 18)

)\MQTIQN = )\MODE ,lf SSD is used

2.3.2.1 Rate-Constrained Motion Estimation — Selection Process in Temporal

Prediction Type

In the hierarchical-B prediction structure, if a specific block mode M with M x N size (in pixel)

is applied to a macroblock, there are }Sﬁf sub-blocks inside this macroblock. Each sub-block needs

to find its best temporal prediction type 7*. This is done typically by performing the

rate-constrained motion estimation that minimizes the rate-distortion cost J7:

T*=arg_min {J
R e LT

e TG%B?BI} {Dr(mv) + Myotion X Rr(mv —mv,)} @19

where
O ={FW,BW},
AmoTion, the Lagrange multiplier formula used in the H.264/AVC-based encoders, is specified
by Eq. (2.18),

Dr(mv) is the pixel distortion, usually, SAD using two motion vectors given by
N-1
Dr(mv) =Y [f(x) = (1 - w) frw(x — mvo) — wfipy (x —mvi)| (2.20)

x=0

N = (M, N) is the sub-block (pixel set) specified by mode M,
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mv, is the predictive motion vector generated by a motion vector predictor, (Usually, it is a
linear combination of the neighboring motion vectors.)

Ry(mv —mv,) denotes the number of bits representing the difference between mv, and the
motion vector (mv = mv, and/or mvy),

f(x) is the current frame pixel value, and

ftw(x) and fhw(x) are the pixel values of the forwardly and the backwardly reconstructed

frames, respectively.

( Compute RD cost J- ) > T*

Compute Compute : Compute Compute
Current MB Motion Bits ) \ Distortion ), Current MB Motion Bits ) \ Distortion
f(x) Jy f(x) A
Motion | mvrw "_ MVBIFwW -
Estimation) mvpw MVBI—BW

Forward/Backward Fetch Weighted
Frame Buffer Signal

Jew(x)

First Stage Second Stage

|
|
|
|
|
|
|
|
|
I
|
!
|
Fig. 2-8 Selection process for choosing the best temporal prediction type
As depicted in Fig. 2-8, the JSVM encoder [10] splits the selecting process of temporal prediction

types into two stages, consisting of two uni-directional predictions (FW and BW) and one

bi-directional prediction (BI).

® First stage (FW and BW): The motion-compensated prediction attempts to find the motions

mvpw and mvpw by minimizing the costs Jrpw and Jpw, separately. In computing Eq.
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(2.20), we first set w =0 and thus mvy, = mvew for FW; and then set w =1 and thus
mv; = mvgy 1n the case of BW.

® Sccond stage (BI): As mentioned in [16], the motion vectors found by FW and BW are
sub-optimal for BI. Therefore, the JSVM [10] takes the motion vectors mvpw and mvpwy
as the initial search points. Then, these two motion vectors are locally refined to find the
optimal motion pair for BI, denoted as mvpy. pw and mvprgw. Note that the distortion in
Eq. (2.20) computes the difference between the current MB and the average of two reference
macroblocks by setting w = %, mvy = mvgr_pw, and mv; = Mvgr_gw.

Finally, three sets of distortions D7 and motion-rate cost Rs = Avorion X Rr are collected
and compared to produce the best rate-distortion costs J7 and 7*. For example, there are two
sub-blocks in the block mode 16x8. Each of them has its best temporal prediction type and, say, one
is FW and the other is BI. Then, each of them performs the reconstruction process to produce the
rate-distortion performance of this 16x8 block mode. Next, we pick up the 8x8 mode and there are
thus 4 sub-blocks. The motion search process is repeated for each sub-block and at the end we obtain
the rate-distortion cost of this 8x8 mode. We try all possible modes and finally, we compare all these

candidate modes and select the least rate-distortion cost block mode M*.

2.3.2.2 Rate-Constrained Mode Decision Process

For each block mode M, each of its }Siﬁf sub-blocks select its own optimal temporal prediction
type by the rate-constrained motion estimation. In order to determine the best coding mode for a
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macroblock, similarly, the optimal block mode AM* is chosen via the rate-constrained mode decision

process, which minimizes the rate-distortion cost Ja4:

* .
M = arg win {Jy}

. 2.21
— arg mil {Du + Amope X Rad} ( )

where
® denotes the set of all possible partition modes,
the Lagrange multiplier Ayopr is defined by Eq. (2.17),
the distortion D,y is the distance between original macroblock and the reconstructed data in
the SSD sense, and
Rat denotes the number of bits representing the quantized residual data and other side
information that needs to be transmitted.

Thus, the mode decision from Eq. (2.21) can output the most preferable block mode AM* with the

proper temporal prediction type(s).

Section 2.4 Problem Statement

Although the decoding complexity was well studied and amended during the design phase of
H.264/SVC [2], its encoding complexity has rarely been addressed. In the following, we analyze the
additional computations required by the hierarchical-B prediction structure, as compared to the

low-delay prediction structure. The heavy complexity at the enhancement layers is also studied.
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2.4.1 Complexity Analysis in H.264/SVC Coder

In H.264/SVC [2], the temporal scalability realized by the hierarchical-B prediction forms the basic
coding structure in each quality or spatial layer. As discussed earlier, by allowing three temporal
prediction types (FW, BW, and BI), the dyadic hierarchical-B prediction offers a high compression
efficiency. However, its accompanying penalty is the very large amount of computation.

Table 2-2 Complexity ratio compared to IPPP coding structure (for a GOP)

Prediction Structure
Hierarchical-B
Test Sequence Hierarchical-B ]
with FW and BW only
GOP=28 GOP=16 GOP=28 GOP=16
FOOTBALL 3.43 3.68 1.81 1.92
CIF FOREMAN 3.36 3.60 1.50 1.59
MOBILE 3.23 3.44 1.35 1.45
CITY 3.23 3.45 1.43 1.51
4CIF CREW 3.25 3.47 1.52 1.61
SOCCER 3.35 3.59 1.55 1.65
HD MOBCAL 3.12 3.32 1.34 1.40
SHIELDS 3.19 3.39 1.45 1.52
(720p)
STOCKHOLM 3.20 3.40 1.39 1.46
AVG. 3.3 3.5 1.5 1.6

Average CPU time using @p = 40, 35, 30, 25; Each reference list has one reference

frame only.

Our statistics, collected from 9 sequences with four selected Q)p values, show very intensive

computations in two prediction structures; one is the hierarchical-B prediction structure (FW, BW

and BI), and the other is FW and BW only. As listed in Table 2-2, the complexity increases as the

GOP size goes up. The increased computation is related to the percentage of frames (inside a GOP)

that use multiple temporal prediction type. For example, there are 27;;1 x 100% of frames (in
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percentage) use also BW (and BI) for GOP = 2", Therefore, a hierarchical prediction structure
using a large GOP size results in more computations.

On average, as compared to the IPPP coding structure, the hierarchical-B prediction structure
introduces additional 250% computations and the other (FW and BW only) needs only about extra

45% encoding time. More specifically, the complexity ratio of the uni-directional prediction and the

Bl is as follows.

1:1.26 ,Qp =40
1:123 ,0p=35
(FW + BW) : Bl & - Qp (2.22)
1:1.21 Qp=30
1:1.19 ,@Qp=25
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Fig. 2-9 Flowchart of mode decision at enhancement layer for hierarchical-B frames in JSVM 9.11

[10]

On the other hand, Fig. 2-9 describes the mode decision process of JSVM [10], with an

elaboration on the motion search procedure. It starts with the inter-layer residual prediction. For each
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admissible macroblock partition, the search for its motion parameters begins with a series of motion

estimation processes that use J7 as the search criterion. Thus, an optimal combination of motion

vectors, reference picture indices, and prediction modes is first found in the inter-layer residual

prediction. In the second part of the procedure, all the motion estimation processes are repeated with

a replaced search criterion. Now, Ja¢ is used in place of J7r to signal that now the prediction does

not use the residual signal. In both parts, the inter-layer motion prediction is checked for

improvements. Thus, the motion vector of the co-located macroblock in the reference/base layer is

always examined. In summary, the motion search involves four types of motion estimation processes.

Each of them is dedicated to a motion search with a specific use of motion vector prediction and

residual prediction:

(1) MER: Motion estimation dedicated to the motion search with residual prediction.

(2) MEwMm: Motion estimation dedicated to the motion search with motion prediction.

(3) MEg+m: Motion estimation dedicated to the motion search with both residual and motion

predictions.

(4) MEop: Motion estimation without residual and motion predictions.

The single-layer coding only perform MEg, but H.264/SVC [2] can do all four types of motion

estimation processes, which explains the prolonged latency needed for H.264/SVC encoding. Based

on this observation we expect that the complexity ratio of a CGS enhancement layer to its base layer

is 4 to 1. However, our experiments show that the actual CPU time ratio is about 3.2 to 1. This is due
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to several simplifications made on the coder control scheme in JSVM [10]. For instance, the MEy

and MEgr.v processes are not always turned on; they are activated only when the inter-layer motion

prediction is applicable. Similarly, MEgr and MEgry are turned on only when the residual signal of

the reference/base layer is non-zero. These simplifications help in reducing the computational

complexity, but there is still plenty of room for further reduction.

For example, in a typical encoding experiment with the combined temporal and CGS, it takes

about 10 to 40 minutes of CPU time, depending on the number of enhancement layers, to encode a

two-second CIF video clip.

2.4.2 Our Goal

In summary, an H.264/AVC-based scalable encoder adopts the layered coding structure and applies

the hierarchical prediction structure in order to produce scalable bit-streams and simultaneously

maintain high coding efficiency. The expense of the scalable features and the greatly improved

coding efficiency, however, is the penalty of heavily increased computations. They mainly come at a

cost of the two nested exhaustive search (selection of temporal prediction type and mode partition) in

the hierarchical-B frames at the temporal enhancement layers in each coding layer.

Hence, fast encoding algorithms are thus desirable and advisable for eliminating the

unnecessarily computational load in evaluating BI and reducing the enhancement-layer

computational complexity while achieving a similar level of coded picture quality. In this dissertation,

we propose several efficient methods due to the following statistical observations.
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Intra-layer correlations in the hierarchical prediction structure

>

The selection of temporal prediction type in the hierarchical mode partition has a

certain consistency in the large block sizes.

The two uni-directional predictions can achieve a similar coding performance as

compared to that evaluating all three temporal prediction types. It is particularly true

in the small block partitions.

Inter-layer correlations in the mode partition

>

Between coding layers, the intra predictions are dominated by the IntraBL and

Intra4x4. Moreover, the intra prediction direction at the enhancement layer usually

selects the one chosen at the base layer or its adjacent predictions.

Between coding layers, the distortions and the rate costs in intra prediction has the

log-linear property.

At the enhancement layers, the candidates of block partition can be determined by

referring to the selected mode at the reference layer.

The temporal predictions between coding layers have a certain consistency.

The motion vectors found at the base layer can be a good starting point for the

enhancement layers.
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Chapter 3
Fast Temporal Prediction Selection in H.264/AVC

Temporal Scalable Video Coding

In this chapter, we propose a fast algorithm that efficiently selects the temporal prediction type for
the dyadic hierarchical-B prediction structure in the H.264/AVC temporal scalable video coding.
Referring to the best temporal prediction type of 16x16, we utilize the strong correlations of
prediction type inheritance to eliminate the unnecessary computations for BI prediction in the finer
partitions, 16x8/8x16/8x8. In addition, we carefully examine the relationship of motion-rate costs
and distortions between the BI and the uni-directional temporal prediction types. As a result, we
construct a set of adaptive thresholds to remove the unnecessary BI calculations. Moreover, for the
block partitions smaller than 8x8, either FW or BW is skipped based upon the information of an 8x8
partition. Hence, the proposed schemes can efficiently reduce the extensive computations burden in
performing the BI prediction. As Compared to the JSVM 9.11 [10], our method saves the encoding
time from 60% to 66% for a great number of test videos over a typical range of coding bit-rates and
its coding penalty is negligible.

The rest of this chapter is organized as follows. As compared to the hierarchical-B prediction
structure, the prior works related to the multiple reference frames and fast algorithms in mode
selection are analyzed in Section 3.1. Section 3.2 contains a brief review of the hierarchical
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prediction structure and its decision process of temporal prediction type in JSVM encoder [10]. Its
dramatically encoding complexity is also revealed, as compared to the IPPP coding structure. Section
3.3 summaries our observations on the correlations among three temporal prediction types. Based on
these analyses, Section 3.4 presents our fast bi-directional prediction selection algorithm. In Section
3.5, our proposed scheme is compared with JSVM 9.11 [10] and the state-of-the-art algorithms

[72][73] in terms of complexity reduction and rate-distortion performance.

Section 3.1 Literature Review

To enhance the compression efficiency in the IPPP-coding H.264/AVC [4], a typical way performs
the long-term prediction [53], termed the multiple reference frames, to reduce the prediction error
potentially. Apparently, its complexity is linearly proportional to the number of used reference frames.
Hence, a number of prior studies have been proposed to reduce the extra computations of this
strategy. In [54], the accuracy of motion estimation (integer-pel, half-pel, and quarter-pel) is utilized
to classify how the location of the moving object locates in each available reference frame. An object
labeled as the same accuracy on two or more reference frames implies that the same shifted texture
can be found in those references. Therefore, it is sufficient to select the closest one as the candidate.
Furthermore, in [55] and [56], they study the continuity in moving objects to construct motion maps
among different reference frames. Based on the motion trajectory, the initial starting point on farther
references has to be conjectured. After the motion from the most recent frame is known, its reference
area may cover several blocks. The motions from other farther references are estimated by the
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weighted sum [55] or the median [56] of those motions of the covered blocks. With the temporary

predictive motions, the truly motions can be searched in a much smaller search range. These two

schemes [55][56] make use of the motion information from the first previous frame. Instead of that,

the proposed approach [57] obtains the composed motions by a combination of blocks from

difference references to provide a more accurately initial guess. Moreover, in [58]—[60] the selection

of multiple reference frame is early determined by a set of termination conditions, such as all-zero

block detection, the energy of prediction error, and the optimal block partition in the first previous

frame. However, for practical use in H.264/AVC [4], Huang et al. [59] empirically illustrate that the

coding performance gained by the multiple reference frames is highly dependent on the content of

sequences, not on the number of searched references. This observation is then theoretically

evidenced in [60]. That is, turning on the multiple reference frames does not usually have noticeable

improvement (say, more than 1 dB) in rate-distortion measure, but incurs huge computations in

motion search.

On the other hand, a fairly large body of literature has been proposed on the complexity

reduction of the H.264/AVC coder [4], based on the estimated rate-distortion cost as thresholds

and/or the mode selection. In [61], the candidate modes and the thresholding rate-distortion cost are

given by the temporally and spatially neighboring area. Furthermore, the transformed residuals and

the corresponding coding bits have a highly linear correlation [62]. Based on the non-zeros quantized

transform coefficients, the proposed schemes [62][63] construct the improved rate-distortion
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estimator to alleviate the entropy coding and the reconstruction operations during the mode decision

process. In order to entirely avoid coding bits computation of residuals, the distortion, the required

motions, and the header of block type are used to develop a new cost function of mode selection [64].

Moreover, the so-called early termination is a popular approach in mode selection [65]-[71]. For

example, multiple termination criteria eliminate the sophisticated mode search by hierarchically

setting from large partitions to small block sizes [65]. In [66] and [67], the sufficient conditions in

detecting all-zero blocks are theoretically studied to skip testing unnecessary small partitions. In

addition, the spatio-temporal motion characteristics are considered to arrange the mode set [68]—[70].

An object along its moving trajectory determines its motion activity to pick up its dominate modes

[68][69], while the spatial motion homogeneity is split into multiple levels to obtain a subset of

partition modes [70][71]. All the above schemes are applicable to the IPPP/IBP/IBBP coding

structures, in which the coded frame and its reference are very close, but few focus on the

hierarchical prediction in the superior H.264/SVC temporal scalability. Moreover, those

H.264/AVC-based fast algorithms could not work well, because the correlations between the current

frame and its reference may not be sufficiently strong and reliable for being used at lower temporal

layers. In [72], the characteristics of low/high-motion areas at low temporal layers are employed to

select the block mode at high temporal layers. Lee ef al. [73] make use of the statistical hypothesis

testing to conditionally skip the partitions smaller than 16x16. However, only the encoding

parameters of the mode partitions are considered to apply the fast algorithms in these methods.
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Up to now, it is surprised that few researchers pay attention to the selection of temporal

prediction types (FW, BW, and BI). Although these three temporal prediction types can provide

highly efficient compression, they conduct more than triple of the total motion search calculation, as

compared to the IPPP coding structure. Therefore, the aim of this paper is to design a fast temporal

prediction selection algorithm for the dyadic hierarchical-B prediction structure in H.264/SVC [2].

To achieve this goal, we statistically analyze the correlations of temporal prediction types in large

partitions and show that the BI has limited coding benefits in small partitions [74]. The correlations

of motion-rates among three temporal prediction types are examined and they are formulated by a

first-order regression model. Additionally, the relationships among the distortions are also

investigated [75] and the prediction error of the uni-directional temporal predictions have a jointly

Laplacian distribution verified by the goodness-of-fit tests. Hence, based on these observations, we

propose a novel scheme that avoids unnecessarily massive BI evaluations through the inheritance in

the temporal prediction types and the use of adaptive thresholds in the hierarchical-B prediction

structure of H.264/SVC [2]. Our simulations show very promising results. On the average, our

approaches can provide up to 66% overall encoder time saving over JSVM 9.11 [10], which is

equivalent to three times faster in the encoding process.
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Section 3.2 Observations and Analysis on Temporal Prediction

at Temporal Enhancement Layers

In this section, we investigate the statistical correlations of three temporal prediction types (FW, BW,
and BI) at the H.264/SVC temporal enhancement layers. In the Subsection 3.2.1 we examine the
prediction type distributions and their inheritances in the hierarchical blocks from large partitions to
small ones. Then, Subsection 3.2.2 analyzes the relative coding efficiency contributed by the BI. In
terms of the rate-distortion costs and the motion-rate costs, the last subsection explores their
correlations between the uni-directional predictions and BI. These statistical analyses are conducted
based on encoding one temporal base layer 7; with four temporal enhancement layers 7 ~ 174; that
is, the GOP size is 16. To evaluate the Q)p impact, two (Jp values, 30 and 40, are tested in the
experiments. The training set contains three MPEG test videos: FOOTBALL (CIF, fast motion),

FOREMAN (CIF, median motion), and MOBILE (CIF, complicated texture).

3.2.1 Inheritance of Temporal Prediction Types

In this subsection, we collect the probability distributions of temporal prediction types.

3.2.1.1 Prediction Type Distributions
We first gather the probability distribution of temporal prediction types used in several distinct block
partitions at various temporal enhancement layers and at different (Jp values. In any temporal layer

of the hierarchical-B prediction structure, the temporally forward and backward reference frames
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have equal distance away from the current frame. If the objects in test have constant movement, the
current MB can find its shifted version in either the forward reference or the backward reference. It
implies that the selections of FW and BW are nearly equally likely, as shown in Fig. 3-1 for,

particularly, the MOBILE sequence.
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Fig. 3-1 Distribution of temporal prediction types (FW, BW, and BI) at different temporal enhancement layers
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The selection of BI is highly dependent on the video content and the @)p values, especially
when the block partitions are larger than 8x8. Also, BI is selected more often at the high bit-rates
(small @)p) because the encoder has sufficient bits to reduce the reconstruction distortion. In the
MOBILE sequence, the BI probability of the 16x16 partition reaches about 80% at the low temporal
enhancement layers, but its probability decreases to 20% or less at the high temporal layers. In
general, BI is favored at large partitions (16x16 or 16x8) because BI offers more accurate motion
compensation at a small motion bit-rate overhead. The distortion reduction by good moion vectors is
less significant in the low-motion or motionless areas. Thus, the FORMAN sequence uses fewer BI
types. Clearly, distant reference frames reduce the motion compensation effectiveness. Therefore, BI
percentage goes down drastically at higher temporal layers. On the other hand, BI needs to transmit
more mv'’s, twice as many as those of the FW/BW. If the reduced distortion provided by BI cannot
compensate for the increased motion-rate cost, the BI type is not chosen. This is particularly true in
the case of small blocks (4x4, 8x8). Therefore, at the same temporal enhancement layer, larger
partitions prefer BI, especially for the complex-textured sequence MOBILE.

In summary, BI benefits the 16x16 and 16x8/8x16 partitions at the lower temporal enhancement
layers, but for the small partitions from 8x8 down to 4x4, BI is seldom selected. This observation

does not seem to be strongly affected by the video contents and the coding bit-rates.

3.2.1.2 Elimination of BI for Large Partitions
Our second observation focuses on the use of BI in the 16x8/8x16/8x8 partitions. As discussed in

-49 -



Subsection 3.2.1.1, the BI probability in these partitions is much smaller than that in the 16x16 block
size. That is, for instance, Pr{16 x 8 € BI} is less than Pr{16 x 16 € BI}, which implies
Pr{16 x 8 ¢ BI} > Pr{16 x 16 ¢ BI}. In order to find out whether or not these two groups
{16 x 16 ¢ BI} and {16 x 8 ¢ BI} overlap with each other, we consider three conditional

probabilities defined below:

D(16x8|16x16)¢BI £ PT{16 x 8 ¢ BI|16 x 16 ¢ BI}, (3.1)
p(8><16‘16><16)¢BI é PI'{8 x 16 ¢ BI|16 x 16 ¢ BI}, and (32)
p(8><8|16><16)¢]31 é PI‘{S X & ¢ BI|16 x 16 ¢ BI} (33)

In Table 3-1, these three conditional probabilities are higher than 80% in all cases, and are about
95% on average. Moreover, they are very close to one at higher temporal enhancement layers. This
strong correlation indicates that the uni-directional prediction types are inheritable from the 16x16
partition to 16x8/8x16/8x8 partitions. Thus, the information of the prior evaluation on 16x16 BI can
provide a very reliable estimate to the use of BI for the 16x8/8x16/8x8 partitions at both low and

high bit-rates. We can quite accurately eliminate the use of BI in those partitions.
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Table 3-1 Conditional probabilities of P(16xs|16x16)¢BI, P(8x16[16x16)¢Bl, and D(sxs[16x16)¢BL

Test P(16x8[16x16)¢BI P(8x16|16x16)¢BI P(8x8|16x16)¢BI
Sequence or 7 Iy T3 Ty T Iy T3 Ty I Iy T Ty
FOOTBALL 094 | 095 | 096 | 097 | 094 | 095 | 096 | 097 | 096 | 097 | 098 | 0.98
FOREMAN | 40 | 098 | 098 | 098 | 098 | 098 | 098 | 098 | 098 | 099 | 099 | 0.99 | 0.99
MOBILE 093 | 096 | 097 | 098 | 093 | 095 | 097 | 097 | 097 | 098 | 099 | 0.99
FOOTBALL 0.85 | 0.89 | 090 | 093 | 0.84 | 0.88 | 090 | 092 | 092 | 093 | 094 | 0.96
FOREMAN | 30 | 094 | 095 | 097 | 097 | 093 | 095 | 096 | 097 | 097 | 098 | 0.98 | 0.99
MOBILE 0.82 | 0.86 | 0.88 | 091 | 0.80 | 0.83 | 0.88 | 0.89 | 0.85 | 0.90 | 092 | 0.94
AVG. 0.94 0.93 0.96
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3.2.1.3 Consistency of FW and BW in Small Partitions

We now look into the block partitions smaller than 8x8. We find that we only need to evaluate FW

and BW; also, the temporal prediction types of the 8x8 partition are strongly correlated to those of

the 4x4 partition. As discussed in Subsection 3.2.1.1, the probabilities using BI for the 8x8 and the

smaller partitions are often less than 20% and 10%, respectively. We collect the following

conditional probabilities of using FW and BW types. One is defined by

Paxasxsyerw = Pr{4 x 4 € FW|8 x 8 ¢ FW},
which is equivalent to 1-Pr{4x4 € BI|8x8 € FW} -Pr{4x4 € BW|8x8 € FW }. Typically, the
Pr{4 x4 e€BI8x8¢€ FW} term is less than 2% in our collected data. The probability

Pax4jgxs)eFw can thus be approximated by Pr{4 x4 ¢ BW|I8 x 8¢ FW}. Similarly defined

Piaxasxs)eBw is close to Pr{4 x 4 ¢ FW|8 x 8 € BW}.

(3.4)

Table 3-2 Conditional probabilities of Psxajsx8)crw and Pax4jsxs)eBW

Test P(4x4|8x8)cFW P(4x4|8x8)cBW
Sequence or Ty 15 T3 Ty T P T Ty
FOOTBALL 0.86 | 0.88 | 0.90 | 0.92 | 0.83 | 0.86 | 0.88 | 0.90
FOREMAN | 40 | 0.94 | 095 | 096 | 0.97 | 091 | 093 | 0.95 | 0.96
MOBILE 0.85 | 0.87 | 0.89 | 0.90 | 0.85 | 0.88 | 0.89 | 0.90
FOOTBALL 0.83 | 0.85 | 0.87 | 0.89 | 0.74 | 0.83 | 0.86 | 0.89
FOREMAN | 30 | 0.89 | 091 | 093 | 0.93 | 0.89 | 091 | 0.92 | 0.92
MOBILE 0.88 | 0.88 | 0.87 | 0.87 | 0.88 | 0.88 | 0.87 | 0.87
AVG. 0.90 0.88
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Experiments show that the approximated values of psx4jsxs)cFw and Px4jsxs)ycpw are fairly
close to data in Table 3-2. Moreover, these two conditional probabilities slightly increase at higher
temporal enhancement layers, except for the MOBILE sequence with @)p = 30, of which the
correlations are rather similar for all temporal enhancement layers. Averagely, the consistency in
selecting the same prediction direction can be up to 90%. Thus, the 8x8 prediction mode information

serves as a good reference to the smaller partitions.

3.2.2 Rate-Distortion Contribution by BI

In this subsection, we address the relative rate-distortion improvement offered by BI in different
block modes. As analyzed before, the hierarchical-B prediction structure takes the advantage of using
temporal prediction types to improve the coding efficiency. According to the rate-distortion theory, a
temporal prediction type with smaller rate-distortion cost provides better coding efficiency. We adopt
the rate-distortion cost function definedproduced by JSVM [10] (which came from essentially the
rate-distortion theory) and collect all Jrw, Jaw, and Jpr for three squared-shape partitions, 16x16,
8x8, and 4x4. For each sub-block S;, we define the relative rate-distortion improvement w;r-,
offered by the best temporal prediction type 7*, as follows:
1 (g O} s €T o

The overall relative rate-distortion improvement W is the sum of w;j7+ of all sub-blocks; that is,
W 2 Wew + Waw + War, where Wr = > s,er wilT . Furthermore, in order to quantitatively

determine the coding efficiency of using BI in the squared /N x N blocks, we define a BI
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performance index by

A Whainxn WhernxN
TNxN = = s
Whsxn Wrw NN + Waw.vxnv + WaLnxn

(3.6)

which trivially yields

E Wsinxn)
E Wrw nxn) + EWswvsn) + EWainxn)

(3.7)

where E(Wr nxn) = 228N s the average operator and 7y is the number of the N x N

NNxN
sub-blocks. With the Bayes’ theorem, this measure index is rewritten as

E(Wx«n|B)Pr{BI}
= E(BIWayun). 3.8
S BOVewmpe(r) oG8

TeQU{BI}

VNN =

In other words, the term ~ynyxn, ranging from 0 to 1, indicates the percentage of the relative

rate-distortion improvement contributed by BI for the totality of N x N size blocks. Moreover, a

large vn«n value shows that the BI has a significantly relative improvement in J7 and that the BI

should not be skipped.
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Table 3-3 Average v« for 16x16, 8x8, and 4x4 blocks in each temporal enhancement layer (in percentage)
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Fig. 3-2 depicts the performance index value for each hierarchical-B frame. As shown, the
relative improvement offered by BI at high bit-rates is superior to that at low bit-rates because the
encoder has more bits to reduce the distortion. This superiority at different bit-rates is particularly
noticeable in the large 16x16 partition. On the other hand, the BI type usually furnishes less than
20% in terms of ysxg and 744, €ven at high coding rates.

Table 3-3 shows the average benefits offered by the BI type at various temporal enhancement
layers. As illustrated, the performance index values decrease as the partition becomes finer. The
Yi6x16 has an average value of 46.5%; that is, BI plays an important role in improving coding
efficiency for large partitions. For the 8x8 partition, the effect of BI plunges to 12.0% on average,
which says that the two uni-directional predictions are sufficient to provide good compression.
Furthermore, when the partition is getting finer to 4x4, the contribution of BI can be ignored because
vaxa 1s less than 2% typically. However, some test videos such as MOBILE need BI to achieve
better rate-distortion performance for both 16x16 and 8x8 partitions, since its Yigx16 and Ysxs
values reach 88.6% and 40.0%, respectively. In conclusion, the BI prediction type offers little coding

gain for the block partitions smaller than 8x8.

3.2.3 Rate-Distortion  Relationships  between  Uni-directional

Predictions and Bi-directional Prediction

In this subsection, we are interested in the relationships between the uni-directional predictions and
the BI in motion-rate cost and residual distortion. We collect the following information in our
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experiments: (a) the motion vector difference, (b) the motion-rate cost R, and (c) the distortion
Dy for the three temporal prediction types. The statistical observations and theoretical analyses on

the experimental results are reported below.

3.2.3.1 Motion Vector Difference

In order to find out the correlations of two cost terms Ry and D7 between these temporal
prediction types, we examine the motion vector differences after the motion vectors are refined by
the BI search process. We look at two square block partitions, 16x16 and 8x8. On the JSVM 9.11
platform [10], we search for the best motion vectors of different prediction types for a specified
block partition N x NN. Their notations are as follows:

mvrw, nxN: the FW motion vector of N X N blocks

mvpw, yxn: the BW motion vector of N X N blocks

mvpr.pw, nx N the forward motion vector refined by BI for N x N blocks

mvgr._pw,vxnN: the backward motion vector refined by BI for NV x N blocks.
As described earlier, the BI search process takes mvpw and mvgw as its initial search points for
motion estimation. The Euclidean distance to measure the motion vector difference and
dr yxy = [[mvy yyy —mVpr_7 Ny, T € €L (3.9)
We statistically gather the 16x16 and 8x8 blocks that choose BI as their best temporal prediction

type for generating the probability distribution functions (PDF) and cumulative distribution functions
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(CDF) of dpw and dpw, as shown in Fig. 3-3.
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As shown, the PDFs of the motion vector difference are strongly clustered around the starting
search points. Particularly, the one-pixel probability Pr{ds < 1 (pixel)} is close to 90% for the
MOBILE. That is, most of the MVs after locally refined by BI are still very close to mvpw and
mvpw. Typically, the MV differences are within three pixels; the CDFs of motion vector differences
less than three pixels usually reach 80% or more. Our experiments show that different block
partitions have similar probability distributions. The similarity in the two motion pairs

(mvpw, mvpy. pw) and (mvpw, mvg. pw) is the foundation of the following analysis.

3.2.3.2 Motion-Rate Cost
Our second study tries to identify the correlation of the motion-rate costs Ry between
uni-directional predictions and BI. As discussed in Subsection 3.2.3.1, the motion vectors mvpr. pw
and mvgr._pw produced by BI are often close to mvpw and mvpw, respectively. In addition, the
motion-rate cost is proportional to the motion vector length. Based on those two observations, we
anticipate that there exists a strong correlation in motion-rate cost between uni-directional
predictions and BI. More specifically, since the BI operation needs two motion vectors to fetch two
reference blocks for prediction, we collect the motion-rate costs of three temporal prediction types,
Rrw, Rew, and Rpr = (Rprrw + Rer_psw) to find out the relationship between Rp; and the
combined cost of two uni-directional predictions, denoted as Rrwsw = (Rew + Raw).

As depicted in Fig. 3-4, the distributions of Rrw pw and Rpr are noticeably concentrated
along a straight line; this high correlation 1is foreseen because mvew =~ MV pw
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and mvpw ~ mvpr._pw , as discussed earlier. This implies that Rpw ~ Rpr_rw and
Rpw ~ Rpr—pw. Therefore, we make use of the first-order regression to represent the motion-rate
cost Rpr by Rrpwipw. Here, the motion-rate cost Rpr is modeled as an affine function of

Rrwipw. This regression for Rpr based on Rpwpw is thus formulated as

RBI =+ 3 . RFV\'+BW, (310)
where o and [ are the regression parameters. Furthermore, we assume that o =~ 0 because the

motion-rate cost 7g; should be nearly to zero because Rpw ~ 0 when |mvpw| ~0 and

Rew ~ 0 when |[mvpw| = 0. The first-order model is thus simplified to a linear function,

Re = 3 - Rew.sw. (3.11)
Applying the least squares technique, we can thus determine the optimal & value by

E (RpiRrwinw)

g =
E (Riw,nw)

(3.12)

Table 3-4 Optimal * value for the linear regression model (3.11)

Test 16x16 8x8

Sequence or Ty 15 T3 Ty T P T Ty
FOOTBALL 097 | 097 | 0.95 | 095 | 096 | 0.95 | 0.94 | 0.92
FOREMAN | 40 | 0.95 ] 093 | 0.91 | 0.87 | 0.93 | 0.90 | 0.89 | 0.86

MOBILE 0.95 | 094 | 092 | 090 | 093 | 091 | 0.88 | 0.87
FOOTBALL 0.99 | 098 | 098 | 0.96 | 0.98 | 0.94 | 0.96 | 0.94
FOREMAN | 30 | 0.97 | 096 | 0.93 | 0.90 | 0.95 | 0.93 | 0.90 | 0.86

MOBILE 0.95 | 095|094 | 092 | 096 | 0.93 | 0.92 | 0.90

AVG 0.93

As tabulated in Table 3-4, the optimal 3* for 16x16 and 8x8 block partitions is around 0.93 and
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it slightly decreases at the higher temporal enhancement layers. Different block partitions have

similar slope values. This linear model, R = 5% - Rew+sw, is a rather good approximation to the

real Rp; because the percentage error E O_RB'JIz;?BI

> is around 11%.

3.2.3.3 Distortion Realtionship
Our last study addresses on the correlations in the distortions of different prediction types. We obtain
an upper bound of Dg; and give a summary of the approximated distribution of Dg; (denoted as
Dg)).

For a given M x N partition mode, the SAD metric used to evaluate its distortions of

uni-directional predictions is defined by Eq. (2.20), unfolded as

M-1N-1 V—1N-1
r(mvy) Z Z |f(z,y) — fr(z — mug,y — mud)| = ler(z,y)|,7 € Q. (3.13)
=0 y=0 x=0 y=0

The distortion is calculated by two nested summations over x =0~ M —1 and
y=0~N—1, f is the current block, f7 is the reference block in the 7 direction, and
(mv%, muvy) are the components of mvy. Furthermore, each prediction error ez (x,y) denotes its
corresponding location in the block difference, f(x,y) — fr(z —mvZ, y —mv¥). In the BI case

with equal weighted prediction, its distortion value is defined by
_1N—

M-1N-1
Dp1 = Z flx,y) Z fr(z — MUy, Y — mi’%n'r) . (3.14)
=0 0

y= TGQ

Because the motion vectors finally adopted by BI are close to those produced by the

uni-directional predictions, the value of DPg; may be approximated by 531, namely,
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M—1N—
~ 1
Dgr ~ Dp; = Z Z ) — 5 Z frle —mug,y —mod) | (3.15)

z=0 y=0 TeN

As shown below, the average of (Drw + Dgrw) can be derived as an upper bound of D by using

the well-known triangle inequality.

1
Ty~ 5 > (@ —mog,y — mel)

TeR

M-1N-1
Dp; = Z Z

— frw (e — mupw, y — mupy)] + [f (@, ) = faw (@ — mugw, y — mugy )]

Z
z;z erw (T, y) + epw(z, y)| < = Z(Zlg|67“/)

y=0 TeQ

(Drw + Dew) = Drwipw

l\JIH [\:>|>—~

(3.16)
In addition to derive an upper bound of 531, we verify the probability distribution of D by
two goodness-of-fits tests, as described in the Appendix. The two statistical tests indicate that the pair
of (epw,epw) tends to be bivariate-Laplacian distributed. This distribution model is used to

construct a set of adaptive thresholds in Section 3.3.

Section 3.3 Proposed Schemes — Temporal Prediction
Inheritance with Adaptive Thresholds for Bi-directional

Prediction Selection

In this section, we develop a fast temporal prediction type selection algorithm for the dyadic
hierarchical-B prediction structure based on the observations in Section 3.2. We deduce a set of
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adaptive thresholds that efficiently eliminate unnecessary BI evaluations in Subsection 3.3.1. Then,

with the adaptive thresholds, our proposed schemes are detailed in Subsection 3.3.2.

3.3.1 Adaptive Thresholds

The highly correlated motion-rate costs and distortions between the uni-directional predictions and
the BI are used to develop a set of thresholds for block partitions from 16x16 to 8x8. According to
the information from FW and BW, we can separately build a BI motion-rate cost estimator and a BI
distortion estimator for a specified A X N block.

As analyzed earlier, the motion-rate costs of Rrwipw and Rpr are realted by a linear
regression model; that is, an estimated motion-rate cost of BI, 7%131 , 1s modeled as
Re1 = B - Rrwysw. Moreover, among different block sizes, the optimal slope * does not vary
much, which ranges from 0.86 to 0.97. Hence, the mean value of 5* of all block partitions (sizes) is
adequate all cases is estimating the motion-rate cost 7/531. That is, for an M x N block, its
motion-rate cost in BI can be

ﬁBI,Mx.V = " - REW+BW.MxN» 3.17)
where 3* = 0.93.

Next, we try to estimate Dp; from the probability model of D and the percentage of the
exception case of (DPpr > Drwipw). Occasionally, Drw,ipw is not an upper bound of Dgj if the
chosen BI is inferior in terms of distortion. (Note that the motion vector chosen by the BI has the
better combined rate-distortion value, not based only on the distortion value.) From our collected
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data, the exception (Dgr > Drw.sw) is 1%~5% on the average for different block partitions.

As a consequence of the preceding discussion, the mean value of I'(k,6) is sufficient to
represent Dpgy, namely, the estimated distortion is

Dy = k6. (3.18)

As discussed earlier, Dpr ~ Dy (Normally, Dpy < Dg; indicates the motion vector refinement in
Bl is effective.) and Pr{I'(k,0) = 0T'(k,1) > Drw.pw} = 1% ~ 5% for different block sizes. The
probability Pr{['(k,8) = 6T'(k,1) > 13]31} can be calculated for a fixed k. Therefore, we can
determine the relationship between Drwyirw and D1 without any knowledge of 0, as listed in
Table 3-5. For example, the probability Pr{Dgiiex16 > Drwisw 6x16} is 3.6% from our

experimental data.

0.036 = Pr{Dg116x16 > DrwiBw 16x16}
~ Pr{ﬁBLIGXlG > DFW+BW,16x16}
= Pr{l'(k,0) > Dpw Bw 16x16}
= Pr{0l'(k,1) > Dewisw,16x16}

(3.19)

From the above, we can derive Drw w1616 = 0 - CDF;E,{J)(O.QM) where CDF;(lkrl) denotes
the inverse CDF of T'(k, 1). Furthermore, it yields

23BI,16x16 _ k k=256 256
Drw-pw.aexie  CDFr 1,(0.964) 285.5196

0.90. (3.20)

Finally, using the § definition in Table 3-5, an estimate of Dgr (for the A X N partition mode) is

represented by

DBI,JWXN = §M><N ’ DFV\H»BVV,MXN- (321)
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Table 3-5 % valuein I'(k,0) and £ value for derivation of Dy

Block Mode 16x16 16x8 & 8x16 8x8
k 256 128 64
EMxN = _ Poran 0.90 0.85 0.80
Drw+BW. MxN

(Perform Exhaustive Search in Inter 16x16 Uni-directional Predictions)

(FW and BW)
~ Dexie < min  {Jiex6.7)= ~avES @ ............... Inheritance in Temporal
T~ —_ - Prediction Type (TP)
o YES — — — — Adaptive Thresholds (AT)
Inter 16x16
BI Prediction NO
Y . . . T N s
< “Inter 16x8 ™ SInter 16X8 ™ eeemst Tl - = : -~ < TInter 16x8 ™
H — R i SIr—YESP= TO16x8 < __ min J16x8,T} = =——YES—P4 :
YW Prediction’ \BW Prediction’ S P = et o) = 4 B prediction /
N:O \NIO
\ 4 \ 4
<“Tnter 8x16 ™ SInter 8X16 TN et T =T T T~ < “Tnter 8x16 ™
H [ 3 —peesl i S YESPp “O8x16 < ___ min J8x16,T} == >——YES—p! SR
\EW Prediction’  \BW Predictions - S N \TE‘F‘”’BW}iSfG— = 57 BI prediction
N:O \NIO
\ 4 \ 4
Inter 8x8 ™ Inter 8x87TTN et e =T T~ < Inter 88N
H ! ool i S YESPp T O8xs < ___ min Jgx8, 7} = >——YES—Pp! NN
“FW Prediction”  “\BW Prediction’ 7o WGx16 i BL..- =2 TG‘FW’BW’L o = L BI prediction,
; v v
CFW Prediction 3 e e {"BW Prediction
H 1 €—YES——=277 Jaxs,Fw < Jsxs, et NO—} H
i for 8x4, 4x8, dxd | LA S Tea ! for 8x4, 4x8, 4x4 |

Fig. 3-5 Fast selection algorithm for temporal prediction types

3.3.2 Algorithm Overview

The flowchart in Fig. 3-5 depicts our proposed algorithm on eliminating the futile BI calculations. It
mainly consists of two early termination criterions. First, a part of ineffective BI is skipped by the
strong consistency in the temporal prediction types of large partitions. Then, the remaining

unnecessary Bl can be further detected by making use of the adaptive thresholds. The proposed
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approaches are split into three major stages, detailed below.
Stage 1: Conditionally Exhaustive Temporal Prediction Type Search for Interl6x16. The
Inter16x16 partition mode conditionally checks all FW, BW, and BI types to identify its best

temporal prediction type to be used in the Stage 2.

Step 1.1: Exhaustive Search on Uni-directional Predictions. For the current macroblock, the
uni-directional temporal predictions FW and BW are evaluated in order to collect their
distortions (Ppw and Dgw) and motion-rate costs (Rpw and Rpw) that will be used in Step
1.3. If the macroblock is located in the two highest temporal enhancement layers (Z,,—1 and 1),

denoted as HTEL, go to Step 1.3; otherwise, go to Step 1.2.

Step 1.2: BI Evaluation at Lower Temporal Enhancement Layers. At the temporal

enhancement layers 77 ~ 1),_», the Bl is always tested. Go to Stage 2.

Step 1.3: Conditional BI Execution at Higher Temporal Enhancement Layers. Using the
information obtained from Step 1.1, the threshold d16.16 can be obtained by

516><16 = DBI,16><16 + RBI,IGXIG

= 516><16 ) DF\V+BW',16><16 + ﬁ* ' RFW+BW,16><16

(3.22)
> + 0-93(RF\V,16><16 + RBW,IGXIG)

09 <DFW,16><16 + Dpw 16x16
' 2

If these two conditions Oi6x16 < Jrw16x16 and d16x16 < Jewiex16 are satisfied, the BI

process is performed. Otherwise, Bl is judged to be ineffective and thus skipped. Go to Stage 2.

Stage 2: Early Termination on Bl for Large Partitions. Before getting into the Stage 2, the best
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temporal prediction type 7., is determined in Stage 1. Two steps of this stage predict whether
or not the BI type in 16x8/8x16/8x8 partitions have an inferior rate-distortion performance and

thus can be excluded from testing. Subsection 3.3.2.1 details the early termination procedure.

Step 2.1: Exhaustive Uni-directional Prediction Type Search for Partitions 16x8/8x16/8x8.
To gather the distortions (Dpw and Dpw) and motion-rate costs (Rpw and Rpw) of
partitions 16x8/8x16/8x8, the uni-directional temporal predictions FW and BW are v\calculated.
Go to Step 2.2.

Step 2.2: Pre-decided BI Elimination for Partitions 16x8/8x16/8x8. If the pre-determined

information 75,4 is not BI, go to Stage 3. Otherwise, continue.

Step 2.3: Provisory BI Expulsion by Adaptive Thresholds. Similar to Step 1.3, the adaptive

thresholds 457« are obtained by

OmxN = Dprmxn + Reramxwy
e (6.23)
MxN * PFPWiBW,MxN T FWBW,Mx N

where M x N € {16 x 8,8 x 16,8 x 8}. The BI type is calculated if the specifications

Oaren < Jew mxn and dyxn < Jew arxn are both true. Otherwise, the BI type is discarded.

Stage 3: Adaptive Prediction Type Selection for Small Partitions. Due to the strong correlation
between the prediction type of 8x8 and those of the smaller partitions, we can skip the less
probable prediction types by checking the 8x8 prediction type. The Subsection 3.3.2.2 elaborates

our implementation.
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3.3.2.1 Early Termination on BI for Large Partitions

Based on our observations discussed earlier, the prediction type information of Inter16x16 partition
mode is useful in skipping the BI type for large block partitions. More precisely, the conditional
probabilities, P(16xs|16x16)¢BI, P(s8x16]16x16)¢BI, and P(sxsji6x16)¢pr, can suggest whether the
unnecessary computations of BI of 16x8/8x16/8x8 partitions can be avoided if the 16x16 partition is
of the BI type. Thus, in Step 2.2, the saved computations in BI for large partitions depend on the BI
selection rate for the 16x16 partition. Furthermore, for the case that 75,4 is BI, the remaining

superfluous BI can be detected by the 637« thresholds in Step 2.3.

3.3.2.2 Adaptive Prediction Type Selection for Small Partitions
As suggested by our previous analysis for small partitions, we notice that (a) 10% blocks or less are
coded with BI, (b) BI contributes less in the improved compression efficiency comparing to FW and
BW, and (c) small partitions often have the same prediction types as that of their inherited 8x8 parent
block. These three observations help us in developing an adaptive prediction selection algorithm for
small partitions.

The 8x8 or smaller blocks are seldom coded with BI. As discussed earlier, the prediction type of
a smaller partition can be reliably estimated by its 8x8 parent partition. Thus, each smaller partition
refined from an 8x8 partition only needs to check one prediction type. Furthermore, the candidate
can be well predicted by comparing the Jrw and Jpw of its associated 8x8 partition, even if its BI
is not calculated in Stage 2. Therefore, in Stage 3, reduction in computation for small partitions can
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be achieved by skipping either FW or BW.

Table 3-6 Testing conditions

AKIYO (AK), BUS (BU), FOOTBALL (FO),

CIF
FOREMAN (FM), MOBILE (MO), STEFAN (SF)
CITY (CT), CREW (CR), HARBOUR (HA), ICE
Sequence 4CIF
(IC), SOCCER (SC)
HD BIGSHIPS (BS), MOBCAL (MC), SHIELDS
(720p) | (SH), STOCKHOLM (ST)
Qpi Qp1 =40, Qp2 =36, Qp3 = 32,and Qps = 28
Motion search range: +32 pixels with Y4-pel accuracy
RDO: Enabled; GOP size: 8 and 16
Encoder )
Entropy coding: CABAC
Configuration

Number of reference frame in each reference list: 1

Frame encoded: 1 Intra followed by 128 Inter frames

Section 3.4 Experimental Results and Discussions

3.4.1 Test Conditions

For performance assessment, we have implemented the proposed algorithms in JSVM 9.11 [10] and

have tested 15 typical video sequences in three resolutions (CIF/4CIF/HD formats), covering a broad

range of visual characteristics. Our proposed schemes focus on the complexity reduction at the

temporal enhancement layers in the dyadic hierarchical-B frame prediction structure. The detailed

encoder parameters are given in Table 3-6 and the other parameters are the default values set by the

reference software JSVM 9.11 [10].

3.4.2 Performance Measures
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To show the change in rate-distortion performance, we adopt the Bjontegaard metric [76] which
needs four rate-distortion points to measure the averaged Y-PSNR [BDP (dB)] and bit-rate
differences [BDR (%)] between the two rate-distortion curves produced by JSVM 9.11 [10] and by
our schemes, respectively. Moreover, we use AFileSize (%) to show the total file size increase (in

percentage) at these four rate-distortion points, defined by

FileSizepyoposed (@i ) — FileSizejgvg 11 (Qp;)

ed\ x 100%, (3.24
FileSizejsvmo11(Qp:) - :

o 1
AFileSize = 1 Z

i=1

where the FileSizejsyme11(@pi) and FileSizepyoposca(@p;) are, respectively, the number of bits
coded by JSVM 9.11 [10] and by our schemes with Qp = Qp;.

To measure the average speedup performance at these four rate-distortion test points, we define
time saving ('T'S) for the whole encoding process and the complexity reduction on the hierarchical-B
frame process (TSppvsip) only.

(1) The overall time saving T'S is defined as

4
_ 1 Z Tisvao.11(QPi) — Throposed (@P:) x 100% (3.25)
4 £ Tisvae.11(Qpi) , |

where Tisvmo11(@p;) and Trroposed(@p:) denotes the encoding time of JSVM 9.11 [10] and
that of our schemes by setting )p = (Jp;, respectively.

(2) In this TSypesp measure, the denominator is the additional computing time due to the use the
hierarchical-B frames. The numerator is the additional computing time of using our fast

algorithms. That is,
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4
1 Z Trroposed (@P:) — Tasvao.11 with tepp (@Pi)

TSupvsip = — x 100%, (3.26
HEvSIE Tisvmo1(@pi) — Tisvmon1 with rep (QP:) . (3:26)

4 4
i=1

where Tsvmoi1 with 1ppp(Qp;) represents the encoding time of JSVM 9.11 [10] with the IPPP

coding structure and Qp = Qp;.

3.4.3 Performance Comparison with JSVM

Table 3-7 to Table 3-9 present the time savings of the proposed schemes in comparison with JSVM
9.11 [10]. Listed in Table 3-7 are the improvements contributed by the inheritance of temporal
prediction type (TP) and the adaptive thresholds to eliminate the superfluous BI computation (AT),
respectively. The results are obtained by comparing the running time of the encoder with the
following configurations:
Setting #1: JSVM 9.11 vs. JSVM 9.11 + TP: The TP setting makes use of the information
produced by the 16x16 partition size to skip the BI type in 16x8/8x16/8x8 partitions. For the block
sizes smaller than 8x8, they only evaluate one of the uni-directional predictions, depending on the
encoding information of 8x8.
Setting #2: JSVM 9.11 vs. JSVM 9.11 + AT: The AT setting uses the adaptive thresholds to
conditionally select the BI type within the candidate set in the block partitions from 16x6 to 8x8
after performing FW and BW.
It can be seen that enabling the TP alone can averagely reduce the overall running time by 50%,

equivalent to a speedup of about 2x, whereas the AT offers only a moderate time saving of 20%~28%.
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Because the TP setting considers the temporal prediction selection in all block modes, it provides

more complexity reduction, as compared to the AT setting. Interestingly, the results are similar

regardless of the GOP size.

Table 3-7 Individual time saving contributed by TP and AT

GOP=8 GOP =16
Test TP AT TP AT
Sequence TS TSupvsip TS TSupvsip TS TSupvsip TS TStBwsiP

(%) (%) (%) (%) (%) (%) (%) (%0)
AK 55.2 20.1 27.6 60.1 55.8 21.3 28.4 59.9
BU 46.1 34.8 23.2 67.2 46.3 36.2 23.5 67.7
FO 43.8 38.2 23.9 66.3 43.9 39.6 24.1 66.9
FM 50.6 28.0 27.6 60.7 51.0 29.4 28.1 61.2
MO 44.1 36.4 21.8 68.6 44.5 37.5 223 68.7
SF 46.5 33.6 233 66.8 47.0 34.8 23.5 67.4
CT 51.3 25.9 24.2 65.1 51.7 27.3 25.0 64.8
CR 49.3 28.7 26.7 61.4 49.9 29.9 27.1 61.8
HA 46.1 33.6 24.6 64.6 46.6 34.7 24.8 65.3
IC 53.5 23.1 27.6 60.2 54.1 242 28.1 60.6
SC 50.0 28.7 23.9 65.8 50.4 30.1 24.7 65.8
BS 52.7 23.5 25.0 63.7 533 24.7 25.7 63.7
MC 52.0 23.5 20.5 69.8 52.6 24.8 21.9 68.8
SH 52.1 24.1 21.8 68.3 52.5 25.6 22.6 68.0
ST 52.9 22.9 20.0 70.8 53.5 24.1 20.6 70.8
AVG. 49.7 28.3 24.1 65.3 50.2 29.6 24.7 65.4

To see their combined effects, Table 3-8 and Table 3-9 provide the time savings relative to the

exhaustive search, with both TP and AT enabled. The results given in these two tables correspond to

two GOP sizes: 8 and 16. As can be seen, when the TP is coupled with the AT, an average saving of

63% for the overall encoding time is achieved. In other words, we can observe an approximated 3x
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speedup. The improvement is achieved with a negligible change in both bit-rate and Y-PSNR, as
confirmed by the BDP/BDR values in the tables and the rate-distortion curves in Fig. 3-6 and Fig.
3-7. As discussed before, the BI examination in the encoding time is about % = 55%. That is,
the improvement in TS is generally limited to 55% when the BI computations are all skipped.
However, our method can go beyond this limit because in our algorithm the small partitions may
calculate only one of the uni-directional temporal predictions. Furthermore, the additional

computation required by the hierarchical-B prediction structure can be reduced up to 95% and the

average TSppysip is around 10%.

Table 3-8 Performance comparisons with JSVM 9.11 [10] when GOP size is 8

Test BDP (dB) BDR (%) AFileSize (%) TS (%) TSupvsip (%)
Sequence
AK -0.02 0.42 -0.06 65.5 5.1
BU -0.18 3.61 1.44 61.2 133
FO -0.19 3.86 1.16 59.4 16.2
FM -0.09 2.17 0.48 64.2 8.6
MO -0.11 2.84 0.83 61.4 11.3
SF -0.20 4.44 241 61.7 11.9
CT -0.03 0.92 0.14 63.0 9.0
CR -0.07 2.56 0.52 62.6 9.4
HA -0.06 1.72 0.26 62.6 9.8
IC -0.09 2.34 0.85 64.5 7.2
SC -0.07 1.74 0.52 62.2 11.4
BS -0.01 0.42 -0.03 64.0 7.2
MC -0.01 0.32 -0.10 62.0 8.8
SH -0.01 0.51 0.10 61.8 10.0
ST -0.01 0.45 0.00 61.7 10.1
AVG -0.08 1.89 0.57 62.5 10.0
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Table 3-9 Performance comparisons with JSVM 9.11 [10] when GOP size is 16

Test BDP (dB) BDR (%) AFileSize (%) TS (%) TSupvsip (%)
Sequence
AK -0.02 0.56 0.01 66.2 6.6
BU -0.19 3.93 1.58 61.5 15.4
FO -0.20 4.05 1.22 60.0 17.6
FM -0.11 2.57 0.61 64.9 10.3
MO -0.13 3.67 1.27 62.0 12.8
SF -0.22 4.96 2.62 62.0 13.8
CT -0.03 0.98 0.01 63.9 10.2
CR -0.08 2.92 0.65 63.2 11.1
HA -0.07 2.09 0.37 63.3 11.4
IC -0.11 2.78 1.01 65.2 8.7
SC -0.08 2.18 0.78 62.9 12.8
BS -0.01 0.50 -0.02 64.9 8.3
MC -0.01 0.30 -0.09 63.1 9.7
SH -0.02 0.79 0.23 62.8 11.1
ST -0.01 0.63 0.04 62.6 11.2
AVG -0.09 2.19 0.69 63.2 11.4
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Fig. 3-6 Comparisons in rate-distortion curve with GOP
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Interestingly, the overall time savings in Table 3-8 and Table 3-9 are not the sum of the results

from Table 3-7. In our approach, we set two successive criterions to conditionally eliminate the BI

computation, as illustrated in Fig. 3-5; one is TP, and the other is AT. However, their contributions

are overlapped for some macroblocks; that is, if these macroblocks satisfy the first TP criterion, the

second AT criterion is not active in our design flowchart. Hence, with the average time saving of

50% by the TP, the AT criterion can additionally provide about 13% improvement. The additional

improvement comes from the cases when the 16x16 partition is not BI, and the AT condition is

satisfied. For example, in Fig. 3-1(a), about 70% of MBs do not select BI at 77 (with Qp = 40)

when 16x16 partition is examined. In this case, our algorithm skips these 70% of BI calculations. In

total, there are 85% of 16x8 partitions do not prefer BI in our collected data. Therefore, only the

remaining 15% of 16x8 partition blocks are further checked by the AT criterion for further

complexity reduction.

Moreover, in Table 3-10, the overall time saving decreases as the ()p value becomes small. The

complexity reduction goes down from 66% to 57% as (p decreases. This is due to the combined

rate-distortion cost J7 = D7 + AnoTion X Rp that affects the selection of temporal prediction type.

Such an optimization principle tends to minimize the motion-rate term Ry when p is large. On

the other hand, because of the abundant bit budget, this optimization process spends more bits to

reduce the distortion term D7 at a small p. Thus, BI is used more often for small Qp values

because BI is effective in minimizing distortion. Hence, fewer BI blocks can be skipped by our
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approach.

Table 3-10 Overall time saving with various ()p values

Test TS (%) with GOP =8 TS (%) with GOP =16
Sequence | @p1 Qp2 ps Qpa Q1 Qp2 ps Qpa
AK 66.0 65.9 65.6 64.5 66.8 66.6 66.3 65.3
BU 62.9 61.8 60.8 59.5 63.2 62.1 61.0 59.6
FO 60.5 59.8 59.1 58.3 61.1 60.3 59.6 59.0
FM 64.8 64.7 64.2 63.3 65.2 65.2 64.9 64.1
MO 65.7 63.0 60.0 57.0 66.5 63.7 60.4 57.4
SF 63.8 62.6 61.1 59.1 64.4 63.1 61.2 59.5
CT 64.9 64.3 62.9 59.9 65.8 65.4 63.8 60.6
CR 63.6 63.1 62.5 61.2 64.2 63.7 63.1 62.0
HA 65.2 63.9 62.1 59.4 65.7 64.6 62.8 60.1
IC 65.3 65.0 64.8 63.1 65.8 65.7 65.3 64.0
SC 63.4 62.7 62.1 60.5 64.0 63.5 62.7 61.3
BS 65.6 64.9 63.8 61.5 66.5 66.0 64.7 62.2
MC 64.8 63.5 61.5 58.3 66.0 64.4 62.6 59.3
SH 63.8 62.7 61.4 59.0 65.0 64.0 62.2 59.9
ST 64.2 62.8 60.9 58.9 65.4 63.8 61.6 59.3
AVG. 64.3 63.4 62.2 60.2 65.0 64.1 62.8 60.9

3.4.4 Performance Comparison with State-of-the-art Fast Algorithms

In addition to the exhaustive search, we also compare our approaches with the state-of-the-art fast
algorithms, Li’s method [72] and Lee’s method [73]; both reduce the massive computations only on
the mode decision. For a fair comparison, the same number of reference frame (one reference frame
in each reference list) is configured in the experiment.

As reported in [72], the Li’s method can averagely achieve 38% time reduction and has Y-PSNR

loss of 0.14 dB and 2.15% bit-rate increase. The Lee’s method [73] provides a higher time saving,
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which speeds up the encoding process at about two times on average. However, the complexity

reduction resulted from the Lee’s method [73] is sequence-dependent, widely ranging from 21% to

69%.

In comparison to these two schemes [72][73], our approaches, at a similar level of quality loss

in terms of rate-distortion performance, averagely achieve up to 65% time saving. In addition, our

algorithm has a nearly constant complexity reduction rate with less than 10% variation for 15

different sequences.
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Chapter 4
Fast Mode Decision Algorithm for Intra-only Scalable

Video Coding with Combined Coarse Granular

Scalability (CGS) and Spatial Scalability

In this chapter, we propose a fast mode decision algorithm with macroblock-adaptive rate-distortion
estimation for intra-only scalable video coding. We make use of the log-linear rate-distortion
relationship of inter-dependent layers to predict the better performer among the Intra4x4 and
Intra8x8 prediction types at the enhancement layers. Based upon the base-layer chosen prediction
type, we can further reduce the number of candidate modes. In addition, to ensure the best trade-off
between complexity and coding efficiency, the Intral6x16 prediction is retained and enabled only for
coding high-resolution videos with smooth image contents. Comparing to the Joint Scalable Video
Model v.8 (JSVM 8) [77], an encoder time saving from 49% to 64% depending on the encoder
configurations, is achieved with negligible penalty in coding efficiency.

This chapter is organized as follows. The prior works related to the fast intra mode decision is
presented in Section 4.1. Section 4.2 analyzes the statistics of intra prediction modes at different
coding layers. Based on this analysis, Section 4.3 presents our rate-distortion estimation model and
the layer-adaptive mode selection algorithm. Section 4.4 compares the proposed schemes with JSVM
8 [77] in terms of encoding latency and rate-distortion performance.
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Section 4.1 Literature Review

Several approaches have thus been proposed to simplify the mode decision process. In [78] and [79],
the correlations of the intra prediction modes between coding layers are considered for fast mode
decision. Both schemes suggest skipping the Intral6x16 and Intra8x8 prediction types as they offer
little coding gain at the enhancement layers. In [78], the prediction is further restricted to use only
Vertical, Horizontal, and DC modes. A similar approach is also adopted by [80] and [81] to search
for the best intra prediction mode in inter-frame coding. By using a reduced-size mode set, these
schemes speedup the encoding process.

However, we find that excluding certain prediction types may result in poor rate-distortion
performance, especially for coding high-resolution videos with smooth image contents. To relieve
this coding loss, we propose a layer-adaptive intra mode/type selection algorithm. Different from the
previous approaches, our scheme retains all the intra prediction types/modes and makes use of the
inter-layer correlation to adaptively select the candidate modes. Based on the log-linear
rate-distortion relation of inter-dependent layers, we propose a rate-distortion estimation model that
predicts the better performer among the Intra4x4 and Intra8x8 prediction types. The intra prediction
is then constrained to take the same or similar prediction directions of the corresponding coding
block at the base/reference layer. Particularly, to achieve a better trade-off between complexity and
coding efficiency, the Intral6x16 prediction is enabled only if the base layer is coded with

IntraBL/Intral6x16 or the spatial resolution is higher than CIF. Comparing to JSVM 8 [77], the
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proposed schemes provide up to 64% saving on the overall encoder time and a 69% time reduction

for encoding the enhancement layers with negligible coding loss.

Section 4.2 Statistical Analysis of Intra Predictions

In this section, we examine the statistical correlation of intra prediction modes between coding layers.
Without loss of generality, the encoder is configured to consist of one base layer along with one CGS

or spatial enhancement layer. We identify strong correlations between layers as described below.

4.2.1 Mode Correlation of Base and Enhancement Layers

Our first study aims at investigating the correlation of intra prediction modes between an
enhancement layer and its base layer. To quantitatively characterize the correlation, we first compare
the prediction directions of two layers when a block is coded by either Intra4x4 or Intra8x8.
Specifically, an enhancement coding block is said to have a similar prediction mode as its
counterpart at the base layer if the best prediction comes from the same or neighboring directions, or
is the DC mode. For instance, if the coding block at the base layer uses the Vertical mode and the
corresponding enhancement layer block takes Vertical, Vertical Right, Vertical Left, or DC
predictions, then these two blocks are called similar in prediction mode. This similarity check
requires a location check at the base layer. As depicted in Fig. 4-1, the process is implemented by a
unique, 1-to-1 block address mapping in CGS. For the spatial scalability, there are two possibilities

depending on the prediction type: (1) a 1-to-1 mapping that associates each 8x8 prediction block with
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a 4x4 base block or (2) a 1-to-4 mapping that relates a group of adjacent 4x4 prediction blocks to a

4x4 base block. In both cases, the enhancement layer always refers to the base-layer prediction mode

of Intra4x4 because the minimum coding block size is 4x4.

Observation 1: Strong Correlation of Intra Direction Modes between Layers. Fig. 4-2 shows the

probability profiles for the base and enhancement layers of similar prediction modes, given a fixed

base-layer (Jpp and a set of enhancement-layer (Jpg ranging from 10 to 40. It is evident that the

prediction modes of the two layers have strong correlation and that more than 70% of the block

pairs use similar prediction modes. Moreover, in Fig. 4-2(a), the correlation becomes even

stronger when (pg is closer to (Jpp. After examining the data, the reason that the correlation

still gets higher with increasing Q)pg, shown in Fig. 4-2(b), is that the DC mode probability goes

up at the enhancement layer. The results are consistent over different video sequences and

scalability configurations.

\ \
, 16 16 16
CGS/Spatial / ) ‘. ! )
Layer | k ,
h | f
Intra N } i
8k8 \ |y ]
| v | — t
\ \ VLo |
N Intra Ve |
" f I
Base/Reference / I P 16
Layer \%
L/ )
16
)
(a) CGS (b) Spatial Scalability  (c) Spatial Scalability

Fig. 4-1 Block address mapping for intra direction mode: (a) CGS, (b) spatial scalability with 1-to-1

mapping, and (c¢) spatial scalability with 1-to-4 mapping

- 88 -



-
o

' ' |
r =
| == Intradx4 ___ | IR I/
| mee Intra8x8 L ____1_4f

o
(%}

Probability of Similarity
o
©

e
ﬂ

-
o

| === |ntradx4: 1-to-4 Mapping
| me== |ntra8x8: 1-to-1 Mappin

9 _=

S SR -]

3\
ks
£ 0.9 - S
T I e oo
O [Tt ——
b N ™ L A Y A T T T T T T
£ fommm e
208+ R R
s oo oo
e [t fFo——————= e
a - fmmm S T
T A -———---—-1--QpB=30/
0.7 ‘ 9 ‘
20 25 30 35 40
QpE

Fig. 4-2 Probability profiles of “similarity” between coding layers: (a) CGS and (b) spatial scalability.

(FOREMAN)

4.2.2 Rate-distortion Profile of Intra Prediction

Our second study addresses the question that how the rate-distortion costs of different CGS layers
differ from one another in terms of their (Jp values and intra prediction types. Similar to the
previous experiment, in this study, the base-layer is coded by a fixed (pp and the
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enhancement-layer ()pg value varies from 10 to 40.
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Fig. 4-3 Rate-distortion profiles between CGS layers for (a) Intra4x4 and (b) Intra8x8 (FOREMAN)

Observation 2: Log-linearity of Rate and Distortion. Fig. 4-3 depicts the rate-distortion profiles

of the Intra4x4 and Intra8x8 predictions. It shows that the logarithmic rate-distortion costs in both

cases are linear functions of the enhancement-layer ()pg, which implies the rate-distortion

functions of CGS can be well approximated by the log-linear parametric rate-distortion models:
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log DF(Qpg) = op X Qpe + 55 @.1)

log R%(Qpx) = o x Qpe + Fr 4.2)
where Z € {4 x 4,8 x 8}. Eq. (4.1) comes at no surprise since the distortion function of a
uniform, scalar quantizer is well known to be a quadratic function of the quantization step-size,
and the quantization step-size in H.264/SVC [2] is an exponential function of parameter Q)p.
Together, the above distortion model is anticipated. Similarly, the rate model in Eq. (4.2) can be

explained using the classical rate-distortion theory.

In summary, the best intra prediction mode at the enhancement layer is highly correlated to the
mode used by the base layer, and the log-linear rate-distortion models can well approximate the
rate-distortion functions for CGS. The results inspire us to develop a layer-adaptive mode decision

algorithm based on the coding state of the base layer.

Section 4.3 Proposed Macroblock-Adaptive Rate-Distortion

Estimation Algorithm [82]

In this section, the fast mode decision algorithm for combined CGS and spatial scalability is

proposed based on the observations in Section 4.2.

4.3.1 Algorithm Overview

The proposed algorithm, with flowchart in Fig. 4-4, consists of four major steps, which adaptively

evaluate the Intra4x4, Intra8x8, and Intral6x16 prediction modes and the default IntraBL mode.
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Step 1: Exhaustive Base Layer Prediction. The base layer performs the exhaustive search to

identify the best Intra4x4 and Intra8x8 prediction modes together with their rate-distortion costs

for use in the rate-distortion estimation and the layer-adaptive mode selection.

[ Perform Exhaustive Search in Base Layer & Keep Context Information, Layer# := 0 ]

| Layer# := Layer# +1 |

Ref. Layer is

STEP 1 ((_Test IntraBL mode ] IntraBL or
P NO Intra16x16
- Resolution
Change
STEP 4 Layer# := 0

YES

Resolution

<4CIF

NO
g >

Do Intral6x16
NO \ 4

| Estimate the RD Costs, 3;and 3, |

Ref. Layer
is IntraBL
= 3,<J,_——=NC
YES
\ 4
N~

Do Intra8x8 and Intra4x4
: \ 4
Find the Best Intra Mode &

N )
- “| Keep Content Information for Next Layer
T

N

Fig. 4-4 Fast mode decision algorithm with rate-distortion estimation and layer-adaptive mode
selection
Step 2: Macroblock-Adaptive Rate-Distortion Estimation of Intra4x4/8x8. The rate-distortion
estimation step predicts which of the Intra4x4 and Intra8x8 prediction types at CGS layers has the
inferior rate-distortion performance and should be excluded from testing at the very beginning. We
achieve a computing time saving by eliminating the estimated weak modes. Section 4.3.2 details
the procedure of rate-distortion estimation.

Step 3: Layer-Adaptive Mode Selection. Due to the strong correlation between the coding layers
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in the Intra4x4 and Intra8x8 modes, the enhancement layers skip less probable prediction modes to
reduce complexity by checking their base/ reference layer coding states. Section 4.3.3 elaborates
our implementation.

Step 4: Conditional Intralb6x16 Prediction. The conditional Intral6x16 prediction provides a
better trade-off between coding efficiency and complexity. As found in our investigation, the
Intral6x16 offers comparable coding efficiency at a much lower complexity for high-resolution

video sequences with smooth image contents.

4.3.2 Macroblock-Adaptive Rate-Distortion Estimation

Based on our observations discussed earlier, we notice that (a) the rate-distortion behavior can be
estimated by the log-linear rate-distortion models and (b) the estimation should be adjusted to match
the varying statistics of input data. These two conclusions help us in developing a
macroblock-adaptive rate-distortion estimation.

The log-linear rate-distortion models suggests that given any two CGS layers their distortion
reduction (or bit rate increase) ratio with respect to the change of (Jp is roughly a constant, as
illustrated by the two triangles in Fig. 4-3. Numerically, this statement is expressed by Eq. (4.2), in
which the enhancement-layer rate-distortion estimators, ﬁ%(QpE), ﬁ%(QPE), are functions of the
measured rates and distortions of the base and the first CGS layers, D%(Qps), REL(Qps),
DL(Qpg1), RE(Qpg1), and their Qp values, Qps and Qpg:.

log D5(Qpr) = ok X (Qps — Qpe) + log DE(Qpa), (4.3)
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log RE(Qpr) = ok X (Qps — Qpr) + log RE(Qps) (4.4)

where

log Dg(QpEl) — log DE(QPB)
Qpe1 — Upa

7 _ log RE(Qpr1) — log RE(Qps)

7
07 — and « .
P B Qpe1 — Qps

For the first two layers, to better match the local statistics, the average rate-distortion costs are used

in Eq. (4.3) and Eq. (4.4) for each macroblock. The estimated rate-distortion costs of both Intrad4x4

and Intra8x8 predictions are then used in the Lagrange multiplier to identify the best prediction type.

Table 4-1 Look-up table for layer-adaptive intra mode selection

) Prediction Modes of Reference Layers
Candidate
Intra4x4/Intra8x8
Modes
0 1 2 3 4 5 6 7 8
0 (V) o O O O
1 (H) ® O O O
2200 [O]O|@]O[O[O[O[O]O
% 3 (DDL) o O | O
§ 4 (DDR) ® O | O
3T [5(VR) O | @
£ | 6 (HD) O o
7 (VL) O o
8 (HU) O o

The candidate mode set is {®} if the previous two layers use the same mode;

otherwise, the candidate mode set should include {e, o}.

4.3.3 Layer-Adaptive Intra Mode Selection

As suggested by our statistical analysis, 70% or higher Intra4x4/8x8 coding blocks choose their
prediction modes similar to their counterparts at the base/reference layers. This strong correlation is

used to design Table 4-1 for the layer-adaptive mode selection. As shown, each macroblock is tested
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with 4 or fewer prediction modes; each must possess the same or similar prediction directions as the
base layer. If the base layer is encoded by DC, Vertical, or Horizontal mode, the diagonal direction
predictions are also omitted for further complexity reduction. Similarly, only one prediction mode is
retained if both the previous two layers choose the identical mode. Nevertheless, the Intra4x4 and
Intra8x8 modes are both skipped if Intral6x16 or IntraBL is in use at the base/reference layer.

Unlike the Intra4x4 and Intra8x8 modes, the Intral6x16 is adaptively enabled not only for
increasing coding efficiency, it is more so for complexity reasons. From the statistical analysis,
Intral6x16 is shown to be more efficient at low bit rates and/or in high-resolution video sequences.
As a result, it is included in testing if (1) the base layer adopts Intral6x16 or IntraBL, (2) the spatial
resolution is higher than CIF, and (3) the @p is greater than a threshold 4, which is set empirically
or is adjusted by users. In practice, the threshold ¢ in this paper is set to 30.

The IntraBL, on the other hand, is a part of the default because it offers superior rate-distortion
performance comparing to the other modes, especially when the base and the enhancement layers are

coded at similar quality.

Section 4.4 Experiments

In the following experiments, the proposed algorithm is implemented on JSVM 8 [77] and with the
test video sequences covering a broad range of visual characteristics. We run tests of CGS, dyadic
spatial scalability, and the combination of these two scalabilities. The layer dependency in three tests
is shown in Fig. 4-5. The detailed encoder configurations are specified by Table 4-2.
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: A WxH : T AZWXZH
1 » 1 H
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Fig. 4-5 Inter-layer dependency settings of H.264/SVC encoder [2] for (a) CGS, (b) dyadic spatial

scalability, and (c) combined scalability

Table 4-2 Testing conditions

QCIF BUS (BU), NEWS (NS), STEFAN (SF)
AKIYO (AK), FOOTBALL (FB),
I FOREMAN (FM), MOBILE (MB)
Sequence ACIF CITY (CT), CREW (CR), HARBOUR (HB),
ICE (IC), SOCCER (SC)
DUCKSTAKEOFF (DTO),
HD

OLDTOWNCROSS (OTC), PARKLOY (PJ)
(a) I | Qpit1=Qpi —6; Qpo =42

() | I | Qpo=40; Opy = 43; Qpa = 46

Qp I | Qpi+1 = @p; — 6; Qpo = 40; Qps = 43
(© | IV | @pit1 = Qp; — 6; Qpo = 40; Qpy = 46

V | @pit1 = Qpi — 6; Qpo = 30; Qps = 36
Misc. RDO-+CABAC+Adaptive Inter-Layer Prediction

Structures (a)-(c) are specified in Fig. 4-5.

In Table 4-3, the proposed schemes are compared with JSVM 8 [77] in terms of the average
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Y-PSNR loss (AP) and bit rate increase (AR), and the overall time saving (TS). Our scheme provides

up to 64% overall encoder time saving over JSVM 8 [77], which is about 3 times faster in the

encoding process. Moreover, the average bit rate increase is less than 0.9% and the PSNR loss is no

more than 0.05 dB. The changes in PSNR and bit-rate are so small that their output sequences cannot

be distinguished between the proposed scheme and JSVM 8 [77]. In Table 4-4, the complexity ratio

is defined as the ratio of the enhancement layers encoding time and the base layer encoding time. As

shown, the proposed scheme provides up to 69% time saving for encoding the enhancement layers.

In addition to JSVM 8 [77], we also compare our scheme with the other two state-of-the-art fast

algorithms [78][79], in which a reduced mode set offers a reduction of 58% in encoding complexity.

However, without considering the Intral6x16, these two schemes result in higher Y-PSNR loss and

bit rate increase, especially in the CREW and ICE sequences.

Also from Fig. 4-5(b) and Table 4-3, it is interesting to note that the speed-up in the spatial

scalability is only slightly higher than 50%. This is mostly due to the fact that the spatial

interpolation, as required by the spatial scalability, involves computation-intensive filtering

operations that are not accelerated in the proposed scheme. Another factor is that the rate-distortion

estimation is currently applied to the CGS case only. As a result, the gain comes solely from our

layer-adaptive mode selection.
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Table 4-3 Performance comparisons

Xiong’s method [78] Yang’s method [79] Proposed

Sequence | AP AR TS AP AR TS AP AR TS
(dB) | (%) | (%) | @dB) | (%) | (%) | dB) | (%) | ()

Structure (a) with ()p Setting I and § = 30

BU 0.00 0.01 49.3 0.00 0.04 34.9 0.00 | -0.01 57.5
NS -0.03 | 0.15 477 | -0.01 0.29 344 | -0.02 | 0.23 55.8
FM -0.04 | 048 48.5 | -0.01 0.48 36.0 | -0.02 | 0.28 55.7
MB 0.00 0.00 50.2 0.00 0.01 35.9 0.00 0.00 57.5
CR -0.03 1.46 49.2 | -0.03 1.74 35.6 | -0.02 | 0.71 51.0
SC 0.00 0.19 50.7 0.00 0.32 37.0 0.00 0.01 52.5

AVG -0.02 | 0.38 493 | -0.01 | 048 35.6 | -0.01 | 0.20 55.0

Structure (b) with ()p Setting II

DTO 0.00 | -0.20 | 45.1 -0.01 | -0.18 | 33.9 0.00 | -0.07 | 514

OTC 0.00 0.01 442 0.00 0.02 334 0.00 0.05 49.2

PJ 0.00 | -0.04 | 444 0.00 0.03 335 0.00 | -0.01 50.3

AVG 0.00 | -0.08 | 44.6 0.00 | -0.06 | 33.6 0.00 | -0.01 | 50.3

Structure (¢) with @p Setting Il and § = 30

CT -0.01 0.20 56.7 | -0.01 0.30 412 | -0.01 0.05 59.5
CR -0.04 1.45 55.0 | -0.04 1.71 40.6 | -0.02 | 0.84 57.1
IC -0.08 | 0.78 53.7 | -0.05 | 0.87 40.1 -0.05 | 0.46 55.1

AVG -0.04 | 0.81 551 | -0.03 | 0.96 40.6 | -0.03 | 045 57.2

Structure (d) with )p Setting IV and d = 30

CR -0.04 1.29 54.6 | -0.04 1.54 40.4 | -0.01 0.71 56.6
HB -0.01 0.04 57.1 -0.01 0.11 40.7 | -0.01 | -0.04 | 59.6
IC 0.00 0.22 55.5 0.00 0.35 40.6 0.00 | -0.04 | 57.6

AVG -0.02 | 0.52 55.7 | -0.02 | 0.67 40.6 | -0.01 | 0.21 57.9

Structure (e) with Qp Setting V and ¢ = 30

CT 0.00 0.01 58.0 0.00 0.03 41.1 0.00 | -0.03 | 63.7
CR -0.01 0.32 559 | -0.01 0.43 40.3 0.00 0.22 62.3
SC 0.00 0.01 57.2 0.00 0.05 40.9 0.00 | -0.02 | 63.1

AVG 0.00 0.11 57.0 0.00 0.17 40.8 0.00 0.06 63.0
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Table 4-4 Layer complexity ratio of enhancement-layer encoding time to base-layer encoding time

Xiong’s Yang’s
Structure | JSVM 8 [77] Proposed
method [78] | method [79]
(a) 3.99 1.53 2.21 1.25
(b) 25.18 13.52 16.38 12.02
() 23.57 9.79 13.57 8.93
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Chapter 5
Fast Mode Selection and Motion Search for Scalable

Video Coding with Combined Coarse Granular

Scalability (CGS) and Temporal Scalability

To speed up the H.264/SVC encoder [2], we propose a layer-adaptive intra/inter mode decision
algorithm and a motion search scheme for the hierarchical-B frames in H.264/SVC [2] with
combined coarse-grain quality scalability (CGS) and temporal scalability. To reduce computation but
maintain the same level of coding efficiency, we examine the rate-distortion performance contributed
by different coding modes at the enhancement layers and the mode conditional probabilities at
different temporal layers. For the intra prediction on inter frames, we can reduce the number of
Intra4x4/Intra8x8 prediction modes by 50% or more, based on the reference/base layer intra
prediction directions. For the enhancement-layer inter prediction, the look-up tables containing inter
prediction candidate modes are designed to use the macroblock coding mode dependence on and the
reference/base layer quantization parameters ((Jp). In addition, to avoid checking all motion
estimation reference frames, the base layer reference frame index is selectively reused. And
according to the enhancement-layer macroblock partition, the base-layer motion vector can be used
as the initial search point for the enhancement-layer motion estimation. Compared with JSVM 9.11
[10], our proposed algorithm provides a 20x speedup on encoding the enhancement layers and an
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85% time saving on the entire encoding process with negligible loss in coding efficiency. Moreover,
compared with other fast mode decision algorithms, our scheme can demonstrate a 7%—41%
complexity reduction on the overall encoding process.

The rest of this chapter is organized as follows. Section 5.1 contains a brief review of the prior
works related to the fast mode decision algorithms both in H.264/AVC [4] and H.264/SVC [2]
coding structure. Section 5.2 analyzes the correlation between the mode distributions of the base
layer and enhancement layers. Section 5.3 describes our context-adaptive mode decision algorithm,
and also presents our motion search strategy. Section 5.4 compares the proposed schemes with JSVM
and the other state-of-the-art algorithms in terms of complexity reduction and rate-distortion

performance.

Section 5.1 Literature Review

An effective way to reduce the encoding complexity is to restrict the number of candidate modes.
There exists a large body of literature devoted to the studies on mode reduction for H.264/AVC [4].
For example, Tsai et al. in [83] design a set of gradient filters to extract the edge direction, which
decides the intra prediction mode to avoid testing all possible directions. They further improve the
mode detection accuracy in texture areas by computing the intensity difference at both sub-block and
pixel levels [84]. Another example of using macroblock features to predict mode sets can be found in
[85]. They first classify macroblocks into three categories according to their inter, intra, and motion
features, and then for each category a risk-minimized candidate mode set is designed by using the
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Bayesian rules. Similarly, Zeng et al. [69] pick up the mode set for each macroblock based on its

motion activity. There are some other mode reduction approaches that exploit the spatial and

temporal correlation between partition modes. Their processes usually predict the most probable

macroblock mode by observing the coding mode of its nearby macroblocks [61] or of its co-located

macroblock in the previous frame [68]. Similar concepts are adopted to develop early termination

conditions in the mode decision process. For example, a Skip decision scheme is designed based on

the conditions of evaluating various inter/intra modes [86]. This type of techniques has often been

generalized to a hierarchical decision process with multiple termination criteria in [68], [65] and [87].

All these methods are equally applicable to the intra-layer mode reduction in H.264/SVC [2].

Thus far, little research has been devoted to the study of the H.264/SVC [2] fast mode decision.

Most of published articles use the inter-layer correlation to confine the mode search at the ELs. Li et

al. [80][88], for example, observe that owing to the Lagrange rate-distortion optimization process,

the inter macroblock motion partition at enhancement layers tends to be the same as or smaller than

that of its corresponding base-layer macroblock. This observation is used in conjunction with the

base layer mode decision to design a fast mode search for the ELs. In [72], the complexity reduction

i1s made a step further, by considering both the spatial homogeneity of the mode distribution and its

consistency across temporal layers. In [89], Ren ef al. notice a high correlation exists in spatially

neighboring macroblocks. Thus, they develop an intra-layer fast algorithm without considering the

inter-layer relationship. For each coding layer, their method collects the local area’s best partition
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with rate-distortion costs to progressively perform the mode search for each macroblock until an

early termination condition is satisfied. Some other previous work has been associated with the intra

macroblock mode reduction. Yang et al. [79] show that the inter-layer intra prediction can

effectively replace Intral6x16 and Intra8x8 modes. On top of that, Xiong [78] makes an additional

simplification by restricting the Intra4x4 prediction to three options only: Vertical, Horizontal, and

DC modes. Through the effective use of the inter- and/or intra-layer correlation between coding

modes, an average computing time saving of 40% to 60% (in comparison with JSVM 9.11 [10]) has

been reported at the cost of 1% to 4% bit-rate increase for typical test sequences.

However, in determining the reduced candidate mode set for enhancement layers, most existing

approaches have not yet considered the following issues, leading to a loss of rate-distortion

performance and/or a waste of computational power.

1. The effect of layer settings on the mode distribution at enhancement layers. In our previous

studies [81][82], we noticed that the quality of the base layer affects the reliability on the

candidate mode prediction, and that an enhancement layer, when coded at a much higher bit-rate

than its base layer, may have a completely different behavior in mode selection. The candidate

mode set must therefore be adaptively adjusted for different layer settings. The need for this

adjustment becomes most obvious in the multi-layer coding scenarios, where the (Jp values

and the inter-layer dependency change on a layer-to-layer basis.

2. The correlation between the motion parameters of base layer and enhancement layer. As also
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shown in our previous studies [81][82], an enhancement-layer (inter) macroblock usually has

the same reference frame index and prediction direction as its co-located macroblock at the base

layer, especially when both are coded with the same macroblock partition. In this regard, the

exhaustive motion search (adopted by most previous researchers) may not be needed for

reaching the target rate-distortion performance.

Based on the above observations, we propose in this paper a fast context-adaptive mode

decision algorithm and a reduced-complexity motion search strategy for H.264/SVC [2] with

combined CGS and temporal scalability. Our scheme distinguishes from the other approaches in two

significant ways: (1) the candidate mode set for each enhancement-layer macroblock is chosen

according to both local and global contexts —including the coding mode adopted by its co-located

macroblock at the base layer, the ()p assigned to the base layer and enhancement layers, as well as

its temporal layer index, and (2) the search for motion parameters, for a particular candidate mode, is

conducted only when the base-layer motion information is not reusable. That is, the exhaustive

motion search is performed only when the BL motion information is judged unreliable for that

enhancement layer. Compared with JSVM 9.11 [10], our method shows an overall time reduction of

65-85% with a minor bit-rate increase of less than 1%. The computational complexity for coding the

enhancement layers alone is reduced to 10% of that of the JSVM implementation [10]. Compared

with the state-of-the-art fast algorithms, [80][88][89], an up to 41% improvement can be achieved

solely by the use of inter-layer correlation; further improvement is expected when the intra-layer
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correlation is also incorporated.

Section 5.2 Correlations between Base and Enhancement

Layers

In this section, we are going to investigate the relationship between the base-layer coding modes and
the enhancement-layer coding modes, with a focus on the CGS configuration. We like to know from
the statistical analysis that (1) which intra/inter modes are the enhancement-layer dominating modes;
(2) how these modes are distributed when the base-layer mode is given; and (3) which coding modes
are most critical to the enhancement-layer rate-distortion performance. In addition, we examine the
statistics of the reference frame selection and the inter-layer residual predictor efficiency. Our codec
contains one base layer and one CGS enhancement layer and is tested on six video sequences:
AKIYO (QCIF), STEFAN (QCIF), FOREMAN (CIF), MOBILE (CIF), CITY (4CIF), and CREW
(4CIF). The notations ()pp and (pg denote the quantization parameters of the base layer and

enhancement layers, respectively, and AVG. shows the averaged behavior of all six test sequences.

5.2.1 Distributions of Intra Prediction Mode in CGS

Our first study aims at exploring the effect of (Jp value on the correlation of intra prediction
types/modes between coding layers. In Fig. 5-1, the distribution of the enhancement-layer intra
modes is displayed as a function of )pp and ()pp. We can see that the distribution is highly

dependent on the quality of the base layer and enhancement layers. When the base layer is coded
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with good quality (using a small )pg), most of the intra macroblocks are coded in the IntraBL type,

whose predictor comes from the base-layer intra-coded macroblock. However, when the

enhancement-layer quality gradually improves, the intra predictor is switched from the base layer to

the enhancement layer. Particularly, the Intra4x4 percentage increases more noticeably than the other

two types, Intra8x8 and Intral6x16; together with the IntraBL, it makes up 80% or more of the intra

prediction types at enhancement layers. Its percentage can be higher than 90%, especially in the

complex-texture sequences such as MOBILE and STEFAN. Our results agree with the findings

reported in [79]. In addition, the Intral6x16 is preferred for smooth areas, but its presence is usually

less than 10% at the CGS enhancement layers because it must compete with the IntraBL mode,

which is chosen more often in the smooth areas due to less overhead. As the base-layer quality

improves, the Intra8x8 and the Intral6x16 do not seem to offer benefit in coding efficiency.

In addition to the intra prediction type, we compare the nine prediction directions in intra coding

when both layers are coded by either Intra4x4 or Intra8x8. Specifically, an enhancement-layer coding

block is said to have a similar prediction mode to its counterpart at the base layer if the best

prediction comes from the same or neighboring directions, or if it uses the DC mode. For instance, if

the coding block at the base layer selects the Vertical mode and the one at the enhancement layer

picks up either Vertical, Vertical Right, Vertical Left, or DC predictions, these two blocks are called

similar in prediction direction. The similarity check requires locating the base-layer counterpart of a

coding block. As shown by Fig. 5-2, this process can be implemented by a one-to-one block address
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mapping in the CGS configuration.
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Fig. 5-3 shows the probability of the base layer and the enhancement layer having similar intra
prediction modes for fixed Qpp and a set of (pg values ranging from (Qpp — 20) to pp. From
these data we can conclude that the intra prediction modes between the base layer and the
enhancement layer are strongly correlated and, on the average, 75% or higher block pairs adopt
similar prediction modes. Moreover, this correlation becomes even stronger when Qpg is closer to

@pp and this tendency does not seem to be affected by the base-layer quality and the test sequence.

5.2.2 Distributions of Inter Prediction Mode in CGS

Next, we investigate the correlation of the motion partition between the base layer and the
enhancement layer, under different ()p values and prediction distances. To this aim, we collect the
conditional probability of partition modes at different temporal enhancement layers with Qpp = 40
and Qpg varying from 20 to 40. This conditional probability is defined by
Pr{Modegr (Qpg, Tk) = j|Modegr.(Qps = 40, Tj) = i}, (5.1)

where Modegp (Qps = 40, Ty ) denotes the best mode selected by the base layer with Qpp = 40 at
temporal layer k; Modegr(Qpg, Tx) is the optimal mode at the enhancement layer with Qpg at
temporal layer &k ; i€ {B Direct/Skip, Interl6x16, Interl6x8, Inter8x16, Inter8x8}; and
j €{B Direct/Skip, Interl6x16, Inter16x8, Inter8x16, Inter8x8, Intra, BLSkip}. The collected
statistics are given in Fig. 5-4 (a)-Fig. 5-4 (e). In addition, in Fig. 5-4 (f), a different conditional
probability is defined as

Pr{Subl\/IodeEL(QpE, Ti) = m|Modegr(Qpg, T)) = Inter8 x 8}, (5.2)
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where m € {B_ Direct8x8, Inter8x8, Inter8x4, Inter4x8, Interdx4}. This conditional probability

presents the distribution of the finer partitions including 8x8 and those smaller than 8x8.
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From Fig. 5-4, several important observations can be made:
® More than 50% of macroblock pairs choose the same motion partition for both base layer

and enhancement layer, namely,

Pr{Modeg.(Qpg, Ty) = BLSkip|Modegy,(Qpp = 40,T},) =i} +

Pr{ModeEL(QpE, Tk) =1 ModeBL(QpB = 40, Tk) = Z} > (0.5. (53)

Among them, the enhancement-layer macroblock can be coded in either BLSkip mode or
the other inter modes, which may or may not use inter-layer motion prediction. The
BL _Skip mode is chosen most often especially at higher temporal enhancement layers. The
second and the third most probable modes are B Direct/Skip and Inter16x16, respectively.
This observation is slightly different from those in [72][80][88], which suggest the
enhancement-layer candidate mode generally does not have partition size larger than its
co-located base-layer macroblock mode. Interestingly, if the base-layer macroblock
chooses Inter8x8 mode, the choice for the enhancement-layer macroblock is also likely
(>70%) to be the same. These results seem to be independent of the ()p difference,
(Qprs — Qpg).

® When a base-layer macroblock is coded in B Direct/Skip mode, its co-located
enhancement-layer macroblock is often coded in either B_Direct/Skip or Inter16x16.

® [f a base-layer macroblock is coded with the 8x16 (or 16x8) partition, it is unlikely that its
enhancement-layer counterpart will choose the 16x8 (or 8x16) partition.

® The probability for an enhancement-layer macroblock to be coded in BLSkip mode is
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greater than 0.5 at the two highest temporal layers, 71 and Ty.

® The probability for an enhancement-layer sub-macroblock having a sub-partition finer than
8x8 1is usually less than 0.2. Even though the MOBILE and STEFAN have more
macroblocks coded with finer partitions, on the average, 70% of sub- macroblocks still
select the B_Direct8x8 and Inter8x8 as their sub-partition modes.

) Pr{Subl\r'IodeEL(QpE, Ty) = Interd x 4|]Modegy,(Qpg, 1)) = Inter8 x 8} < 0.05 : Our
experimental data reveal that when an enhancement-layer macroblock is further partitioned
into sub-partitions smaller than 8x8, the conditional probability of Inter4x4 is typically less
than 0.05, whereas it can increase to 0.1 for the sequences MOBILE and STEFAN.

Fig. 5-4(a) to (e) also show that the most probable mode in the hierarchical-B frames is the
BLSkip mode. This is a direct consequence of the Lagrangian rate-distortion optimization process,
which looks for a balanced compromise between distortion and coding rate. To achieve a better
quality, an enhancement-layer macroblock may search for new motion vectors with the same-size
partition or additional motion vectors offered by finer partitions. However, these two alternatives
may require extra coding bits. Statistically, using the lower layer information as much possible seems
to be a good policy for the mode decision at enhancement layers, especially in the CGS configuration
because it has the benefits of reducing the number of candidate modes. This is most obvious when
the base layer is coded with good quality using a small pp. In such a case, the conditional

probability
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Pr{Modegy(Qpr, T};) = i|Modepy,(Qpp = 30,T};) =i }+

P][‘{l\f’[odeEL(QpE7 Ty ) = BLSkip|Modegr(@ps = 30, T;) = I} (54)

can go higher than 0.9, making it possible to skip more coding modes with different partition size
from that at the base layer. Furthermore, the inter-layer relation represented by
Pr{ModeEL(QpE, Ti) = i|ModepL(Qpg, T}) = z} becomes stronger as the index of temporal layer
T} increases. We thus divide the mode conditional probabilities into four regions along two
dimensions, the temporal layer 7 and the quantization parameter ()p,_; of the reference layer, as
illustrated by Fig. 5-5. High conditional probabilities appear at small ()p,—1 and higher temporal
layers. In our scheme, 7x_; and 7'x refer to the highest two temporal enhancement layers in a
GOP. For a small GOP size, such as four, it is possible that all the temporal enhancement layers

belong to the Tn_1 ~ Ty category.

Medium

Ty.g~Ty— H igh

Tt | High

> Qpn—l

[ R el e e

30

Fig. 5-5 Four regions representing different degrees of mode correlations between coding layers
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In summary, the base-layer coding information can be a good reference for predicting the
enhancement-layer coding mode in the CGS configuration. Generally, which coding mode would be
the best for a base-layer macroblock depends highly on the image texture. However, the conditional
probabilities of the enhancement-layer modes do not vary drastically with video content. In other
words, the inter-layer mode correlation is nearly content-independent in the sense that when
conditioned by the base-layer modes, the distribution of the enhancement-layer modes has a weak
dependency on video content. Therefore, in Section 5.3 we will use these observations to design our

fast enhancement-layer mode decision algorithm.

5.2.3 Temporal Reference Frames between Coding Layers

As described before, the motion estimation operation in the hierarchical-B frames needs to find the
best match among three types of temporal predictions, namely, forward, backward, and bi-directional
predictions. The motion search finds the best motion vector in all reference frames for each of these
temporal predictions. Moreover, the enhancement layer should additionally perform the MEgr, MEy,,
and MEgr+m modes calculation and selection. Then, based on the rate-distortion cost, the encoder
finally chooses the best temporal prediction type and its associated motion vectors for a specified
inter coding mode. The current JSVM 9.11 [10] adopts the exhaustive motion search at the
enhancement layer, leading to enormously high complexity.

To reduce the enhancement-layer computational load but to maintain good temporal prediction
performance, we examine the temporal prediction reference frame selection between the base layer
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and enhancement layers. The experiments are performed with reference frame number = 3 and GOP

size =16. As shown in Fig. 5-6, 80% or higher enhancement-layer macroblocks choose the same

reference frames as their base-layer counterparts. Moreover, the percentage increases as the

base-layer quality improves. In other words, the reference frames selected at the base layer can be

reliably reused for enhancement-layer macroblocks particularly when the base layer is coded with

good quality.
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5.2.4 Inter-Layer Residual Prediction in Transform/Pixel Domain

The inter-layer residual prediction is designed to reduce the inter-layer redundancy in residual signals
between two layers. Starting from version 8.10 of the JSVM software, the inter-layer residual
prediction has been converted from the pixel domain to the transform domain in the CGS
configuration. As for the spatial scalability, the inter-layer residual prediction has to be operated in
the pixel domain. Hence, there are now two different mechanisms in performing the inter-layer
residual prediction depending on the configuration.

Table 5-1 and Table 5-2 tabulate the coding improvement provided by the inter-layer residual
predictions, performing in pixel domain and in transform domain respectively, on the hierarchical-B
frames at the CGS enhancement layers. The performance metrics are the Y-PSNR loss (AP) and
bit-rate increase (AR) at the CGS enhancement layers, compared with the exhaustive search in the
JSVM software. For CGS applications, we find that the inter-layer residual prediction in transform
domain does not offer a significant coding improvement on the hierarchal-B frames, especially when
(@ps — Qpg) is greater than six. The reason could be that the temporal correlations between the
hierarchical-B frames at the CGS enhancement layers are much stronger than the correlations
between coding layers. Moreover, when (Qpp — Qpg) is greater than six, the reconstructed residual
signal at the base layer is noise-like signal for the CGS enhancement layers. Similar results can be

also observed in the pixel-domain inter-layer residual prediction.
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Table 5-1 Turning off the inter-layer residual prediction in transform domain for hierarchical-B

frames (JSVM 9.11 [10])

High-quality BL Low-quality BL
Sequences
(Qpa,Qpe) | AP (dB) | AR (%) | (@ps.@pp) | AP (dB) | AR (%)

(24,18) 0.00 1.19 (45,39) 0.02 1.02
BUS (24,12) 0.00 0.43 (45,33) 0.00 0.00
(24,6) 0.00 0.22 (45,27) 0.00 -0.10

QCIF
(24,18) 0.00 1.63 (45,39) 0.02 1.40
NEWS (24,12) 0.00 0.49 (45,33) 0.01 0.44
(24,6) 0.00 0.18 (45,27) 0.00 0.17
(24,18) 0.00 0.00 (45,39) 0.01 0.01
FOREMAN (24,12) 0.00 0.00 (45,33) 0.00 0.00
CIF (24,6) 0.00 0.00 (45,27) 0.00 0.00
(24,18) 0.00 0.39 (45,39) 0.01 0.53
MOBILE (24,12) 0.00 0.11 (45,33) 0.00 0.06
(24,6) 0.00 0.01 (45,27) 0.00 0.02
(24,18) 0.00 -0.05 (45,39) 0.00 0.09
CITY (24,12) 0.00 0.00 (45,33) 0.00 0.00
ACIF (24,6) 0.00 -0.02 (45,27) 0.00 0.03
(24,18) 0.00 0.20 (45,39) 0.00 0.23
CREW (24,12) 0.00 0.07 (45,33) 0.00 -0.02
(24,6) 0.00 0.04 (45,27) 0.00 0.02
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Table 5-2 Turning off the inter-layer residual prediction in pixel domain for hierarchical-B frames

(JSVM 8.0 [77])
High-quality base layer Low-quality base layer
Sequences
(Qpa,Qpe) | AP (dB) | AR (%) | (@ps.@pp) | AP (dB) | AR (%)

(24,18) 0.00 2.82 (45,39) 0.00 0.77
BUS (24,12) 0.00 0.96 (45,33) 0.00 0.12
(24,6) -0.02 0.22 (45,27) 0.00 0.08

QCIF
(24,18) 0.00 1.28 (45,39) 0.01 1.31
NEWS (24,12) 0.00 0.20 (45,33) -0.01 0.06
(24,6) -0.01 0.01 (45,27) 0.00 0.03
(24,18) -0.04 -0.90 (45,39) 0.00 0.24
FOREMAN (24,12) -0.08 -1.23 (45,33) 0.00 -0.03
CIF (24,6) -0.16 -1.39 (45,27) 0.00 -0.12
(24,18) 0.00 0.94 (45,39) 0.01 0.66
MOBILE (24,12) -0.01 0.25 (45,33) 0.01 0.22
(24,6) -0.05 -0.46 (45,27) 0.00 -0.01
(24,18) -0.01 -2.05 (45,39) 0.00 -0.01
CITY (24,12) -0.35 -4.18 (45,33) 0.00 -0.02
ACIF (24,6) -0.68 -4.38 (45,27) 0.00 -0.05
(24,18) -0.30 -4.43 (45,39) 0.00 0.23
CREW (24,12) -0.40 -3.11 (45,33) 0.00 0.02
(24,6) -0.51 -1.98 (45,27) 0.00 -0.05
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Table 5-3 Encoding procedures on the hierarchical-B frames at CGS enhancement layers

JSVM 9.11 [10]

JSVM 8.0 [77]

The reconstructed transform coefficients from the base layer:

The reconstructed residual signal (pixel domain) from the base

T(e(x,t)) layer: €(x,t)
Step 1 The predicted signal: Original frame f(x,t) The predicted signal: f(x,t) — e(x, )
The reference signal: Reference frame fr(x,t7) The reference signal: Reference frame fr(x,t7)
Step 2 Motion estimation to find the best match fp(x — mv,{~) with the associated MV mv
Determine the residual signal: Determine the residual signal:
P cpxt) = F00 1) - folx - d(x), ) s 1) = [fG0 1) — ex,1)] — filx — d(x), )
Integer transform: Integer transform:
Step 4

T, = T(ep(x,t)) — T(e(x,t))

T, = T(ep(x,1))
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Furthermore, the average coding improvement shown in Table 5-2 is slightly greater than that in
Table 5-1. The minor coding improvement due to inter-layer residual prediction in the transform
domain may be attributed to the encoding procedure in the JSVM software, described in Table 5-3.
At the enhancement layer, the JSVM 8.0 encoding procedure for inter-layer residual prediction [77]
finds the best block match fg(x —mv,¢”) from the reference frame fg(x,¢”) for the predicted
signal f(x,?) — €(x,t). On the other hand, JSVM 9.11 [10] performs the motion search between
f(x,t) and fg(x,t7), and then subtracts T(e(x,?)) in determining the rate-distortion cost. Note
that T(-) indicates the integer transform operation. Thus, in JSVM 9.11 [10], the selected motion
vector at the enhancement layer is optimized only for the difference between the current macroblock
and its reference macroblock without considering T(e(x, t)).

Although, in the spatial scalability, the coding efficiency of the test sequence CREW with GOP
size 16 is very close to that of single-layer coding [9], there is no significant coding gain provided by
the inter-layer residual prediction for CGS, especially with a low-quality base layer. In conclusion,
the inter-layer residual prediction, whether in transform domain or pixel domain, can be neglected in
encoding the hierarchical-B frames in CGS configuration. That is, the penalty of coding loss can be
neglected even if the inter-layer residual prediction is disabled, particularly, when the visual quality

of the base layer is poor.
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Section 5.3 Proposed Approaches — Layer-Adaptive Mode

Decision and Motion Search

Based on the observations presented in Section 5.2, we develop a fast context-adaptive mode
decision algorithm and a motion search scheme for the hierarchical-B frames in the H.264/SVC [2]
with combined coarse-grain quality scalability (CGS) and temporal scalability. The proposed
algorithm is designed based on the mode conditional distributions and we also carefully make the
trade-off between computational complexity and rate-distortion performance at the enhancement
layer. Moreover, we skip the coding modes that are not used often and that have a little contribution
to the rate-distortion performance. Our algorithms are described by the flowcharts in Fig. 5-7-Fig.
5-9. The base layer is encoded with the exhaustive search (or a fast search scheme having a nearly
full search performance) and all the motion information for each possible combination is stored for
future use. The intra and inter coding candidate modes to be checked at enhancement layers are
defined by Table 4-1 and Table 5-5-Table 5-7 sorted by the (Jp values and the base-layer coding
modes. Furthermore, the algorithm in Fig. 5-11 determines the reference frames for motion search
and, depending on the partition sizes; the initial point is also adaptively generated by the motion
vectors at the base layer or the motion vector predictor at the enhancement layer. These procedures

are described in the following sub-sections.

-126 -



r »(CGS Layer 3)
| A ' WxH
| L — ——
| CGS Layer2) | Layer Dependency for 4 |
| + A WxH|Encoding I
. L : | Layer Dependency for A I
CGS Layer 1 | )@@ | Mode Selection,Qp | |
+ A WH | + A WxH| Layer Dependency for 4 |
|

|
| ' ' | Ref. Index
L —(BaseLayer ) \ <( BaseLayer ) — _ _ _ _ _ _ _ _ _'_

WxH WxH

Fig. 5-7 Inter-layer dependency structure in our scheme: (a) two-layer case, and (b) four-layer case

erform Exhaustive Search in"
Base Layer & Keep Context

Information J
A 4
Determine MB Modes to be (" Layer-Adaptive ) Look-up Tables
Tested at Enh. Layer by Table > Mode Decision (Tables 4-1, 5-5,
Look-up J \_ (Fig. 5-9) ) 5-6, and 5-7)

( Adaptively S(:'ect Reference (" Selection of Reference )
Index for Each MB Partition »| Frame & Initial Search
\__ From Base Layer J \__Point (Fig.5-11) )
A 4
(MV Reuse: Initial Search Point\
for ME by MB partition

- J
A 4
Determine MB Mode by RD
AECost & Keep Context Info. For
Next Layer J
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Table 5-4 Coding type agreement between base layer and enhancement layer in hierarchical-B frames

Coding Types Average Probability at EL, ()pgr = 20 ~ 40
(pp =40 AKIYO STEFAN | FOREMAN | MOBILE CITY CREW
Modeg; = Modeg; = Intra >0.99 0.95 >0.99 >0.99 0.92 0.99
Modeg; = Modeg; = Inter >0.99 >0.99 >0.99 >0.99 >0.99 >0.99
Table 5-5 Candidate modes of inter prediction for Qp,—1 > 30
Ty ~TN 2 ITn1~TN
Tempor
B_Direct/ B_Direct/
al layer - 16x16 16x8 8x16 8x8 - 16x16 16x8 8x16 8x8
Skip Skip
Jtext6 | O 1O O .. O 1.9 [ O | O 1.9 | O | O
16x8 O O O O
8x16 O O O O
8x8 O O
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Y-PSNR (dB)

Table 5-6 Candidate modes of inter prediction for Qp,—1 < 30

T ~Ty
Temporal
B _Direc
layer - 16x16 16x8 8x16 8x8
t/Skip

16x16 O

16x8 O

8x16 O

8x8 O

Table 5-7 Candidate modes of sub-MB of inter prediction for all )p values
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Fig. 5-10 Comparison of rate-distortion performance of JSVM 9.11 [10] at enhancement layers
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5.3.1 Layer-Adaptive Mode Decision for Hierarchical-B Frames

5.3.1.1 Intra Mode Selection

Due to the strong correlation between the coding layers in the Intra4x4 and Intra8x8 modes, the
enhancement-layer macroblock skips the less probable prediction modes by checking their
reference/base layer coding states. As suggested by our statistical analysis, 75% or more
Intra4x4/8x8 coding blocks choose prediction modes similar to their counterparts at the
reference/base layer. This strong correlation is used to design Table 4-1 for the layer-adaptive intra
mode selection. As shown, each macroblock at the enhancement layer is tested with four or fewer
intra prediction modes (a column in this table). These candidate modes possess the same or similar
prediction directions in the reference/base layer. If a base-layer macroblock is encoded in one of the
following three modes, DC, Vertical, and Horizontal, the diagonal direction predictions can also be
omitted for further complexity reduction. Similarly, only one prediction mode is retained if both of
the previous two layers choose the identical mode.

Furthermore, we tabulate the probability of enhancement-layer Inter/Intra coding types at
different )pg values in Table 5-4. Obviously, the enhancement-layer macroblock most likely has
the same coding type as the BL counterpart. Thus, Fig. 5-9 suggests that an enhancement-layer
macroblock only needs to evaluate the intra/inter modes when the base-layer macroblock (Modepy,)

is also intra/inter-coded.
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5.3.1.2 Inter Mode Selection

To achieve greater savings of coding time while minimizing the coding efficiency loss, the

layer-adaptive inter candidate mode sets in Table 5-5-Table 5-7 are designed by examining the

inter-layer correlation. We consider both the mode conditional distribution, as shown in Fig. 5-4, and

the rate-distortion performance, shown in Fig. 5-10.

Based on the statistical data, the less effective macroblock modes that do not contribute much to

the coding efficiency are neglected. As mentioned earlier, the best mode (size) at the enhancement

layer is likely equal to or larger than that at the reference/base layer. Although the enhancement-layer

distortion could be reduced by using a finer partition, the refinement for a partition mode may

introduce the overhead in coding bits for encoding the new partition mode, motion vectors, and

reference frame indices. Fig. 5-10 shows that the enhancement-layer coding performance loss is

negligible when small-size partitions are disabled, especially for the Inter8x8 mode and those smaller

than the 8x8 size. Therefore, the single-layer Advanced Video Standard (AVS) [90] supports only

four types of block sizes ranging from 16x16 down to 8x8. In the literature [90], it reports that

smaller partitions of the H.264/AVC standard [4] are seldom used, especially in coding high

resolution videos. Thus, the coding modes smaller than 8x8 can be skipped at enhancement-layer

coding for complexity reduction, as confirmed by the experimental data.

In Table 5-5 and Table 5-6, the proposed algorithm evaluates the Inter8x8 mode only when

Modegpy, is coded as the Inter8x8 mode. In contrast, for larger partitions, the same and larger
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partition sizes, the B Direct/Skip and Inter16x16 coding modes may be included in the candidate

mode set (the rows in these tables) because they prevent significant coding losses. The sub-block

modes are restricted to the B_Direct8x8 and Inter8x8 modes because the conditional probabilities of

the finer partition modes, Inter8x4, Inter4x8, and Inter4x4, are usually less than 0.2. The inter modes

with sizes smaller than 8x8 require a high computational complexity, but they provide a very limited

coding improvement. Also, statistically they are seldom used at enhancement layers. We thus skip

these three coding modes for the enhancement-layer macroblocks, tabulated in Table 5-7.

In addition, we always check the B Direct/Skip and BLSkip modes at enhancement layers.

These two modes provide a significant rate-distortion improvement but only introduce a slight

computational load due to their derived motion vectors (without motion search). Moreover, when the

reference/base layer is coded using a quantization parameter ranging from 31 to 51, the inter-layer

residual prediction in the transform domain is skipped, as suggested by the data in Table 5-1. Similar

results can be found in [81]. Moreover, as suggested by the statistical analysis, when a base-layer

macroblock is coded with the 16x8 (8x16) partition size, its counterpart at the enhancement layer

will not be evaluated with the partition of 8x16 (16x8).

Based on our collected data, we always check the Inter16x16 mode with only one exception

when the base-layer macroblock is coded with high quality and Modeg;, = B_Direct/Skip. For a

base-layer macroblock coded with the 8x8 partition, its enhancement-layer counterpart is not tested

with any modes (other than 16x16) having a partition size larger than 8x8. If the base-layer
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macroblock has a coding mode size larger than 8x8, such as 16x8, then the same size mode and
larger size modes should be checked although the finer partition modes are skipped.

On the other hand, when a base-layer macroblock is coded with good quality, our algorithm is
quite different. The candidate mode set now includes all the modes with the inter-layer residual
prediction, and when a macroblock at the reference/base layer is coded with Inter16x16, Inter16x8,
Inter8x16, or Inter8x8, only the mode with the same partition is checked. Although Fig. 5-4 indicates
that such a design may not be optimal in terms of the mode distribution, the experimental results in
Fig. 5-10 show that replacing the 8x8 partition with larger partitions has negligible impact on the

coding efficiency, especially when the enhancement layer is coded with high quality.

5.3.2 Layer-Adaptive Reference Frame and Motion Reuse

Similar to the mode selection, the layer-adaptive motion search described by Fig. 5-11 is designed to
avoid evaluating four types of motion searches (MEgr, MEy, MEg:+ym, and MEg) at enhancement
layers. We check only a selected sub-set of the reference frames and make use of the bae-layer
motion information. Our scheme is composed of two sequential steps: firstly, select the reference
frame candidate indices refgr, and secondly, determine the motion vector starting point according to
the information of refgr, and refgr, (defined later).

Step 1: Selection of Reference Frame Candidate Indices refg,

For each base-layer macroblock, the exhaustive search picks up the optimal coding mode Modeg;,

together with its own set of reference frame indices, refpy. For example, assuming that Modep;,
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is Inter16x8, two 16x8 blocks in a macroblock may have different reference frame indices. One is
forwardly predicted with frame index 7y and the other is backwardly predicted with index .
Then, for each 16x8 block, its refp;, contains a single reference index (7o or r1). Moreover,
normally the encoding process only stores refpy, for inter-layer prediction. Now, our speed-up
scheme uses also the intermediate data in the encoding process although these data are not the
base-layer final selection. Thus, we have to additionally retain the reference frame indices in the
other sub-optimal inter coding modes, which may be reused by the enhancement-layer
macroblocks and are denoted as kept_refp;. For instance, the best Inter16x16 is BI prediction
with reference indices 7, and r]. Then, kept_refg; contains 7, and 7}, even if Modepy, is
Inter16x8. This is because the Inter1 6x16 may become a candidate mode at the enhancement layer.
For the convenience in notation, r{, and 7} in this example are denoted as 7o and r; in Fig.
5-11.

As discussed before, the best temporal prediction of each (sub-)macroblock at the
enhancement layer is highly correlated with that of its base-layer counterpart. This high correlation
suggests that the set of refp;, or kept_refpy is sufficient to be the enhancement-layer candidate
set. The enhancement-layer reference frame candidate set, refg, may take either refgr or
kept_refp;, depending on whether or not the evaluated enhancement-layer mode is the same as
Modepy,. That is, refg;, in Fig. 5-11(a) can be either refg;, or kept_refp;, except when an

enhancement-layer macroblock is checked with the Inter16x16 mode and the base layer is of low
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quality (i.e., @p > 30). For example, if Modepy, is the Inter1 6x8 mode, the enhancement-layer

candidate mode set is specified by Table 5-5-Table 5-7. Thus, if an enhancement-layer macroblock

is evaluated using the Inter16x8 mode, refg;, takes refp;, as its reference frame indices.

Otherwise, kept_refp;, becomes the reference frame index set, refgr,. To ensure a good interframe

prediction performance, the enhancement layer should perform the forward prediction with index

o, the backward prediction with index 7, and the BI prediction with both indices rp and r; if

refgr, contains 75 and 7.

An exception is that when the base layer is coded at low bit-rate and the base-layer

macroblock chooses the partition size of 16x16, the probability for two coding layers to select

identical temporal prediction mode can be lower than 50%. Thus, the reference frames and the

associated motion information of this BL Interl6x16 mode may not be reusable for the

enhancement-layer macroblock. In this case, the exhaustive search on the reference frames is thus

performed for the Inter16x16 prediction mode. In Fig. 5-11(a) the @p threshold (=30) is found

empirically from extensive experiments as a trade-off between the loss in coding efficiency and

the gain in complexity reduction.

Depending on the choice of reference frame indices refyy, different types of motion searches

are executed.

® If the reference frame index set refg; (refpr, or kept_refp;) equals to refpp, the

enhancement-layer motion estimation operation does MEr and MEq. Additionally, the
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inter-layer prediction performs motion estimation with the motion vector predictor derived

from the base layer (MEgr:+m and MEy) to determine the value of motion prediction flag.

Although four types of motion searches are executed in this case, the complexity of MEr

and MEo can probably be decreased without executing the BI prediction if the reference

frame index set includes only one of 7o and 7;.

® Otherwise, the enhancement-layer motion estimation operation evaluates MEr and MEg

only; that is, both MEry and MEy are skipped to reduce computation. Similarly, the

complexity of MEgr and MEg can be greatly reduced if the reference frame index set does

not contain both g and 7.

Step 2: Determination of Initial Search Point

After narrowing down the reference frame candidates, we also consider reducing the number of

search points in motion estimation. As discussed earlier, the BLSkip mode is the most probable

mode when the partition size of Modepy, is smaller than 16x16. It means that the motion vectors

selected from the base layer is reliable and reusable when the enhancement layer checks the same

mode (as in Modegy). Moreover, in our previous work [81], we found that the motion vectors of

the base layer and enhancement layers are largely correlated. We also reported that the base-layer

motion vector would provide a better prediction when the macroblock partition size is greater than

8x8. More specifically, we compare the initial search points derived by using the base-layer

motion vectors and the enhancement-layer motion vector predictor. We examine the motion vecotr
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difference between the initial search point and the final motion vector. The statistics show that the

motion vector difference using the base-layer-derived initial search point is, on average, one pixel

less than that using the enhancement-layer motion vector predictor. Thus, in Fig. 5-11(b) our

scheme suggests that the motion search starting point should be the one determined by Bthe base

layer when refgy, is equal to refpr. Otherwise, the enhancement-layer motion vector predictor

provides the motion search starting point. Consequently, except for the inter modes smaller than

8x8, the motion vectors of the other base-layer coding modes should be stored for possibly being

used as the enhancement-layer initial search points.

Table 5-8 Testing conditions

CIF CARPHONE(CP), COASTGUARD(CG), CONTAINER(CT),
MOTHERDAUGHTER(MD), SUZIE(SZ)
AKIYO(AK), BUS(BU), FOOTBALL(FB), MOBILE(MB),
Sequence 4CIF
STEFAN(SF)
HD
(720p) CITY(CT), CREW(CR), HARBOUR(HB), ICE(IC), SOCCER(SC)
P

Motion search range: £32 pixels with Y%-pel accuracy
RDO: Enabled; GOP size: 8
Entropy coding: CABAC

Number of reference frame in each reference list: 1

Encoder

Configuration

Frame encoded: 1 Intra followed by 80 Inter frames

Section 5.4 Experiments and Discussions

5.4.1 Test Conditions

For performance assessment, we have implemented our proposed algorithms in JSVM 9.11 [10] and
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have tested 15 typical video sequences in three resolutions (QCIF/CIF/4CIF formats), covering a

broad range of visual characteristics. Our proposed schemes focus on the complexity reduction at

enhancement layers. The dyadic hierarchical prediction structure is enabled for the temporal

scalability and the CGS enhancement layers are created on top of the base layer for quality scalability.

Our experiments include several combinations of coarse-grain quality values and temporal

scalabilities using the inter-layer coding structures specified in Fig. 5-7, which depicts the two-layer

and four-layer cases. The detailed encoder parameters are given in Table 5-8.

In all simulations, we follow the common practice in setting up the @)p values. According to

[91], the accumulated bit-rate of the enhancement layers and the base layer together should be within

three times of the base-layer bit-rate, so that the inter-layer prediction is effective. Also, as a rule of

thumb, a unit increase in ()p value corresponds approximately to a coding rate reduction of 12.5%

[92]. The above two rules imply that the Q)p difference between two successive coding layers

should be less than 10. In addition, the nominal Qpp value in JSVM 9.11 [10] is from 28 to 40.

Therefore, we set Ipp value to either 30 or 40 in our experiments.

5.4.2 Performance Measures

To measure the speedup performance, we define “time saving (T'S)” for the whole encoding process

and “enhancement-layer time saving (TSg)” for coding the enhancement layers only.
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Tysvmo.11 — TProposed

(1) The overall time saving TS is defined as TS = x 100%, where

Tysvmo.i1

Tysvme.11 and Tproposea denotes the encoding time of JSVM 9.11 [10] and that of our

schemes, respectively.

Tysvmo.11 — Trroposed
. roposed 100%’

(2) The enhancement-layer time saving TSg is defined as TSg = T —
where Tpp, is the base-layer encoding time.

To show the change in rate-distortion performance, we adopt the Bjontegaard metric [76] to measure
the averaged Y-PSNR [BDP (dB)] and bit-rate differences [BDR (%)] between the rate-distortion
curves produced by JSVM 9.11 [10] and by our schemes, respectively. Because the computation of
BDP and BDR requires at least four rate-distortion points on each curve, these figures are provided
only in the comparison of the four-layer case. For the two-layer case, we simply compare the
Y-PSNR [AP (dB)] and bit-rate [AR (%)] differences at enhancement layers by the following
formulae. In either case, we use AFileSize (%) to indicate the percentage of the total file size
increase.

(1) The PSNR difference is defined as AP = PSNRpyoposea — PSNRysvamo11 , where

PSNRjsvmo11 and PSNRproposed are the Y-PSNR values obtained by using JSVM 9.11 [10]

and our schemes, respectively.

BitrateProposed - BitrateJSVMQ.l 1

(2) The bit-rate increase is defined as AR = x 100%, where

Bitratejgvmo.i1

Bitratejgvag.1n and Bitratepyoposea correspond to the bit-rate of JSVM 9.11 [10] and that of

our schemes, respectively.
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5.4.3 Simulation Results

Table 5-9 to Table 5-11 present the time savings of the proposed schemes in comparison with JSVM

9.11. Listed in Table 5-9 are the improvements contributed by the mode decision (MD) and the

motion information reuse with pre-selected reference frame (MR/RF), separately. The results are

obtained by comparing the running time of the encoder with the following configurations:

MD Setting: JSVM 9.11 vs. JSVM 9.11 + MD,

MR/RF Setting: JSVM 9.11 vs. JSVM 9.11 + MR/RF.

It can be seen that enabling the MD mechanism alone can reduce the overall running time by 79%

(equivalent to a speedup of about 5x), and it gives a higher improvement (up to 90%) in coding

enhancement layers. The results are consistent regardless of the number of reference frames. By

comparison, the MR/RF offers only a moderate time saving of 25%~55% depending on the number

of reference frames in use. More reference frames lead to higher improvement. This is because

MR/RF checks at most two frames in the worse case when both forward and backward prediction

directions are active and it often needs to check only one frame.
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Table 5-9 Average time saving of MD and MR/RF

Reference Frame = 1

Reference Frame = 3

Sequences MD MR/RF MD MR/RF
TS (%) | TSg (%) | TS (%) | TSg (%) | TS (%) | TS (%) | TS (%) | TSk (%)
CP 78.7 87.0 17.1 18.9 79.0 88.9 45.9 51.6
CT 80.7 88.6 21.1 232 80.7 90.3 46.4 51.9
Sz 79.5 87.7 19.9 22.0 79.9 89.8 48.6 54.6
AK 81.1 89.0 33.1 36.3 81.0 90.5 52.3 58.5
FT 77.7 87.2 28.2 31.6 78.7 89.7 57.5 65.5
SF 79.3 87.6 243 26.9 79.7 89.9 58.3 65.6
CT 81.2 89.3 28.8 31.7 78.8 88.6 63.5 71.3
CR 80.0 88.3 31.4 34.6 71.4 80.1 63.6 71.4
SC 80.2 88.4 27.3 30.1 74.5 83.7 63.2 71.0
AVG. 79.8 88.1 25.7 28.4 78.2 87.9 55.5 62.4

(Qp07 Qth QpE27 QpEg) - (4[)’ 30~ 207 10) and (3()’ 207 107 0)
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Table 5-10 Performance comparisons with @p setting of (Qpg, Qpe1, @pr2, Qres) = (40, 30, 20, 10)

Reference Frame = 1

Reference Frame = 3

Sequences BDP BDR AFileSize BDP BDR AFileSize
TS (%) | TS (%) TS (%) | TSk (%)
(dB) (%) (%) (dB) (%) (%0)
CP -0.07 1.67 1.07 81.8 90.6 -0.09 1.94 1.25 82.5 92.9
CG -0.08 1.69 1.20 81.4 90.0 -0.08 1.64 1.15 82.4 92.8
CT -0.01 0.12 0.05 83.3 91.7 -0.01 0.11 0.05 83.6 93.6
MD -0.07 1.40 0.93 83.4 91.8 -0.07 1.50 1.10 83.7 93.7
Sz -0.08 1.89 1.23 82.5 91.2 -0.08 1.94 1.20 83.2 93.6
AK -0.02 0.61 0.33 84.1 92.3 -0.03 0.68 0.39 84.2 94.0
BU -0.08 1.43 0.85 81.2 90.3 -0.08 1.41 0.87 82.6 93.5
FT -0.12 1.92 1.34 80.6 90.5 -0.13 2.06 1.42 82.3 93.6
MB -0.05 0.83 0.62 81.9 90.2 -0.07 1.25 0.86 82.4 92.6
SF -0.04 0.75 0.44 81.8 90.4 -0.05 1.03 0.61 82.7 93.3
CT -0.01 0.36 0.19 83.3 91.7 -0.02 0.40 0.22 83.9 94.3
CR -0.02 0.50 0.14 82.2 90.7 -0.02 0.49 0.14 83.1 93.2
HB -0.01 0.27 0.15 82.3 90.7 -0.01 0.30 0.17 83.1 93.2
IC -0.03 0.95 0.33 82.7 91.0 -0.03 0.88 0.31 83.4 93.5
SC -0.03 0.81 0.39 82.5 91.0 -0.04 0.85 0.41 83.5 93.8
AVG. -0.05 1.01 0.62 82.3 90.9 -0.05 1.10 0.68 83.1 93.4
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Table 5-11 Performance comparisons with Qp setting of (Qpg, @pr1, Qre, @pes) = (30,20, 10,0)

Reference Frame = 1 Reference Frame = 3
Sequences BDP BDR AFileSize BDP BDR ATileSize
TS (%) | TSk (%) TS (%) | TS (%)
(dB) (%0) (%0) (dB) (%0) (%0)
CP -0.01 0.15 0.06 82.3 90.9 -0.01 0.19 0.06 83.3 93.6
CG -0.01 0.10 0.05 82.0 90.5 -0.01 0.06 0.02 83.3 93.7
CT 0.00 0.01 0.00 84.6 92.7 0.00 0.01 0.00 84.8 94.8
MD -0.01 0.20 0.04 84.2 92.4 -0.01 0.16 0.02 84.6 94.5
SZ -0.01 0.16 0.07 83.2 91.7 -0.01 0.14 0.06 84.0 94.4
AK -0.01 0.15 0.03 85.0 93.3 -0.01 0.16 0.04 85.2 95.2
BU -0.03 0.35 0.09 81.9 91.0 -0.03 0.41 0.09 83.4 94.5
FB -0.02 0.18 0.07 81.3 91.4 -0.01 0.16 0.05 83.1 94.7
MB -0.02 0.28 0.17 82.0 90.1 -0.04 0.43 0.20 82.9 93.0
SF -0.01 0.15 0.06 82.4 91.0 -0.02 0.24 0.08 83.5 94.0
CT -0.01 0.13 -0.01 84.3 92.7 -0.01 0.12 -0.06 84.9 95.3
CR 0.00 0.05 -0.02 83.5 92.1 0.00 0.06 -0.02 84.4 94.7
HB 0.00 0.03 -0.01 83.3 91.6 0.00 0.04 -0.01 84.2 943
IC -0.01 0.08 0.02 83.8 92.2 -0.01 0.09 0.02 84.6 94.8
SC -0.01 0.11 -0.04 83.5 92.0 -0.01 0.18 -0.02 84.4 95.0
AVG. -0.01 0.15 0.04 83.2 91.7 -0.01 0.16 0.04 84.0 94.4
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Table 5-12 Average complexity ratio of the base layer to one CGS enhancement layer

Six (Qpp,@pE) settings:
Qpp = 40 with Qpg = 30,20,10 and Qpp = 30 with Qpg = 20,10,0
Sequences Reference frame = 1 Reference frame = 3
JSVM 9.11 Proposed JSVM 9.11 Proposed
CP 1:3.12 1:0.29 1:2.66 1:0.18
CTN 1:3.38 1:0.26 1:2.81 1:0.16
Sz 1:3.19 1:0.27 1:2.67 1:0.16
AK 1:3.42 1:0.25 1:2.85 1:0.15
FB 1:2.67 1:0.24 1:2.38 1:0.14
SF 1:3.19 1:0.30 1:2.63 1:0.17
CT 1:3.76 1:0.29 1:2.68 1:0.14
CR 1:3.20 1:0.29 1:2.71 1:0.16
SC 1:3.25 1:0.28 1:2.69 1:0.15
AVG 1:3.24 1:0.27 1:2.68 1:0.16
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Fig. 5-12 Rate-distortion curves of JSVM 9.11 [10] and our approaches
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To see their combined effects, Table 5-10 and Table 5-11 provide the time savings relative to the
exhaustive search, with both MD and MR/RF enabled. The results given in these two tables
correspond to two different @Qp settings: (Qpg, Qpe1, @pe2, Qpes) = (40,30,20,10) and
(30,20, 10,0). As can be seen, when the MD is coupled with the MR/RF, an average saving of 83%
for the overall encoding time is achieved. Moreover, when considering only the enhancement layers,
where our schemes actually take effect, we can observe an up to 20x speedup (which amounts to a
maximal time saving of 95%). The improvement is achieved with a negligible change in both bit-rate
and PSNR, as confirmed by the BDP/BDR values in the tables and the rate-distortion curves in Fig.
5-12. Interestingly, the overall time saving with three reference frames differs only slightly from that
with one reference frame, even though we expect the MR/RF mechanism would benefit more on the
multiple reference frames cases. The result is attributed to the fact that the motion search operations
are significantly reduced after the MD mechanism is activated and thus percentagewise the amount
of computation further reduced by the MR/RF mechanism is relatively small. A more detailed
discussion is as follows.

Let us begin with the encoding time ratio of coding a base layer to coding an enhancement layer
in Table 5-12. We can see that the running time for coding an enhancement layer is about 3.24 times
that for coding its base layer when only one reference frame is in use. In the four-layer case (i.e., one
base layer + three enhancement layers), the enhancement-layer encoding time represents 90.7% of

the overall computation time. From Table 5-9, 79.8% of the computation can be skipped when our
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MD scheme is applied. Thus, only 90.7% — 79.8% = 10.9% are left to the next step improvement —
MR/RF in our case. A similar number (~10.7%) is obtained for the case with three reference frames.
According to Amdahl’s law and the average TSg in Table 5-9, it is not surprising to see that the
MR/RF mechanism is less influential on the overall performance improvement, no matter how many
reference frames are used.

Another interesting fact to be noted is that with our schemes the latency for coding three
enhancement layers is almost the same as that for coding one base layer with the exhaustive search.
This phenomenon does not change much with the GOP size. This is because a large portion of the
overall speedup comes from the coding of the highest two temporal layers and they constitute 75% of
the frames in a GOP. An exception is when GOP size = 2, of which the highest temporal frame
number is 1, and thus its percentage reduces to only 50%.

oN=2 | 9N-1 oN-2 | 9N-1

= — [ >

50% N =1

where the GOP size is 2.

5.4.4 Performance Comparison with State-of-the-art Fast Algorithms

In addition to the exhaustive search, we also compare our approaches with the state-of-the-art fast
algorithms, Li’s methods [80][88] and Ren’s method [89], in which only one reference frame in each
prediction direction is considered for the dyadic hierarchical temporal prediction. For a fair
comparison, the same number of reference frame (one reference frame in each reference list) is
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configured in our schemes. As shown in Table 5-13—Table 5-15, our methods can achieve a higher
time saving (7-41% more) in comparison with [80][88] and [89] and, in the meanwhile, have a lower
Y-PSNR loss and bit-rate increase. The coding loss of our scheme is slightly larger when the coding
layers have large (Jp difference. Moreover, the time saving of Ren’s method [89] has a wide range
from 28.6% to 55.6% but Li’s [80][88] and ours have more consistent time savings with a variation
of less than 10%.

In terms of the overall speedup, our schemes do not seem to have a drastic improvement over
the two previous works [80][88]. This is because the base-layer coding time is fixed in our study and
it becomes the dominant portion of the overall running time when 90% of the enhancement-layer
calculations are removed. According to Table 5-12, the enhancement-layer coding occupies 76.4% of
the entire computation in the two-layer case. This part is reduced to 76.4% — 49% = 27.4% with
Li’s methods ([80] and [88]) and 76.4% — 67% = 9.4% with ours (see Table 5-13 and Table 5-14).
Therefore, if we consider the enhancement-layer speed-up only, which is our focus; our schemes

actually have a relative improvement of %1%4% = 65.7% over the Li’s methods.
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Table 5-13 Performance comparisons with Li’s method [80]

Li’s method [80] Proposed
Sequences | (@Qpg, QpE)
AP (dB) | AR (%) | TS (%) | AP (dB) | AR (%) | TS (%)
(40,20) 0.05 0.85 47.5 -0.06 231 64.6
FOOTBALL (40,15) 0.09 1.26 48.4 -0.04 2.32 64.5
(40,10) 0.06 1.03 49.0 -0.03 2.05 64.4
(40,20) -0.11 0.21 38.7 -0.01 0.31 67.3
CITY (40,15) -0.11 0.00 39.9 0.00 0.31 67.2
(40,10) -0.09 0.13 41.2 0.00 0.49 67.0
(40,20) -0.10 0.30 42.6 0.00 0.30 66.7
HARBOUR (40,15) -0.08 0.37 40.4 0.00 0.28 66.6
(40,10) -0.06 0.29 44.1 0.00 0.13 66.5
AVG. -0.04 0.49 43.5 -0.02 0.94 66.1
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Table 5-14 Performance comparisons with Li’s methods [80] and [88]

Li’s method [80] Li’s method [88] Proposed
Sequences | (Qpg, QpE)
AP (dB) | AR (%) | TS (%) | AP (dB) | AR (%) | TS (%) | AP (dB) | AR (%) | TS (%)
BUS (40,30) 0.02 1.00 41.7 -0.13 0.42 58.2 -0.04 0.69 66.5
(30,20) 0.03 1.84 442 -0.06 1.19 56.1 -0.01 0.20 66.1
FOOTBAL (40,30) 0.15 342 46.0 0.00 1.84 59.9 -0.07 0.81 64.8
L (30,20) 0.13 3.15 49.9 -0.01 1.09 58.8 -0.01 0.28 66.1
CITY (40,30) 0.02 0.83 39.3 -0.14 -0.27 64.1 -0.01 0.25 68.3
(30,20) 0.00 0.62 40.9 -0.10 0.23 61.8 0.00 0.28 71.0
(40,30) 0.07 2.40 42.6 -0.13 0.59 62.8 -0.01 0.46 66.9
CREW
(30,20) 0.13 343 45.7 -0.05 1.22 58.2 0.00 0.19 69.3
AVG 0.07 2.09 43.8 -0.08 0.79 60.0 -0.02 0.40 67.4
Table 5-15 Performance comparisons with Ren’s method [89]
Ren’s method [89] Proposed
Sequences
BDP (dB) | BDR (%) TS (%) BDP (dB) | BDR (%) TS (%)
HALL -0.16 2.99 49.4 -0.01 0.14 70.9
FOREMAN -0.23 4.13 37.7 -0.01 0.17 68.9
MOBILE -0.18 2.55 28.6 -0.01 0.08 69.1
NEWS -0.34 3.87 55.6 -0.01 0.14 70.8
SILENT -0.23 3.00 48.9 -0.01 0.08 70.2
AVG -0.23 3.31 44.0 -0.01 0.12 70.0

Video resolution is QCIF; GOP size is 16; Qpp = 22,27,32,37 and Qpgp = 19,24,29,34
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Chapter 6 Conclusions and Future Work

In this chapter, we summarize the main idea of our proposed algorithms and review their separate
time reduction performance at a similar level of coded quality of the JSVM 9.11 [10]. Moreover, we

suggest several items for further study.

Section 6.1 Concluding Remarks

6.1.1 Fast Bi-directional Prediction Selection in H.264/AVC Temporal

Scalable Video Coding

In the Chapter 3, we propose an effective temporal prediction type selection algorithm for the dyadic
hierarchical prediction structure in H.264/SVC [2], in which the unnecessary BI calculations are
skipped for large block partitions and only one of the uni-directional temporal predictions is
calculated for small partitions. The techniques used are (1) conditional elimination of BI for large
partitions, (2) adaptive thresholds produced by the information obtained in the FW and BW
processes, and (3) adaptive selection of FW and BW for small partitions. We first perform the
uni-directional temporal predictions, FW and BW. Then, we make use of the strong correlations in
the inheritance of temporal predictions and also construct a set of adaptive thresholds. Both of them
are used to decide the execution of BI estimation. To construct a reliable threshold, we examine the

correlations of motion-rate costs and the distortions between the uni-directional predictions and the
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BI type. Also, our statistical analysis shows that BI in small partitions does not contribute much in
improving compression efficiency. These findings in the temporal enhancement layers are
intelligently used for accelerating the encoding process.

On the average, our scheme demonstrates up to 66.2% complexity reduction for the entire
encoding process with negligible changes in coding efficiency, as compared to JSVM 9.11 [10]. And,
the extra computations in the hierarchical-B prediction can be reduced by up to 94.9%. Hence, our
approach can achieve a similar coding efficiency as JSVM 9.11 [10] but with a much lower
computational complexity. Moreover, this fast algorithm reduces the complexity only in the temporal
prediction types; it does not skip any mode and this can be applied to all the enhancement coding

layers.

6.1.2 Fast Mode Decision Algorithm with Macroblock-Adaptive

Rate-Distortion Estimation for Intra-only Scalable Video Coding

In the Chapter 4, we propose a fast intra-mode decision algorithm, which consists of a layer-adaptive
intra mode selection scheme and a macroblock-adaptive rate-distortion estimation scheme. The
correlations between coding layers are intelligently explored for accelerating the encoding process.
When our scheme is compared to JSVM 8 [77], it provides up to 64% overall coding time saving and
it reduces the computational complexity up to 69% in encoding the enhancement layers. The coding
efficiency loss is negligible. The proposed algorithms are particularly useful for intra-only
H.264/SVC [2] applications that have real-time requirement.
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6.1.3 Fast Context-adaptive Mode Decision Algorithm for Scalable
Video Coding with Combined Coarse-grain Quality Scalability

(CGS) and Temporal Scalability

In the Chapter 5, we propose a layer-adaptive intra/inter mode decision algorithm and a motion
search scheme for the hierarchical-B frames in H.264/SVC [2] with combined CGS and temporal
scalability. We examine the rate-distortion performance contributed by different coding modes at
enhancement layers and the conditional probability distributions of intra/inter modes at different
temporal layers. Three types of techniques have been newly proposed or extended from the existing
proposals. The first technique is to limit the intra prediction candidate modes based on the base-layer
intra mode information. The second technique is to eliminate the infrequent inter modes based on the
inter-layer mode correlation. These two techniques are implemented by look-up tables. A fast
layer-adaptive intra/inter mode decision scheme is thus designed. Finally, the third technique is the
motion information reuse, including the reference frame in motion estimation and the motion search
modes. Using the coded previous-layer information, our approach can provide more than 50% mode
reduction with pre-selected reference frame indices, and no extra computation is needed to derive the
candidate mode set. The massively heavy computational complexity introduced at the
enhancement-layer encoding process is remarkably reduced. Compared to the exhaustive-search
mode decision algorithm in JSVM 9.11 [10], our proposed approach provides an average saving of

80% or higher in the overall encoding time and up to 95% time reduction for encoding the CGS
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enhancement layers. And the penalty on rate-distortion performance is negligible. The average
bit-rate increase is below 1% and the average Y-PSNR loss is below 0.05dB. Our scheme is up to

41% faster than the existing methods in [80][88] and [89].

Section 6.2 Future Work

Our approaches can match the common encoding setting and eliminate the huge computations in

selecting the key coding parameters (such as the temporal prediction type and the block partition

mode). However, we do not address the determinations of the subordinate coding parameters that

may further reduce the encoding time. Moreover, our proposed schemes may not perform well in
some specfic encoding scenario. Those inadequate considerations are listed as follows.

® In the encoding process, H.264/AVC [4] and H.264/SVC [2] perform macroblock-wise

Lagrangian optimization to determine the optimal coding parameters of the current block.

Firstly, the temporal prediction type of each block partition is selected by Eq. (2.19). Then,

the best partition mode and the preferable transform size (that is, ABT) are chosen

simultaneously. When choosing these two coding parameters, the selection process adopts

Eq. (2.21) to obtain the optimal parameters by competing Jﬁj‘l and J5°% where J /]\V/lXN

denotes the rate-distortion cost applying the transform size of N x /N. Hence, determining

these two coding parameters needs to (1) calculate the N X N transform coding,

quantization, and the entropy coding to get the actual bits, and (2) perform the

reconstruction process so that the distortion (SSD) can be computed. If we can make
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decision on the transform size in advance, the computations of Jy,“" is reduced by half.

Although our algorithms are specifically designed for the combined CGS and dyadic
temporal scalability, they can also be used for the spatial and the non-dyadic temporal
scalability. However, these tools must be adjusted properly to fit into the special scalability
structure. For instance, two important issues need to be addressed for the spatial scalability:
(1) the change in statistical data collection due to the multiple-to-one macroblock mapping
from a spatial enhancement layer to its base layer and (2) the aliasing effect due to the
interpolation of residual and motion signals. The former may decrease the dependency of
the enhancement-layer coding mode/type on its base-layer counterpart, and the latter may
affect the probability of the base-layer motion parameters. In general, the extension of our
schemes to the non-dyadic temporal scalability is straightforward. It is expected that the
statistics in the non-dyadic case are similar to those in the dyadic one. In practice, the

non-dyadic temporal scalability is seldom used.
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Appendix
Distribution of the Approximated Distortion Dai

In Subsection 3.2.3.3, we have derived the upper bound of INJBI, as shown in Eq. (A.1).

~ 1
B = F@9) = 3 3 o = oty = i)
r=0 y=0 e
M—1N-1 (A.1)
1
=3 lerw (2, y) + ew (2, y)|
=0 y=0

In addition, we further study its probability distribution in this appendix.

First, we try to find out the distribution of the prediction error ez. The probability distribution

of the transform coefficients in the image and/or video coding system have been investigated in the

literature [93]-[99]. The earlier studies [93]-[96] found that the transform coefficients of images or

video prediction residuals have Laplacian distribution as identified by the goodness-of-fit tests. Later,

Lam and Goodman [97] analytically derived this model. A few other research reports [98][99] used

more complex probability density functions, such the generalized Gaussian distribution and the

mixture of several probability density functions, to improve the modeling accuracy, but these

complicated distributions are not widely used in practice because they are difficult for mathematical

analysis. Generally, the Laplacian distribution is the most popular one for practical use.

Ideally the FW and BW operations can find the shifted version of the current block if there are

no quantization error and noise in the reference frames. As a result, most correlations between frames

can be removed by the inter prediction, except for the prediction error term, composed of the
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quantization error and noise. Typically, the prediction error ez from FW and BW is nearly Laplacian
distributed, as reported in [100]. Hence, we assume that the epw’s inside a block have the i.i.d.
Laplacian distribution, and so do the epw’s. Also, we assume the data in one block have the same
statistical parameters such as mean and variance.

Next, for a specific location (x,y), we like to show that the epw(x,y) and epw(x,y) pair is
jointly Laplacian. Note that although two random variables X and ) are marginally Laplacian
distributed, it does not imply the (X,)) pair is jointly Laplacian. We adopt two popular
goodness-of-fit tests to examine the distribution of (erw, egw). They are the Kolmogorov-Smirnov
test (KS-test) and the Pearson’s y*-test.

Kolmogorov-Smirnov (KS) test: The one-sample KS-test is a non-parametric test, which

compares the empirical cumulative probability function (ECDF) with the given model CDF. The

KS statistic C defined in [101] and by Eq. (A.2) quantifies a distance between the ECDF of the

data sample and the candidate CDF.

K = max modelod<x) - ECDF(X)| (A2)
Moreover, the KS statistic X ranges from 0 to 1.

Chi-square test: The x>-test divides the data range into X mutually exclusive and exhaustive

intervals (events), denoted by A; ~ Ag. The y*-test statistic is defined as [102]

K
= Z —mp) (A.3)

where m is the total number of data samples (in a block), O; is the observed frequency
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(number of samples) of the event A;, and mp; is the expected value of the event 4; (p; is the

model probability of event .A4;). Essentially, the x*-test statistic shows the difference between

the empirical frequencies and the model-derived mean values.

These two tests measure the similarity between the collected observations and a chosen model
distribution. We pick up the following two bivariate distributions to match our collected data.

Bivariate Gaussian distribution: The commonly used bivariate Gaussian distribution is

defined as

1 1
G = e (~gbx-wsox-w) (A4)

where two random variables X and ) form the vector x, g is the expected value of x, the

2
. . g T xO ” .
covariance matrix X = { X P XQ 2 }, and p is the correlation between X and V.
POxOTy Oy

Bivariate Laplacian distribution: The bivariate Laplacian distribution has heavier tails than

the bivariate Gaussian distribution and its PDF is defined by [103]

L(x.pE) - #A (VoW S ) (A5)
where Ky(:) is the modified Bessel function of the second kind.
In the data fitting process, we need to decide two parameters g and ¥ by adopting the approach of
method of moments [104][105]. Again, the distribution parameters of each block are calculated
individually because they may vary from block to block. After the parameters of these two bivariate

PDF are determined, we evaluate how well they match the empirical data of pair (erpw, epw).
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Table A-1. The average Kolmogorov-Smirnov test-statistic values for temporal enhancement layer

Test Kri6x16 Kg16x16 Krgxs Kg sxs
Sequence o T Ty T Ty T Ty T Ty

FOOTBALL .083 | .074 | .098 | .093 | .075 | .070 | .096 | .091
FOREMAN | 40 | .080 | .073 | .116 | .108 | .075 | .074 | .114 | .110
MOBILE 081 | .072 | .127 | .109 | .077 | .071 | .124 | .111
FOOTBALL .081 | .073 | .095 | .095 | .070 | .065 | .096 | .091
FOREMAN | 30 | .075 | .065 | .108 | .092 | .068 | .062 | .104 | .089
MOBILE .080 | .069 | .136 | .116 | .075 | .067 | .131 | .115

AVG 0.076 0.108 0.071 0.106

Table A-2. The average X* test-statistic value for temporal enhancement layer

Test Qr.16x16 96.16x16 Qr8x8 Qg sxs
Sequence o T Ty 7 Ty T Ty i3] Ty
FOOTBALL 33.1 | 23.8 | 455 | 399 | 25.8 | 209 | 425 | 37.2
FOREMAN | 40 | 29.1 | 22.7 | 65.6 | 53.7 | 249 | 23.1 | 61.6 | 56.3

MOBILE 304 | 21.2 | 93.3 | 67.0 | 26.4 | 20.9 | 879 | 68.2
FOOTBALL 31.5 | 23.1 | 43.6 | 45.1 | 22.1 | 17.2 | 424 | 38.8
FOREMAN | 30 | 26.8 | 18.1 | 60.8 | 40.3 | 204 | 16.1 | 54.1 | 36.6

MOBILE 30.7 | 20.8 | 105.7 | 75.8 | 25.7 | 19.2 | 97.7 | 72.7

AVG 25.9 61.4 21.9 58.0
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We examine these two goodness-of-fit tests in two distinct block sizes, 16x16 and 8x8. The empirical
data are evaluated against these two selected model distributions. In Table A-1, the reference model
L is better than the other model G in terms of the KS test-statistic value K. The K value of £
usually varies from 0.062 to 0.083, but the K value G is about 0.11 on average. The x’-test in
Table A-2 show similar results, in which averagely Q. is much smaller than Qg. We thus conclude
that the collected data (epw, epw) are closer to the bivariate Laplacian distribution. Furthermore,
Fig. A-1 shows the X test-statistic value of each hierarchical-B frame. The Q. value typically
ranges from 20 to 40, while the Qg value is often more than 40. For the MOBILE, it can be up to
100. Moreover, small partitions usually match the mode distributions better. The test metrics in the
small 8x8 partition are slightly smaller than that in the large 16x16 block size.

After we use the jointly Laplacian distribution to model (epw,epw) is, we can derive the

o 1 " M-1 xN-1
distribution of 5> . >~ g

lepw (2, ¥) + esw (2, y)|; namely, the distribution of Dpy. According
to the property of Laplacian distribution [103], a linecar combination aX’ + b)Y is one-dimensional
Laplacian distribution, if & and ) are jointly Laplacian. Hence, the term

erw 1w (2, y) 2 epw(z, ) + epw(z, y) (A.6)
is also Laplacian distributed. Moreover, from the probability theory, the absolute value of a Laplacian

distribution is exponentially distributed and the sum of i.i.d. exponential distributions forms a

Gamma distribution, as shown below [106][107].
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Gamma

- ™~
1 M—-1N-1 1 M-1N-1
52D lerwlz,y) + enwla.y)| = 5 erw+nw (2, Y) (A7)
2 =0 y=0 2 =0 y=0 -
=0 y= jointly Lapla(nan r=0 = Laplac1an

~————
Exponential

Hence, Dg; should have a Gamma distribution ['(k,#), where k = MN is the shape parameter

and 6 is the scale parameter.
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