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Abstract

BICM (bit-interelaved coded modulation)-coded cooperative relaying network is one of
the key technologies for the next-generation wireless communication systems. It inherits the
bandwidth and power efficiency from BICM and also benefits from cooperative transmission for
gaining space diversity yet without using multiple physical antennas. This dissertation investi-
gates such a system from the aspects of performance analysis and power allocation.

The performance analysis of BICM-coded cooperative relaying network has not yet been
fully explored, especially for selection decode-and-forward (S-DF) which has been regarded as a
promising scheme that provides better performance over fixed DF with practical complexities. In
fact, existing works are limited to un-coded S-DF with a symbol-by-symbol forwarding strategy,
in which each symbol is detected separately, and only the correct symbols are forwarded. Unfor-
tunately, this strategy may not be applicable to nowadays real systems due to the limitation of
cyclic redundancy check and the requirement of additional signaling overhead. This dissertation
is the first work that considers BICM-coded cooperative relaying network with a pack-
et-by-packet forwarding strategy. In addition, two types of S-DF modes are investigated:
S-DF/RT and S-DF/Idle, depending on whether or not the source re-transmits the packet again



when the relay fails to decode. The analysis of bit-error-rate (BER) at the destination and deriva-
tion of the diversity orders of the network are proposed for both fast-fading and block-fading
Nakagami-m channels. Simulation results are given to show the effectiveness of our analyses in
different modulations, number of relays and channel conditions.

This dissertation also provides a comprehensive investigation on transmit power allocation
including 4 relaying modes, namely, amplify-and-forward (AF), S-DF/ldle, S-DF/RT and
S-DF/AF in which the relay uses AF upon decoding failure. Based on perfect channel state in-
formation, the target is to allocate power to minimize the BER at the destination. To avoid the
cumbersome (if not impossible) evaluation of the exact BER and an inefficient exhaustive search
of the optimal power, this dissertation provides, for individual modes, a simplified cost function
which can be optimized efficiently through existing algorithms. For AF, it is shown that the ap-
proximate BER monotonically decreases with the equivalent channel, which is then adopted as
the cost function for optimization. For S-DF, two power allocation methods are proposed. The
first, called PA-ABER, employs an approximate BER as a cost function, which is then proved to
be convex for each relaying mode and then optimized through the gradient method. To further
reduce the computation complexity, the second method, called PA-MGEC, first transforms
PA-ABER to a max-min problem, and the cost function is named minimum generalized equiva-
lent channel (MGEC) which can be optimized with_existing algorithms for the 3 relaying
schemes. Furthermore, this dissertation shows that these two methods are applicable to the net-
work with decode-remap-and-forward (DRF) relays, which are allowed to choose different con-
stellation mappings from that of source so as to obtain a remapping gain. Numerical results show
that both of the proposed methods outperform the equal gain power allocation by large margins

with or without remapping.
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Chapter 1

Introduction

Today, a wide variety of wireless communication systems have been deployed around the world to
provide users with un-tethered telecommunication services. The users’ ever increasing demands on
better quality of service (QoS), higher transmission rate and lower cost, however, still keep driving
the development of more advanced wireless communication technologies and systems. The design
of future generations of wireless communication systems is aimed to provide users with low-power
consumption, low-cost, high-quality multi-media services anytime, anywhere and at any mobility.
Unfortunately, transmissions through wireless channels suffer from various radio impairments,
including propagation loss, multi-path fading, shadowed fading and co-channel interference
[1]-[4]. Such impairments will become even severer under high-rate and/or low-power constraints
and have to be overcome before the design objective can become a reality.

To cope with multipath fading, diversity techniques are commonly considered. The idea is
to transmit copies of the signals through multiple (independent) channels, which may be created
in time, frequency, or space. Multiple-input multiple-output (MIMO) has been known as one of
the most effective techniques [3]-[10]; by using multiple antennas at both transmitter and receiver,
MIMO is able to provide not only diversity gain against multi-path fading, but also array gain
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(power gain), and/or degree-of-freedom gain over the single-input and single-output (SISO) tech-
nique. However, since multiple antennas are usually installed on the same device, MIMO is not
good at counteracting propagation loss or shadowed fading.

On the other hand, cooperative relaying [11]-[14] has emerged as a promising technique;
by allowing other nodes to cooperate with the source to transmit data to the destination, the
propagation loss and shadowed fading can be reduced, and the co-channel interference can be
removed largely. In addition, the “virtual antenna array” formed by the source and the coopera-
tive nodes can also be exploited to provide cooperative diversity to mitigate the effects of mul-
ti-path fading. Cooperative diversity has been regarded as the maost practical space diversity tech-
nique for size-limited devices in.which mounting multiple antennas is not feasible [15]-[18], and
has been adopted in today commercial standards, such as 3GPP-LTE (long term evolution) [19]

and IEEE 802:16j [20].

1.1 Cooperative Relaying

In the cooperative relaying, thanks to the broadcast nature of wireless communications, some
other nodes (called relays) are allowed to overhear the packet transmitted from the source and
help relay it to the destination to improve communication performance. Two relaying modes have
been explored extensively in the literature: one is amplify-and-forward (AF, or non-regenerative)
and the other decode-and-forward (DF, or regenerative). In the AF relaying, a relay simply for-
wards the signals received from the source to the destination without any decoding. To keep a
constant transmit power at the relays, the signals are forwarded either with variable-gain normal-
ization [16], [21]-[25] or fixed-gain normalization [26]-[28]. The AF relaying has been shown to
achieve full diversity in Rayleigh fading channels [16] and in Nakagami-m fading channels [28].
In the DF relaying, a relay decodes the packet received from the source, re-encodes and

forwards it to the destination. The relay can always forward the packet to the destination, or it
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does the forwarding only if the packet is decoded correctly. The former is called the fixed DF
(F-DF) and the latter the selection DF (S-DF) relaying. In [16], it was shown that the F-DF does
not achieve a full diversity in Rayleigh fading channels, but S-DF does. In practice, S-DF can be
implemented easily with a cyclic redundancy check (CRC) [30]. In addition, two modes of opera-
tion can be differentiated within the S-DF relaying: one is S-DF with source idle (S-DF/Idle)
[31]-[40], and the other S-DF with source retransmission (S-DF/RT) [16]. In S-DF/Idle, the
source keeps silent in the case of relay decoding failure whereas in the S-DF/RT, the source re-
transmits the packet on the relay’s behave. Recently, a hybrid relaying method involving S-DF
and AF (denoted by S-DF/AF) has been proposed in which a relay uses AF upon decoding failure
[41]-[44] otherwise S-DF is used. Generally speaking, S-DF/AF and S-DF/RT outperform
S-DF/Idle but with higher complexities on decoding and signaling.

Although DF relaying is more complex than AF due to the need of decoding and
re-encoding before forwarding, it allows the relay to use a different channel code or modulation
from source to acquire additional gains. The former is usually called coded cooperation [45][46]
and the later the decode-remap-and-forward (DRF) relaying [47]-[50]. In DRF, the basic idea is
to enlarge the minimum overall Euclidean distance seen at the destination by changing the map-
pers at relays so as to obtain a remapping gain. The concept of constellation-remapping was
originally devised in the multiple-packet transmissions such as H-ARQ (hybrid automatic repeat
request) and has been shown to offer significant gain over those without remapping for both

coded and uncoded systems [51][52].

1.2 BICM

Coded modulation has been known as a high spectrum-efficient technique for high-data-rate
transmission [53]-[58]. Trellis coded modulation (TCM) was first devised for AWGN (additive

white Gaussian noise) channels in [53], where the Euclidean distance between coded sequences
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is maximized. Its performance, however, significantly is degraded in fading channels because of
its very low diversity order. In [57], a bit-wise interleaver is employed between the channel en-
coder and modulator to allow a coded modulation system to achieve a higher diversity order
with a moderate complexity. The scheme is later known as the bit-interleaved coded modulation
(BICM), and its diversity order was proved to be the free distance of the outer code, under the
fast Rayleigh fading environment [58].

The main idea of BICM is to transmit the coded bits over independent channels for gaining
the diversity. With the use of interleaving and de-interleaving, the independent channels can be
obtained through time for high mobility users, through frequency for OFDM (orthogonal fre-
quency-division multiplexing) systems, and/or through space for multi-antenna systems. As a re-
sult, BICM has been used widely in nowadays systems [59][60].

Very recently, studies have begun to look at the BICM-coded cooperative relaying net-
works [61]-[65]. For example, bit error rate (BER) performance of a BICM-coded cooperative
network was analyzed in [61] with the F-DF relay being modeled by a post-BSC (binary sym-
metric channel). Reference [62] evaluated the achievable rates for different combinations of
modulation and number of antennas used at the source and relay nodes. Pre-coding for a
non-orthogonal AF was studied in [63] aiming to achieve maximum diversity order and high
coding gains. For the BICM-coded cooperative OFDM systems, [64] considered the relay selec-
tion and sub-carrier allocation with AF relaying in order to minimize the asymptotic worst-case,
pair-wise error probability, whereas [65] considered the issue of relay placement with DF relay-
ing.

The objective of this dissertation is to investigate the BICM-coded cooperative relaying

network in the aspects of performance analysis and power allocation.



1.3 Performance Analysis

The performance analysis of the cooperative relaying networks has been a topic of exten-
sive research, e.g., [16]-[28] for AF and [31]-[40] for S-DF. The analyses were done over the
Rayleigh fading channels from the aspects of capacity [21][31], outage probability
[16]122][23][27][32][33] and un-coded symbol-error-rate (SER) [27][34][35], respectively. Very
recently, the analysis has been extended to the Nakagami-m fading channels in [36]-[40] for the
un-coded network. The Nakagami-m channel has been considered as a generalized channel model
due to its great versatility, in the sense that it has better flexibility and accuracy in matching vari-
ous real wireless environments than Rayleigh, log-normal or Rician distributions [29]. In particu-
lar, in [36], SER was analyzed for a single-relay network under the correlated and uncorrelated
channels, and exact SER was provided in [37] for the multiple-relay networks. In [38], an as-
ymptotic SER approximation is provided, and with that a power allocation was proposed. In [39],
a close-form expression for the moment generating function of the received signal-to-noise ratio
(SNR) at the destination was derived, and it was used to evaluate the average SER, outage proba-
bility and the average channel capacity. Lastly, in [40], SER and diversity order were investigated
for the networks with inter-relay links.

For the BICM-coded cooperative relaying network, BER analyses with AF relays are pro-
vided in [66][67]. However, to the best of our knowledge, the existing works on S-DF provided
the analysis only for the un-coded systems (cf. [34]-[40]). In addition, the S-DF was based on a
symbol-by-symbol forwarding strategy, where symbols are detected separately, and only the cor-
rect symbols are forwarded to the destination. In real systems, nevertheless, a CRC can only de-
tect whether a packet is in error rather than the exact erroneous locations. Furthermore, such a
symbol-based forwarding requires additional signaling overheads to indicate the locations of the
correct symbols, and that increases the complexity very significantly. Therefore, this dissertation

considers BICM-coded cooperative relaying system with a packet-by-packet forwarding strategy



which is more practical in real systems.

1.4 Power Allocations

Transmit power allocation between source and relay nodes is a critical design issue in the
cooperative networks where sources and relays are powered by batteries. An effective power al-
location between transmit nodes could significantly lower the error rate at the destination so as to
reduce the probability of re-transmission via (H-)ARQ [68] (which requires additional pow-
er/energy and radio resources). Moreover, a good transmit power allocation method should in-
volve relay selection as well, e.g., allocate zero power to the useless relays. Recently, it has been
widely discussed in the literature. For examples, the capacity is maximized for a 3-node F-DF
relaying network in [69] based on full channel state information (CSI). The outage probability
was minimized in [70] through joint power allocation and relay positioning for multiple DF or AF
relays. Reference [71] proposed a relay selection and power allocation scheme to prolong the
lifetime of the DF cooperative network under a non-outage constraint, whereas [72] aimed to
maximize the sum-rate. Uncoded SER was analyzed and minimized via power allocation in [34]
for a 3-node DF cooperative network, while [73] dealt with BER. Joint subcarrier and power al-
location for an uncoded OFDM system with AF relays is investigated in [74].

In most of the existing works, power allocation was designed either from an infor-
mation-theoretic viewpoint [69]-[72] or to minimize un-coded SER or BER [34][73][74]. As to
the power allocation on BICM-coded cooperative systems, [64] considered the power allocation
of a BICM-OFDM system with the AF relaying. Our previous work [75] considered a 3-node
network with an S-DF/Idle relay, and which is then extended in [50] to a multiple-relay network
with DRF relays. However, the power allocation is still an open question for S-DF/RT and

S-DF/AF.



1.5 Dissertation Outline and Contributions

This dissertation focuses on performance analysis and power allocation for a BICM-coded
cooperative relaying network. Since the performance analysis of AF has been discussed in
[66][67], the performance analyses in this dissertation mainly focus on S-DF. For the perfor-
mance analysis part, unlike the existing works which considered uncoded S-DF with sym-
bol-by-symbol forwarding strategy, this dissertation is the first work that studies the BICM-coded
cooperative relaying network with packet-by-packet forwarding strategy. The target is to provide
the analysis of BER performance at the destination and the diversity order of the network for both
S-DF/RT and S-DF/Idle over both fast-fading and block-fading Nakagami-m channels. For the
power allocation part, a comprehensively investigation is proposed for not only the AF, S-DF/RT,
S-DF/ldle and S-DF/AF relaying (based on a packet-by-packet forwarding) but also DRF relays.
Based on the knowledge of perfect CSl, the target is to allocate power to minimize the BER at the
destination, while taking into account the probability of decoding failure at relays. To avoid the
cumbersome (if not impossible) evaluation of the exact BER and an inefficient exhaustive search
of the optimal power, simplified cost functions which can be optimized efficiently through exist-
ing algorithms are proposed for individual modes. The objective is to determine the transmit
power allocation that minimizes the BER at the destination. Qutline and contributions of this dis-
sertation are as follows.

Chapter 2 first describes the network model and the channel statistics. The BICM modulation
at the source and the corresponding decoding at relays at the phase-1 are given. Then, the model
of signals forwarded at phase-Il are introduced for AF, S-DF/RT, S-DF/Idle and S-DF/AF, fol-
lowing by a general formulation that is used to describe the decoding at the destination and will
be further employed in the derivations of all the following chapters.

Chapter 3 investigates the BER performance and diversity order for S-DF/RT and S-DF/Idle

over fast-fading Nakagami-m channels with a packet-by-packet forwarding strategy. Given a set



of active relays, this Chapter first derives the approximation of BER at the destination by extend-
ing the expurgated bound proposed in [58]. But, unlike [58] which employed the Chernoff bound
to obtain the expurgated bound, a close-form evaluation is proposed. Such an evaluation can be
degenerated to calculate the error rate at relays so that the overall BER at the destination is ob-
tained. To find out the diversity of the network, the asymptotic upper and lower bounds are de-
rived by considering only the worst case error events between coded sequences and signal point
pairs with the shortest Euclidean distance in the constellation. By showing that both bounds
achieve the same diversity order, the diversity order of the network is obtained. Numerical results
show that our approximations are rather accurate (within a 0.4dB gap to the true BER) for differ-
ent network setups.

Chapter 4 studies the BER performance and diversity order for block-fading Nakagami-m
channels. For the BER analysis, the BER for a given active relay set can be obtained by first ob-
taining the BER in AWGN channels before averaging it over channel realizations. Unfortunately,
a direct integration may lead to a non-trivial gap to the exact performance due to the severe loss
at low SNR regions in AWGN case. As a result, the BER in AWGN is modified and the Monte
Carlo method is used for the channel averaging. The diversity of the cooperative BICM network
is also derived for both S-DF/RT and S-DF/Idle. Numerical results are given to show that our ap-
proximations are rather accurate for different network setups. An example is also provided to ver-
ify our proof of the diversity order.

Chapter 5 investigates the power allocation of the cooperative BICM relaying network. Four
relaying schemes are considered: AF, S-DF/RT, S-DF/Idle and S-DF/AF with the general formu-
lation given in Chapter 2. For AF, by simplifying the union bound, an approximate BER is de-
rived and shown to be monotonically decreasing with an equivalent channel gain so that the
power allocation method named PA-EC is proposed which takes the equivalent channel as the
cost function. For the S-DF relaying modes, two power allocation methods are proposed:

PA-ABER based on approximate BER and PA-MGEC based on minimum generalized equivalent
8



channel. In PA-ABER, the approximate BER is shown to be a convex function for S-DF/RT,
S-DF/Idle and S-DF/AF. Therefore, gradient method can be adopted to find the solution. Then
PA-MGEC transforms PA-ABER to a max-min problem, which can be optimized with even low-
er complexity. Examples are given to demonstrate how power is allocated for PA-EC and
PA-MGEC on the AF and S-DF relaying modes. Simulation results confirm that our proposed
methods have the ability to properly allocate power according to the SNR value and the channel
realizations. The proposed methods outperform the equal gain power allocation (PA-EG) with
large margins for different network setups.

Chapter 6 considers S-DRF relays which are allowed to change the mappers before forward-
ing so as to obtain an addition remapping.gain. The proposed methods, PA-ABER and PA-MGEC,
in Chapter 5 are extended in this chapter for the remapping case. Examples are provided to
demonstrate how power is allocated, and numerical results confirm that the proposed method
outperform PA-EG with large margins for different network setups.

Finally, Chapter 7 concludes the dissertation and discusses some possible extensions and fu-

ture research topics.



Chapter 2

System Model

2.1 Network Model

This dissertation considers a cooperative relaying network as shown in Fig. 2.1 with one
source, R relays and one destination, which are indexed by O, 1,---,R, and R+1, respectively.
Each node is equipped with one antenna. Relays operate in the half-duplexing manner implying
that they cannot transmit and receive simultaneously. Transmission of a packet is divided into two
phases; at phase-I, the source broadcasts a packet to relays and the destination. In cases of the
relaying mode used, at phase-I1, either relays or the source forward(s) the received packet over
orthogonal channels to the destination. In the following, the orthogonal channel allotted to relay

j for transmission at phase-11 will be called orthogonal-channel j (OC- j).
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Destination
R+1

Source

\

Fig. 2.1 A cooperative relaying network with one source, one destination and R relays

A frequency-nonselective fading channel is investigated. Define h, ; (k) 1=12,--,R+1,
the channel gain between the source and node j at the k -th channel use, h, ., (k)
i=12,---,R the channel gain between relay j and the destination (through orthogonal-channel
j),and h(()v‘gﬂ(k), J=12,:--,R the channel gain between the source and destination at phase-II
that uses orthogonal-channel  j. for retransmission. The channels are assumed to be mutually
independent. When block-fading environments are considered, the channel gain of the same link
is assumed constant during the transmission of a packet and changes from packet to packet. For
fast-fading environments, under the assumption of a symbol interleaver with a depth larger than
the channel coherent time, the channel gains of the same link are independent and identically

distributed (i.i.d.) over different time index k.

The general Nakagami-m fading model is adopted, with the probability density function

(PDF) [29]

2 mh2mfl hZ
p(h) :%Wexr{_%j (2.1)
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for the channel gain h, where m is the shaping factor (assumed to be an integer), Q is the
average power, and F() is the Gamma function [76]. Perfect receiver CSI (CSI-R) is assumed

available at all receiving nodes.

2.2 Bit-interleaved Coded Modulation (BICM)

BICM is employed at all nodes. At the source, an information bit sequence b of length K
is encoded into a coded sequence ¢ of length ‘N, as shown in Fig. 2.2(a). After interleaving,

the resulting sequence v is partitioned successively into groups of | bits, called the labels. The
k -th label in v, denoted by v(k), is then mapped to a complex symbols x(k) for

transmission, according to a signal-mapper x and a signal constellation y. At phase-l, the

received signals at relays and the destination at time Kk are given by

Yo,; (K (K)Px(K)+ay;(k), §=12-R+1, (2.2)
where P, is the source transmit power, and @, (k) is the AWGN (additive white Gaussian

noise) at node j. All noises are modeled as i.i.d. zero-mean, circularly-symmetric complex

Gaussian random variables with the variance N,/2 per dimension.
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(©)

Fig. 2.2 Block diagrams of (a) the transmitter at source, (b) receivers at relay j and (c) receiver

at destination

When AF relaying is considered, the received packet will be forwarded without decoding.

For the S-DF relayings (S-DF/RT, S-DF/Idle, S-DF/AF), the packet is first decoded before for-

warding. Specifically, upon receiving y, (k). relay jcalculates the simplified log-likelihood

ratio (LLR) for the i-th bit of the k -th symbol, according to

(2.3)

XE 1o NO Xe)ﬁi NO
where y, is the subset of signal points in  y with the binary value b at the i-th position of

the label. The LLRs of coded sequence are then de-interleaved and decoded, as shown in Fig.
2.2(b). The Max-log MAP (maximum a posteriori probability) decoder [77] is employed at all

receiving nodes.
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2.3 Signals in Phase-11 for different Relaying Schemes

2.3.1 Amplify-and-Forward (AF)

In the AF relaying, each relay forwards the received packet through the orthogonal-channel
with a power normalization so as to keep a constant transmit power. In this case, the received

signals at destination at phase-1l are

P

Voo (K)=h (K i Vo (K) ¥ @mn(K), J=12,--R, 2.4)
B = el

where P, is the transmit power over.orthogonal-channel j, and ;. (k) is the correspond-

ing AWGN at destination. In (2.4), the variable-gain normalization is adopted. The received sig-
nals at phase-1 and phase-1l are combined and decoded jointly at the destination, which will be

described in Section 2.4.

2.3.2 S-DF with Source Re-transmission
(S-DF/RT)

In S-DF/RT, relay j forwards the received packet to the destination if b is decoded

correctly. Otherwise, it notifies the source to re-transmit the packet though OC- j. Define
(Of {1 R} as the set of relays which have decoded successfully at phase-I. Then, at phase-II,

the signals received at destination are expressed by

yj,R+l J R+1 \/_X +a)] R+1 , 1€0, (2.5)

and

= (k) \Px(k) , 20, (2.6)

Euv
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where @}!), (k) is the corresponding AWGN at OC- j . Note that, in S-DF/RT, an ACK or NCK

fromrelay | is required for the source before the beginning of Phase-11 so as to know whether it

should re-transmit the packet through OC- j or not.

2.3.3 S-DF with Source Idle (S-DF/Idle)

In S-DF/Idle, the source keeps silent at phase-11. Nothing is going to be sent in OC- j at
phase-Il, if relay | fails to decode. Thus, only the signals in (2.5) are received at the destination.

Note that, for S-DF/Idle, the relays do not have to send ACK or NCK back to source, and neither

to the destination. The destination 1s supposed to know whether signals are transmitted on OC- j

through power detection.

2.3.4 Hybrid S-DF/AF (S-DF/AF)

In S-DF/AF, relay | forwards the received packet to the destination if b is decoded
correctly. Otherwise, it amplifies the packet and forwards it though OC- j. Thus, at phase-II, the

signals received at destination are expressed by

Yira(K)=hie o (K)\PX(K) + @ 0u (k) j€©, (2.7)
and
P
yj,R+1(k):hj,R+l(k) J 2 yO,j(k)+wj,R+1(k)’ j¢®- (2-8)
\/ Py o (K)| +Ng

Note that additional signaling is required for the decoding at the destination (in Section 2.4) to

know whether the forwarding on OC- j is by DF or AF.
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2.4 General Form and Decoding at Destination

For simplicity and convenience, we re-arrange the received signals of the above 4 relayings

at phase-I1 into a general form, which is

yj,R+1 jR+l \j_x +a)JR+1 , 1=12,--+R. (2.9)
In AF,
yj,R+1(k)=yj,R+1(k)’
- P
R ey (K) =g (k)N (K 0 ) (2.10)
O D e
P
& iKY =h .. (K j @ (K)+o .., (k
0920, >Jpo|hoj(k)r+N0 ()4, (K)
with
h (k)|2P
var[ @, (K) | =| =—2=———+1|N,. (2.11)
Po‘m’j(k)| +N,

Define ®=@U{0} as the set of all active nodes, including the source. In S-DF/RT, terms in

(2.9) are replaced by
" Y ra(K), if je®
Vira(k)= L
y0R+l(k)’ if j¢®
: LK), if je®
h; e (K) = M) | J_ ~ (2.12)
hha(k), ifjed
k), if je®
a~)j’R+l(k) JR+1( ) - J ~
0)0R+1(k)’ if j¢®
In S-DF/Idle,
yj,RH(k) Yi, R+1(k) for jE(:),
N (K)=h e (K), for je®, (2.13)
(Z)J,Rﬂ(k):a)j,ml(k)’ for j 0.
And in S-DF/AF,
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yj,R+1(k) = yj,R+l(k)’

e (K), if je®
hira (k)= hi raa (K)hy 5 (K) i > L ifje®’ (2.14)
Po‘hoyj(k)‘ +N,
o, 0 (K), if je®
@ o (K)= P .
e (K) h e (K) L @ (K)+ @, (K), if j2O
Po‘hoyj(k)‘ +N,

With the general form in (2.9)-(2.14), the LLR for the i-th bit of the k -th symbol at the

destination is evaluated by

B 2 2 = 2
min S rat (K) =Ny (K) ij‘ — |y1 ra (k)= rua(k) JX| (2.15)
XEZ[i) j=0 Néj) Xel’li j=0 NN(()J) ’ .
where
2
h .. (k) P
I WS )2| ~+1|N,, for OC-j with AF
No™ =11 RyJhe; (k)| + N, : (2.16)

N, otherwise
Note that for S-DF/Idle, the summation in.(2.15) only takes the terms with j€®. The LLRs of

the coded sequence are then de-interleaved and passed to the decoder, as shown in Fig. 2.2(c).
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Chapter 3

Performance and Diversity Anal-

ysis in-Fast-fading Channels

In this chapter, the BER performance at the destination and the diversity order of the
BICM-coded cooperative network in fast-fading Nakagami-m channels for both S-DF/RT and
S-DF/Idle schemes are discussed. For fast-fading environments, we assume a symbol interleaver
with a depth larger than the channel coherent time such that the channel gains of the same link are
independent and identically distributed (i.i.d.) over different time index k. In what follows, the

BER analyses are presented first, followed by the diversity analyses.

3.1 BER Analysis

This section provides the analyses of BER at destination for the BICM-coded cooperative
network with packet-by-packet forwarding strategy. The analysis of S-DF/RT is provided first,

and that of S-DF/Idle is given by indicating the differences.
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3.1.1 S-DF/RT
Let pgr.. denote the BER at the destination with the S-DF/RT relaying. Since pyg.;

depends on @, the decoding results at relays, it can be represented as

pl?;ﬂl = z pls-llr—ﬁl (®) Pr [®]

Oc(L,2, R}

= 2 pr,TR+l(®)H(1_pf,i)prJ1

oc{l2,+R} je® jz®

(3.1)

RT

where pjr, (@) is the BER at destination given the active set @, and p,; is the pack-

et-error-rate (PER) at relay j. Both p§;+1(®) and p,; have experienced sufficient amount

of channel realizations. It is worthy to.remind that the BER in (3.1) is evaluated under the pack-

et-by-packet based forwarding, rather than the impractical symbol-by-symbol based forwarding

considered in [34]-[40]. In the following development, a close-form approximation of pﬂﬂ(@)

is derived first, followed by thatof p; ;.

Using the assumptions of ideal interleaving and symmetrization in [58], BICM can be re-

garded as a linear code such that the codeword pair-wise error probability (PEP) depends only on

the Hamming distance between two coded sequences. In this case, the - p;z,;(©) can be bound-

ed by [78]

N

Pora (©)< D) W (dy) F57(dy,0), (3.2)

d=d;
where w, (d,) is the total information bits of the error events with Hamming weight d, divid-
ed by K, d, is the free distance of the code, and f~"(d,,®) is the PEP between two coded
sequences with Hamming distance d, , averaged over the channel realizations.
In [58], f""(d,,®) was evaluated through a union bound fg' (d,,®) for a single-link

Rayleigh fading channels. In this dissertation, where the parallel Nakagami-m fading channels are
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considered, the union bound is extended as

ar 1 oo 1 G R ds
fio (dh’®) H 1o bZ:(; Z Z_HCDAJ-(x(k)z(k))(s) ! (3.3)

272'] So~le gy |2I i=1 x(K)ex z2(k)eyy =0 Y :

where j:x/—_l, and @A,(X(k)’z(k))(s) is the moment generating function (MGF) of the metric

difference

A, (x(K), 2(K))
=E; 0 [100 P(, 00 () 1x(K)h, i (k) =log P (¥, (k) 2 (). s (K)) ] (3.4)

P
=B {eXp{(‘HS )N(J) e (k)‘z(k)rﬂ

Note that, in (3.4), N =N, for S-DF/RT and S-DF/ldle.

Unfortunately, as was discussed in [58], fuﬁT(dh,G)) is very loose at low-to-moderate

SNRs due to that too many irrelevant z's are included in (3.3). To obtain a tighter bound, the

expurgation propaosed in [58] is proposed to provide a more accurate approximation, i.e.,

ds

£ (dy ©) = °”°°H =3y > T, , (35)

27[] So—J® —1b0X EZ ]0 S
where all irrelevant z(k)'s in_ g are dropped, except 2(k) which is the unique nearest

neighbor of x(k) in .z . In[58]; the Chernoff bound was introduced in the evaluation of (3.5),

which still introduces extra looseness on the bounds. Here, (3.5) is evaluated exactly through
direct saddle point integration [79].

Firstly, we introduce Lemma-1 whose proof is given in Appendix A.
Lemma-1: Let h be a Nakagami-m random variable with shaping factor m and average power

Q, then

E, [exp[(—s+sz)ah2ﬂ=[1—(—s+sz)%aj_m, (3.6)

providing that
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1 }£+l<s<1+ ;£+l (3.7)
2 \Qa 4 2 \Qa 4

Applying Lemma-1, (3.4) is derived as

&, 0P XK -2 () )
_ J,R+1T
q)AJ(x(k)Z(k))(s){l_(_S_'_s ) oy N (3.8)
j,R+17 Y0
with ROC given by
m ..,N m; ..,N
1 IR0 e Re{s}<l+ IR 0 e (3.9)
2 JR+1P |X(k)—Z(k)| 4 2 JR+1P |X(k) Z(k)| 4
where
m .., ifje® . Q .., ifjcbd
inds R J = |ande@ | oasd T J ¥ (3.10)
My ris 1T 2© Qupi If] 20

Since the saddle point 0.5 always falls in the ROC [79], the integration in (3.5) can be

done along the vertical line 's=0.5+ jt for all real number t. By substituting s=0.5+ jt and

(3.8) into (3.5), one has

N d
~ 2N\"Mjra [ 1
1 &% L 118%kaP ~1 dt
fo (d,,®)= ( j P g iy (3.12)
( 47[ —» |2| sz_(;)g{:é 2 0( 4 mj,R+lN0 t2+1

4

where the time index k has been dropped because Mg, Q gy and the mapper are same for

all k. In addition, (3.11) contains only the real part because, after rationalization, the imaginary
part in the integral is an odd function of t.

Eqg. (3.11) cares about only the Euclidean distance between x and Z, but not the actual

locations of them. For the Gray mappings, some of (x,Z) pairsin (3.11) have the same squared

Euclidean distance |x—2|° and hence can be grouped together. By doing so, (3.11) is re-written

as
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=1 j=0 mj,R+1NO t?+=
4

d,
o M, R Q,::PD )
feiT(dh,®)=4i [ZCiH(1+(t2+%jL] ] dtl, (3.12)
—).

where D, =|x—2[" is a squared Euclidean distance, C, is the number of (x,2) pairs with

[x—2] =D, over I12',and M is the number of distinct D,'s. The values of M, C, and D,

are listed in Table | for QPSK, 16-QAM and 64-QAM with Gray mappings.

Table I. Valuesof N,, C, and D, for 3 square constellations with Gray mappings

QPSK | M=1 | C =1, D,=4
C,=3/4, D =4
C,=14, D,=16
C,=7/12, D=4
C,=1/4, D,=16
C,=112, D,=72
C,=112, D,=128

16-QAM | M =2

64-QAM | M =4

Now, applying the multinomial theorem, (3.12) becomes

fo (d,.©)

1

1 N 9,,.AD """ dt . (313)
Ly el fif] e{edRemn) o

Un i i=1 j=0 M; raNo +=
4

The integration in (3.13) can be evaluated with partial fraction decomposition (PFD). Re-arrange

the integration (to make the coefficient of t> be 1) yields
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A (et

M; raNo 24+ =
4

=J-:1M[ﬁ _ 1 dt

_ _ UiMj Rt 1
i<l j=0 (1+1Qj’R+1P D, QJ riPi D 2] 12 +Z

4 mj,R+lN0 mj,R+1N0

UM ru , 14
[QjRﬂPD] o (3 )
w M R m. .,N dt
= HH N UM pog
J-_OO =1 =0 mj,R+lNO +1+t2 : '[2+1
G, uP D, 4 f
j,R+1
M R 1 Bij oM R -
=HH(A1_ZJ [CTITT(A+2) (t + ) dt
i=1 j=0 i=1 j=0
rﬁj,RJrlNO -
where AJ_Q PD+Z and B, =um, .., . Using PFD yields
j,R+" i
HH(A]HZ) ¥ (t2+zj . ”’kz - — (3.15)
i=1 j=0 i=1 j=0 k=1(A‘j+t ) i +Z
where
B
k= s "Gs) 3.16
(B, —k)Lds™ ((A,J ) '6(s) =] (3.16)
E —(Z+SJG(S)S=1 (3.17)
4
and

6(s) 2T T(A, +5)° ( +%j (3.18)

i=1 j=0
providing that A ;'s are different for distinct pairs (i, ).

Using (3.15), the remaining integrals in (3.14) becomes

+E j 1 (3.19)

which can be exactly evaluated by using [76]
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®© 1 _ (Zk —3)!! T
I‘°°(a2 o) NP TPCER (3.20)

Note that k!!'=1,if k=0 or 1. So, the close form expression of (3.13) is

1 d.1 M R 1 B
rio-t 3 oot
4 iy, Ut a1V o\ 4
. (3.21)
M & (2k—3)n 22
. E.Lo—-— 7 2 2E’
(B85 e n e
Bringing (3.21) back to (3.2) yields the approximation Pz, (©) by
N
Prra (@)= D Wi (dy) £ (d,, ©). (3.22)

dp=dy
As to the PER at relay -, unfortunately, the PER analysis for a BICM system is still an

open question. Therefore, the following commonly-used approximation based on the BER is

adopted

L if p,;>1
(3.23)

1-(1-p,,)", otherwise’
where p,; is the approximate BER at relay j. Following the same steps as given in (3.2)

-(3.22), p,; isgivenby

v o i , (3.24)
M By — 32k
> E,Jk(2k ) A2 +2E
a7 (2k-2)n
~ my;N, 1 ~ =, . .
where A ;= +—, B ;=umy;,and E;;, and E’ can be obtained asin (3.16)-(3.17)
S QRO 4 ’ ’ v
with A, B, and G(s) replacedby A, B, and

=< AT -B; 1 -
Gj(s):H(A,ﬁs) (s+zj, (3.25)



respectively. Using Pz, (©) and p ;, the approximation of pJ;,; is obtained by

f’tﬁuﬁ Z I@r?;l( )H(l—lﬁf,j)Hﬁf,j (3.26)

Ocfl,2,+R} jc® jz0

Numerical results will be given in Section 3.3 to confirms the accuracy of (3.26).

3.1.2 S-DF/Idle

For S-DF/Idle, the BER analysis is similar to that of S-DF/RT, e.g., p;; is evaluated just

the same as (3.23) and (3.24). The only difference is the evaluation of pgd§+1(®) due to the fact

that some orthogonal-channels are not used at phase-Il, if the relays are inactive. Taking this into

consideration leads to
N

Porin (©) % Zwl(dh)% 2 Lﬁ[ H(AJ_)T

dp=d¢ Uy Uy =+, Uy Ul!UZ!---UM ! i=1 je®

(3.27)

(sl . e

=1 je® k=1

Following the same steps in the previous subsection with- Pz (©) replaced by p.r..(©), the

BER approximation for S-DF/Idle is obtained as

S S ()] | [FE B | oS (3.28)

Oc(1,2,+4R} jo 20

The accuracy of (3.28) will also be verified in Section 3.3.

3.2 Diversity Analysis

This section provides the analysis of the diversity order of the considered BICM-coded
cooperative network that characterizes how the average BER behaves with large SNRs in
fast-fading Nakagami-m channels. Specifically, upper and lower bounds of BER are derived first,

followed by showing that both bounds achieve the same diversity order. The diversity orders for
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the S-DF/RT and the S-DF/Idle relaying will be denoted by Div®™ and Div'®, respectively.

For derivation simplicity, we will assume P, =R =---=PF, =P.

3.2.1 S-DF/RT
At high SNRs, prt., in (3.1) is well-approximated by

pr,£+1 - z p;{,;u(@)n Pt (3.29)

0c{12,,R} jz®

which is obtained because 1- p; ; =~ 1. Inthe following, an asymptotic upper bound of pﬁgﬂ is

first provided through deriving the upper bounds of plf;ﬂ(@)) and . p; ;, then followed by those
for the lower bounds.

For pir. (@), we first-replace the PEP fR7(d,,®) in (3.2) by fg'(dy,®). To make

b,R+1

this upper bound even simpler, all error events in (3.2) are assumed to have the same worst PEP,

ie.,

N
Prra (@)= 2 wi(dy) f,57(d;,0)
p=d

s( i w, (dh)J f' (d.©), (3.30)
dy=d
=w.- 5" (d,,0)
where v‘v:z:h:df w, (d,). Eq."(3.30) helps us to focus on the worst-case PEP fu';fT(df,(a),
which was defined in (3.3) with d, replaced by d,.
However, the union bound ;' (df ,@) is still too complicate to see how it decreases with
the SNR. Thus, a further simplification is made by assuming that all (x,z) pairs have the short-

est square Euclidean distance D, ,e.g., D, foreach Gray-mapped constellation in Table I, or
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D = min |x—z|2 (3.31)

z i=1,---1, b=0,1, Xe;(k'], Ze;(l';
for arbitrary constellation with arbitrary mapping. This leads to a looser but simpler upper bound,
ie.,

fR7 (df ,0)

So+joo 1 - R ds
il ® =
272.1 So—joo H|:|2| Z;X(; g Z(é){é 1]?!: Aj(x(k) z(k))( )} s
—df o+ oo o R ds (3.32)
@ = 1
< il L2t ©)5
_f L R 1 PD diMj Ry dS
1+ 2 += 2
J.mlJ_!( ( M; .1 No ] t2+1

where 7 =2"" which is the number of erroneous z'sin ;(r'; for a single x. Note that the third
row of (3.32). is obtained by assuming that all (x,z) pairs have the shortest square Euclidean

distance D, . The 4-th rowis obtained by using (3.8) and the saddle point s =0.5+ jt.

To further evaluate (3.32), the following lemma is introduced with ‘its proof provided in

Appendix B.

Lemma-2: Given positive number {aj}F_2

and {bj}i_q , we have

e > 4 ol dt (ZJ 0" ) 22 = ‘ZR:bJ
I 1+a. e S s " o 3.33
2n QLS =

4

Using Lemma-2 in (3.32) and bringing the result back to (3.30) yields

P

mi'—R+l demjﬂﬂ (de Z?:Omj’Rﬂ _1)” 22df2?omj,R+1_1£ N d ZJ MR
§ (dez?zomjvm)u -

SHOE —7de[ e

j,R+1

where &, contains all terms that are independentto P/N, .
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For the upper bound of PER  p; ;, similar (but not exact) to the assumptions used in (3.30),

assume that all the 2 —1 erroneous coded sequences have the same worst PEP so that P, IS

upper bounded by

pmggPr[b—)B] 035)

<(2%-1)- f,,(5.dy)

where fub(j,df) Is the corresponding upper-bound of the average PEP of Hamming distance

d, atrelay j,which is further upper bounded by (similar to (3.32))

_d —d¢mp ;
_ i e O RA DY dt
f A ) <— 1+ t°+=— | ————= . 3.36
ub(] f) 472_ J._w( [ 4j mOVjNO 1 ( )

-

Then, using Lemma-2 again;-p; ; can be upper bounded by

o ™ S
ol 1) G

0. "%

(3.37)

By bringing (3.34) and (3.37) together into (3.29), an upper bound of pb rip IS Obtained as

s f(ziomj,mﬁ'zje@m&j)
pb Rl > pb R+1T Z (a(aHIB J( j : (3.38)

Oc{l,2,:R} j«o

At extremely high SNRs, e.g., P/N, =0, the summation in (3.38) will be dominated by the

terms with the smallest exponents. Therefore, the diversity order [10] of Py g, iS

R
—RT
Div = @Cr{mn R {z j,R+1 + Z mO,J}

=0 je®

= df [mo,rm +me {mo,j + My g mj,R+1}]
=1

(3.39)

The lower bound of py;., can be obtained similarly to the upper bound with some modi-
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fications. First, p;g..(®) is lower bounded by

p§;+l(®)zwl (df) fe (df’®) (3.40)
> £%7(d,,0) |
in which only one events with Hamming weight d, is involved. The second row in (3.40) is

obtained by assuming that the worst error event results in only one bit difference to b. Moreover,

the PEP X (df ,@) can be lower bounded by leaving only one (x,z) pairwith D, ,i.e.,

~ diMjra
e So+ joo N Qj R+1P1D;( E
f(df,®)>—2ﬁj e H( —(-s+s )—mJ N ) - (3.41)

where Z:J/Z"l.AppIying Lemma-2, (3.40) becomes

= dfmj.R+1( R = ) ER:~
R 2d . “I 4 _l !! R = . df mJ‘R+1
2 }_/ I I ( j, R+1D J fZJ:O IR+1 22df E j=oMi R+1 1[ N j =0

m, (20 25 oM e 1 P

J,R+1

N0 dfj:zomj,R+1
== Q@ . F

where «a, contains all the terms independent to P/N,. Now, it is straightforward to show that

(3.42)

p; ; Is lower bounded by

N0 dimg

where f

p; contains all the terms independent to P/N, . Using (3.42) and (3.43), an asymptotic

lower bound of pgg,, is,

(3.44)

RT S nRT 4 f(zi=°m"“+zie®m°*i)
Porit 2 Porua = Z a Hﬂ

0c{1,2,-R} je®

Denote the diversity order of p, ., by Div"" . Similarly, at extremely high SNRs, the summa-

tion is dominated by the terms with the smallest exponent. It turns out that Div"" =Div . Since
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PRl > Pl > pft, at all ranges of SNR, this implies Div" < Div®" < Div™ . Therefore, it is

concluded that Div' =DivR"=Div"", as provided in (3.39).

The result in (3.39) can be interpreted as follows. The total diversity order is the sum of
diversity order contributed from the parallel transmission paths, including the direct

source-destination and relaying paths. For the direct path, the diversity order is given by

d; -myg,., Where d; accounts for the contribution from the channel codes under the assumption
of independent fading on the coded bits, and m, .., the contribution from the Nakagami-m fad-
ing channel with shaping factor of m, ... For the relaying path through relay j, the diversity

order is given'by d, 'min{moyj = — mj’Rﬂ}, where mg; +m, ., accounts for the diversity or-

der contributed from the source-to-relay channel plus that from retransmission through direct path,

and m, .., -accounts for the diversity order contributed from the relay-to-destination channel.

3.2.2 S-DF/ldle

For S-DF/Idle, the only difference on diversity analysis from that of the S-DF/RT relaying

is on the evaluation of the upper and lower bounds of péf’}f+1(®), e.g., the upper bound becomes

e X hromow oy % -~ U 2 M
pé‘?‘}fﬂ(@)é\ﬁ?dfn[ mJYR_*_l ] ( fZ]e(a J,R+1 ) 22dfzjeé iR+ 1(%) ’(345)
j<® ij+lDZ (de Zjeémj,R+l)!! P
and the lower bound
dimj pig _ t 2 i 6MiR
ptl)(yj,lirl (®) > ydf H[ M ra J (de Zje(:)mj,Rﬂ 1)' ! 22df Zjeémj,mrl (&jd ZJe® . (3.46)
T e\ 54D, (dezjeémj,RH)!! P

Note that the channels of inactive relays now have no contributions in (3.45) and (3.46). Fol-

lowing similar steps in the previous subsection, the diversity order for py,, is obtained as
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R
Div'® =d, [mw +Y min{m, ,, mj,Rﬂ}J. (3.47)

j=1
Note that Div'™ can also be obtained by replacing My +Myg,, With my; in (3.39), because

the source does not transmit when the relay is inactive

3.3 Numerical Results

This section shows the numerical results for the BER approximations proposed in Section
3.1. Since Div®" and Div'®are derived theoretically, no simulation confirmation is needed for

Idle

their accuracy. Besides, in a coded system, Div®" and Div'® are often too large to be simu-

lated with computer simulations (see (3.39) and (3.47)). In all the following simulations, a

half-rate convolutional codes CC(171,133) with the generator matrix
(1+D+D*+D°+D°1+D*+D’+ D*+D°) (3.48)
is considered, the interleaver is S-random with length 1024 and depth 40, and the modulation is
Gray-mapped 16-QAM (if not specified). For simplicity, let P, =B =..-=PF, =P with
P=E,-R. -1 where E, isthe bitenergy,and R.=0.5 isthe channel code rate.
First, the proposed approximations in (3.22), (3.23), (3.24) and (3.27) are going to be

verified . For simplicity, consider a 3-node network with the setups of S-R, S-D and R-D links

shown as Network-1 in Table Il. In this case, the BER at the destination is (from (3.1))
mode mode mode
Poo = Po2 ({1})<1_ pf,l)+ Py, (Q) Pt 1 (3.49)
where modee{RT,IdIe}. The BER/PER simulation results and approximations are plotted in

Fig. 3.1. Note that when the relay decodes successfully, pg5 ({1})= p% ({1}). As can be seen in

Fig. 3.1, all the approximations provide very good predictions of the real BERS, except at very

low SNRs. Unfortunately, the PER approximation p,,, according (3.23), over-estimates p; ,,
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though p,, is very accurate in predicting p,,.

It is noteworthy to point out that pk')f’;e (@) is, in fact, the BER at Rayleigh fading channels

(m,, =1) without relay transmissions. In [58], pk')f’f(@) had been evaluated by using Chernoff

bound, which provided a close approximation at high SNRs, but a non-trivial gap is observed at

low SNRs, e.g., 1 dB gap is observed at BER of 10 for 16-QAM in Fig. 12 in [58]. On the

other hand, our proposed close-form evaluation of pg?;e (@) provides the approximation as good

as that in [58] at high SNRs, but a trivial gap (less than 0.3 dB) is observed at BER of 107, as
shown in Fig. 3.1.
The over-estimation on PER becomes negligible when the S-R link is better than the other

links. This is the typical case of relay network, e.g., when line-of-sight (LOS) is possible for S-R

links. Consider Network-2 with setups shown in Table Il with the value n=2, 4 and 8 to in-

vestigate the effect of different S-R link qualities to our approximations and plotted the results in
Fig. 3.2 and Fig. 3.3 for S-DF/Idle and S-DF/RT relaying modes, respectively. In Fig. 3.2, the ap-
proximations (App.) are with about 0.5 dB gaps to the simulation results (Sim.) for n=2 and

4 at BER of 10”°. For n=8, the approximation perfectly matches the simulation results since

E,/N, >0.5dB. This'is due to the fact that, when the S-R link.is better than other links, p,, is

Idle

low enough such that p,’; (&) p; , is relatively smaller than the pg"f({l}) and that (3.49) is

dominate by only pt'ff ({1}) , Which can be well approximated. For S-DF/RT in Fig. 3.3, 2 0.5 dB

gap is observed only for n=2, while approximations for n=4 and 8 are very close to the
simulations. The approximations for S-DF/RT become more accurate, because pg, () is

smaller than py (@) such that pf; ({1}) is more likely to dominate the error performance at

destination.

32



Table I1. Network Setups

Networks S-D link S-R link(s) R-D link(s)
Network-1 my, = Q0,2 =1 My, = Q0,1 =4 m, = Ql,z =2
Network-2 My, = Q0,2 =1 My, = Q0,1 =n m, = Ql,Z =2

My, = Q0,1 =4 m,= Ql,3 =1
Network-3 My, =0, =1
My, = Q0,2 =3 m,, = Qz,s =2
Network-4 m=2, Q=2, forall links
mo,jzl’ QO|j:10’ mj,R+1:Qj,R+1=1’
Network-5 My piy = QO,R+1 =3
j=1 2R j=12, R
10’ Cx :
: = @+ Sim., BER at D, R success [
A B —8B— App., BER at D, R success I
10" = -k ~:fxe Sim., BER at D, R fail, RT |3
e 2 —+— App., BER at D, R fail, RT [
<= Sim., BER at D, R fail, Idle |
10° —b— App., BER at D, R fail, Idle |-
= X =@+ Sim., BER at R, Idle E
Lk * —&— App., BERatR 1
10° , “fx Sim,, PER at R, Idle g
. = —&— App., PER at R H
wi Ak
; 10* :
w
[aa]
10°
10°
107
10°
5 0 15 20

Fig. 3.1. BER/PER simulation results and approximations for Network-1
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| ¥ Sim., BER at dest., n=4 X 9%
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- —P— App., BER at dest., n=8 ‘%\ = §
10”7 ' ' : . \
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EN,
Fig. 3.2. BER simulations and approximations of Network-2 with the values of n=2, 4, and 8

for S-DF/ldle

10 =
10" \
10° \ q
\ﬁ‘\— —EN
s e
O . \
10° g
o
o
10"
5: =B}k Sim., BER at dest., n=2
10 =1 —©— App., BER at dest., n=2
| =% Sim., BER at dest., n=4
10_6v —#&— App., BER at dest., n=4
= --&-- Sim., BER at dest., n=8
-1 —P— App., BER at dest., n=8
10" * ‘f ;
-4 -2 0 2 4 6 8
Eb/NO

Fig. 3.3. BER simulations and approximations of Network-2 with the values of n=2, 4,and 8

for S-DF/RT
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The approximations with different modulations (4PSK, 16-QAM and 64-QAM) are veri-
fied in Fig. 3.4 and Fig. 3.5 for S-DF/RT and S-DF/Idle relaying modes, respectively. A network
with 2 relays is considered with the setups shown as Network-3 in Table Il. As shown in both
figures, the approximations are quite close to the simulations, e.g., no larger than 0.3 dB and 0.5

dB gaps at BER of 10°° are observed for S-DF/RT and S-DF/Idle, respectively.

BER

- (LI o Trnl S|m, QPSK
. —8— App., QPSK
— W Sim., 16-QAM

\
| —— App., 16-QAM 9\ §
= .4. Sim '& ""*
q o
0

10

10

: ., 64-QAM
—| —P— App., 64-QAM

HHHW HHHH\ IEEE

el

10" : ;
-1

o

-8 -6 -4 -2

Fig. 3.4. BER simulations and approximations of Network-3 with S-DF/RT for 4PSK, 16-QAM

and 64-QAM
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10 = Sim., 64-QAM BE é -
o —p—a ) iy ) \
- pp., 64-QAM a - A\
10. r r \ "- \ L k
6 -4 -2 0 2 4 6 8
EJ/N,

Fig. 3.5. BER simulations and approximations of Network-3 with S-DF/Idle for 4PSK, 16-QAM

and 64-QAM

The results for different relay number R=1; 2, ««=-, 5 are provided in Fig. 3.6 and Fig.
3.7 . In Fig. 3.6, Network-4 with'S-DF/RT and i.1.d. channel statistics (m=2 and Q=2 forall
links in Table I1) is considered. As is seen from Fig. 3.6, the proposed approximations are very
close to the simulation results, since BER<10* forall R. In Fig. 3.7, we examine another net-
work with S-DF/Idle for Rayleigh fading channels in which the shaping factors of all links are set
to 1 (m=1), and the S-R links have better average power gain than the others, cf. Network-5 in
Table I1. As shown in Fig. 3.7, the approximations are quite accurate at BER of 10~ forall R.

Note that a larger R may lead to gaps at low SNRs because p; ;'s are large at low SNRs.
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Fig. 3.6. BER simulations and approximations of Network-4 with S-DF/RT for R=1,2,---,5

and i.i.d channel conditions (m=2and Q=2 for all links)

BER

L T T e

10

Fig. 3.7. BER simulations and approximations of Network-5 with S-DF/Idle for R=1,2,---,5
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over Rayleigh fading channels

3.4 Summary

In Chapter 3, the BER performance and diversity order of a cooperative BICM networks
are investigated for the S-DF/RT and S-DF/Idle relaying over fast-fading Nakagami-m channels.
Unlike most of the existing works, this chapter considers a packet-by-packet forwarding strategy.
For the BER analysis, the BER based on a given set of active relays is approximated based on
extending the expurgating bound proposed in [47]. But, instead of using a Chernoff bound (as in
[47]) to evaluate it, a close-form evaluation is proposed and verified to be very accurate in nu-
merical results. Based on this approximation and together with a BER-to-PER approximation,
approximate the BER at the destination can be obtained. The diversity of the cooperative BICM
network is also provided for both S-DF/RT and S-DF/Idle in fast Nakagami-m fading channels
through deriving the asymptotic upper and lower bounds of the BER at destination. Numerical
results show that, though the BER-to-PER approximation may not be accurate, it does not seri-
ously degrade our approximations, especially in some typical case where the S-R links are better

than the other links.
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Chapter 4

Performance and Diversity Anal-

ysis in-Block-fading Channels

This chapter proposes the BER analyses and the diversity derivations for BICM-coded co-
operative networks with the S-DF/RT and S-DF/Idle relaying over block-fading Nakagami-m
channels. Different from the previous chapter, in block-fading environments, the channel gains
are constant during the transmission of a packet. Thus, the time index k will be dropped for
simplicity. In what follows, the BER analyses are presented first, followed by the diversity anal-

yses.

4.1 BER Analysis

In this section, the BER at the destination for BICM-coded cooperative network with the
S-DF/RT and S-DF/Idle relaying over block-fading Nakagami-m channels is discussed. Different
from the results in fast-fading channels, an effective close-form approximation in block-fading

channels is difficult to obtain. As a result, a semi-analytic method is provided.

39



4.1.1 S-DF/RT

At the destination, the average BER is

pt?,;ﬂ = Z pﬂu((@)n(l— pf,j)H Pt - (4.1)

Oc(L,2,++R} je® jz©

Note that pyr,,(®) and p,; are now BER and PER which have been averaged over sufficient
frames (channel realizations). In the following development, ptf;ﬂ(@) is discussed first, fol-
lowed by that of p; ;.

The BER py gy (©) can be obtained by first obtain the:BER with given channel realiza-

tions, followed by averaging the result w.r.t. the realizations, e.g.,
pr,-lg+1 (®) = EERH |: pls-Fl;H (®’ F:IR+1 )] ! (42)

where p, RH(@,FIRH) Is the BER at destination with given active set ® and the channel reali-

~ R
zations h,,;= {hj’RJrl}j:O. Using the assumptions of ideal interleaving and symmetrization in [47],

the piie.:(©:fq.,) can be hounded by

N

pks-lF;Jrl(@’ﬁRH) 3 Z WI (dh) f " (dh’®'ﬁR+l)’ (43)

dp=d;
where 57 (dh,®, HRH) Is the PEP between two coded sequences with Hamming distance d,,.

Given Ry, f%(d,,®,h,,) can be evaluated through a union bound f"(d,,®,Ry,,)

by following the steps in [47] for AWGN channels, e.g.,

dh
ds

fUET (dh’®’ﬁR+1) 27[] .Lzo+jj: |2| ZZZ ZH(D h Rl X,z S ?’ (44)

i=1 b= OXEZ ZEZ— ] =0

where @, . (s) isthe MGF of the difference metric

h],R+l !

Aﬁ. (X1 Z) = Iog p(yj,ml | X, ﬁj,R+l)_|Og p(Yj,RH | Z, ﬁj,R+l)' (4-5)

j.RHL
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With given the channel realization ﬁj,Rﬂ, A: (x,z) is a Gaussian random variable with the

hj JR+1

MGF

O ] R+1|X Z| (46)

AHJM(X’Z)(S)zexp (=s+s )

N
Note that, for S-DF/RT and S-DF/Idle relaying modes, N\ =N, .

Unfortunately, as was discussed. in. [47], fg'(d,,®,h,,) is very loose at

low-to-moderate SNRs. As a result, the expurgation proposed in [47] is adopted to provide a more

accurate approximation, i.e.,

dp

R (A O )= 5 Jf“i’: P ZZZH‘DW (s) | % (4.7)

|1b0xelb10

o

where all irrelevant z'siin~ y- are dropped, except 2 -which is the unique nearest neighbor of
X in ;(k';

The inverse Laplace transform in (4.7) can be evaluated through the saddle point [79],
which occurs at s=0.5 because —s+52:(s—0.5)2—0.25. By substituting s=0.5+ jt into

(4.6) and (4.7) leads to

7 (0.0, = LOLZIZZZHeXp{( jthRJx_

=1 b=0 xey} j=0

7 Zﬂ il (4.8)

t°+—
Note that (4.8) contains only the real part because the imaginary part in the integral is an odd

function of t. For the Gray mappings, some of (x,Z) pairs in the summation of (4.8) have the

same squared Euclidean distance |[x—2 * and hence can be grouped together. By doing so, (4.8)

is rewritten as

dy
. 1 ¢ | M R 1) P dt
fesT (dh 0, hR+1) = Ej_w{zcinexp |:_( t? Zj J h12R+l |:|j| 1 ) (49)

i1 j=0
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where the values M, C, and D, are listed in Table | for QPSK, 16-QAM and 64-QAM with
Gray mappings.

In [47], (4.9) is evaluated numerically for AWGN channels. However, the approximation in
AWGN channels is still loose at low SNRs. In fact, it is exponentially increasing as SNR de-
creases, although the actual BER is upper bounded by 0.5. Therefore, when averaging the BER
over channel realizations (as in (4.2)), such a loss could leads to a non-trivial gap. To mitigate this
gap, some modification is required. The modification adopted is to limit the BER at AWGN

channel to no greater than 0.5, i.e.,

min{ i w, (dy) f57 (s ©, Dy ) 0.5}. (4.10)

d,=d¢

With this modification, the loose at high SNR in AWGN channels can be mitigated. However,
such a modification prohibits an analytic expression. As a result, channel averaging is carried out

by the Monte Carlo method which evaluates

Phe. (@) =E; {min{ i w, (d,) £ (dy, ©, R,y ), O-SH- (4.11)

dp=d¢

To speed up the evaluation, Eq. (4.10) can be obtained efficiently by using table look-up with

interpolation. Such a table can be pre-built to provide the mapping from the SNR to the resulting

BER at AWGN channels, e.g. from E,/N,=0 to 30 ' with grid spacing 0.01. Then, given the

channel realizations h._,, one has Z?:O HﬁiR+1/NO as the equivalent SNR in AWGN channels.

With the help of linear interpolation, the desired BER under h., can be obtained fast with
low-complexity.

To obtain an approximation for the PER at relay, i.e., p; ;, a commonly-used approxima-

tion is adopted to obtain the PER with given the channel state h, ;, i.e.,

! The maximum E,/N, =30 is enough for 16-QAM to provide BER lower than 107% in AWGN channels.
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pf,j(ho,j)zl_(l_ pb,j(ho,j))K (4.12)

with

Po, (hO,j)= min{ i W (dh) fex(j'dh’ho,j)’ 05} (4.13)

dy=d;
where fex(j,dh,hol J.) is the expurgated approximation for PEP of two coded sequences with

Hamming distance d, at relay j with the channel state h, ;. This approximation can be ob-

tained according to the results for AWGN channels in [47], or by through a look-up table as de-

scribed early.

To obtain® p, ; in block-fading channels, the last step is to average p; (hoyj) with re-
spectto hg ;. i€,

prs=E, [Pri(h;)]- (4.14)

However, a close-form expression of (4.14) is prohibited, and Monte Carlo method is used again

to numerically evaluate this expectation. Bringing (4.11) and (4.14) back to (4.1), the average

PER at destination for S-DF/RT is obtained. Numerical results will be provided in Section 4.3.

4.1.2 S-DF/Idle

Idle

Let p,gr. denote the average BER at destination for the S-DF/Idle relaying scheme,

which is
pt!(,j:;ﬂ = pk!(,j:zeﬂ (®)H(1_ Ps )H Pt s (4.15)
@g{l,Z,---,R} je® 20
where p,x..(®) is the BER at destination given the active set © . Note that p, ;'s for are the

same as those in S-DF/RT so that they can be directly obtained through (4.12)-(4.14). The only

difference is py.,(®), in which the orthogonal-channels of inactive relays are not used at
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phase-11.

Following similar steps in the previous subsection, pt')d'Reﬂ(@) can be approximated by

ptladIFee+1(®) = Eﬁm {min{ z W, (dh) fe!(dle (dh,®,ﬁR+1), 0-5}}, (4.16)

where f,*(d,,0,h;,) is

dy
e ot so+io| 1 | ol ds
fe:<d| (dh’®’hR+l) 272.] 'Lo JJOOI:IZI ZZZHCD A, Rl S :| o

i=1 b=0xey je® S

dy y
dt
C.[ Tex + h?
47r°°[z-1: g p{( j Nog " % ﬂ 2 1

3 =
4

(4.17)

where the second line is obtained similarly to.that for (4.9). Note that the product in (4.17) con-

tains only the MGFs corresponding to active relays (and source). Through either a direct numeric
integration or a table looking up, pt',d';ﬂ( ) can be obtained. Bringing (4.14) and (4.15) back to

(4.15), the average PER at destination for S-DF/Idle is obtained. Numerical results will be pro-

vided in Section 4.3.

4.2 Diversity Analysis

This subsection provides the proof of the diversity orders of the considered BICM systems
that characterizes how the average BER behaves with large SNRs. Specifically, upper and lower
bounds of BER are derived first, followed by showing that both bounds achieve the same diver-
sity order. The diversity orders for the S-DF/RT and S-DF/Idle relaying schemes will be denoted

by DivF" and Div'®, respectively. For simplicity, an equal gain power allocation among

source and all relays is assumed, i.e., P, =P, =---=P;=P.
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4.2.1 S-DF/RT

Athigh SNRs, pyg., in (4.1) is well-approximated by

pt?,;ﬂ ~ Z pr,:M(@)H Pt (4.18)

6c{L.2,-,R} je®

which is obtained because 1-p, ; =1. In the following, an asymptotic upper bound of pﬂm IS
provided by deriving the upper bounds of p; R+1( ) and Ps ;-

Similar to (3.30), py, R+l( ) IS upper-bounded by
T (©)<w- 177 (d,,0), (4.19)

where

fa (d;.0)

27 | Is0-ie

I Pd,D, -, []ds ’
:7/7[ J hR+1|:HeXp{( S+S) [\fl Zhjz'R+l:| ?
—d;

- ’
1 psorie| 8 P~ ds
<E, |== [;/Hexp{(—HsZ)N h D, } ?}

(4.20)

So— Joo

2
= Q/_J':“jj:ﬁ Eﬁ_ZR ' |:eXp |:(—5+ 52) Pdl\fl DZ ﬁjz,R+1:|:|%
0 0 R

27 ] )

—d¢ R
_7 ® N 1 Pdez R dt
Cor .[_ooH Eﬁf,m {eXp{ (t & 4) N, hje i i

i=0 | ER
4

where 7 =2'" is the number of erroneous z's in ;d; for a single x. The inequality in (4.20)

is obtained by assuming all (x,z) pairs achieve D, and the last line is obtained by bringing

the saddle point s=0.5+ jt.

According to Lemma-1, the expectation in (4.20) is evaluated as
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Pd,D Pd,D ) ™
E. {exp[—(t2+1j ! fth+1ﬂ=[1+(t2+1)'j*“—] : (4.21)
bR 4) N, 4) m;raNg

It is important to note that, in block fading channels, the SNR is multiplied by free distance d,,

while in fast-fading case, d, appears in the exponent (see Section 3.2). Now, (4.20) becomes

—d; R ~ —Mj Rt

7 e 2 1)QzaPd( D, dt . (4.22)
<— 1+ t°+ = |——=

21 IwH( ( 4j it 1

mj,R+1NO 124 =
4

Furthermore, using Lemma-2, (4.22) is approximated at high SNRs by

~ M; Ra1 i = 14 . 3 .
quT (df :@) S ﬁ( I R+1d D } (22]20 mj'R+1 1)” 22 j:omivR“_l (&JZA . (423)

M} pen (2Z?=Omj,R+l)!! P

Binging (4.23) backto (4:19), Py . (©) is upper bounded by

d D J M) Rt (ZZTZOmj,RJrl_1)!!222?0rﬁjm4[N )iz:mjm

__df j,R+1 0
SERAE = G
Mg (22 j (4.24)
_; (N_f
*4Eh

where &, containsall terms that are independentto P/N, .

The upper bound of PER "py ; is obtained similarly from. Assume that all the 2% ~1 erro-
neous coded sequences have the same worst PEP so that p, ; is upper bounded by

P <(2°-1) T (Jdy ), (4.25)

where fub(j,df) is the corresponding upper bound of the average PEP of Hamming distance

d, atrelay j,which is further upper bounded by (similar to (4.20)-(4.23))
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(3.0 )

d
1 So+joo l ! 1 P 2 dS
= E _ _ _ 2 _hz- _ s
fo. 27 | So—ioc_|2' ;;{;X%%exp{( S+S )No 0,J|X Z| H s
i B d
1 psorim| _ P " ds : (4.26)
R e A 7 eXp{(‘“SZ)N—Oh&DzH ;]

70 Pd.D
<L [ E, {exp[—(t%l) L2 h(f’jﬂ at
27 4) N, 21
4
Then, applying Lemma-1 and Lemma-2 yields the upper bound p, ; as

- {Qoyjdf DZJ T (2m, ; —1) szo,,.-l(&jm“

(2m,; )u P

(4.27)

where B, contains all terms that are independent to P/N, .
By bringing (4.24) and (4.27) into (4.18), an asymptotic upper bound of pb R, IS Obtained

as

RT =RT A Z;mj,mﬁzjwmo,j
Pori S Poris = Z a@H,B : (4.28)

0c{1,2,..R} je®

At extremely high SNRs, e.g., P/N, — o, the summation in (4.28) will be dominated by the

terms with the smallest exponents. Therefore, the diversity order [10] of Py g, iS

——RT R
Div. = min {z JR+1+Zm(“}

041,2,..R ‘
<t ¥ j=0 je®

(4.29)

R
0 R+1 +Zm {mO,j + mO,R+1’ mj,R+l}
i=

The lower bound of py;., can be obtained similarly to the upper bound with some modi-

fications. First, pyg..(®) is lower bounded by
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PR (@)= 7 (d;,0), (4.30)
in which only the error events with Hamming weight d, is involved. Moreover, The PEP

fr7 (df,G)) can be lower bounded by leaving only one (x,z) pairwith D, i.e

fRT(df,®)
_ .
1 So+jo R ~5 ds
>EhR[—2ﬂJ - _dexp{(—SJrs ) hi e IH ?] (4.31)
ywa | , 1\PdD, -, gt
£ exp{—(t +—j Zhe e | |—
wlj:[ hJRl— 4 N, j,R+1 t2+1

where y =1/2'""the second row is obtained by considering only one single (x,z) pair with

squared Euclidean distance D,,, and the other rows are obtained similar to (4.20).

Since the remaining integration in (4.31) is exactly the same with that in (4.20), we have

prT 7/ l_]R £~ j.raad } e (ZZJ =0 IR ) 22 —oMj.Ru1 1( jz e
,R+1 /7
M Rt (2 E s ,R+1) ]

NO jgomj,RJrl
= Q@ . ?

where «a, contains all the terms independent to P/N, . Now, it is straightforward to show that

. (432)

p; ; Is lower bounded by

N, )™
Ps ;2B '(F] : (4.33)

where f

p; contains all the terms independent to P/N, . Using (4.32) and (4.33), an asymptotic

lower bound of pgr,, is

ZJ oMj R ij o,
hazph Y alls( ] (43

0c{1,2,-R} jz®
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Denote the diversity order of pb Ry DY Div"" . Similarly, at extremely high SNRs, the summa-

tion is dominated by the terms with the smallest exponent. It turns out that Div®"=Div' . Since

P> PSL., S pfL., at all ranges of SNR, this implies Div' < Div~" <Div"". Therefore, it

can be concluded that Div' =Div® =Div"", as provided in (4.29). Compared with (3.39), the
diversity in fast-fading channel is just d, times of that in the block-fading channels. The reason

is rather straightforward. Since all coded bits in a packet suffer the same channel realization, the

diversity does not increase with the free distance.

4.2.2 S-DF/ldle

For S-DF/Idle relaying scheme, the BER at destination is first approximated by

ptl)d:zeu ~ Z ptl)lefu )H Pt j - (4.35)

0{1,2,-R} 120

Since the upper and lower bounds of . p;; have been provided in the previous subsection. This

subsection focuses on . p,’r.;(®).

The derivation of the upper bound of p.x.,(®) is very similar to that of p,,(®). The

only difference comes from the fact that the orthogonal-channels of inactive relays are not used

Idle

for S-DF/Idle relaying scheme. Following the same steps in (4.19)-(4.24), p, R+1( ) is upper

bounded by

1R+ld D j e (22 m] R+1 )!!zzémj,m [ Ojjz(;mjm
P

m; (2 ioMi, R+l)

Idle ——df
pb R+1
jc® j,R+1

_ No jzi(;)mj,m
= a@ . ?

where &, , which contains all terms that are independent to P/N,, is slightly different from that

, (4.36)
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in Section 3.2. Now p{%,, is upper bounded by

de _ =idle A — = |[ Ny 2 oMot L)
Poris S Py = Z a@Hﬂj ) (4.37)
Oc{lz.R}\  je®
and is lower bounded by
e < w=ldle A N, 2 oM 2o ™)
Pori1 = Poris = Z Q‘@Héj F : (4.38)
oc{r2,.R} j20

Thus, similarly to that in the previous subsection,.it is concluded that the diversity of pl',‘f';+1 is

R
Div'™ =mj o, + > min{my ;,m; . f (4.39)

j=1

4.3 Numerical Results

This section verifies the numerical results for the BER approximations in Section 4.1 and
diversity order proposed in Section 4.2. In the following simulations, a half-rate convolutional
code CC(171,133) is considered, the interleaver is S-random with length 1024 and depth 20, and
the modulation is Gray-mapped 16-QAM. For simplicity, let By =P =---=PF; =P (orthogonal
channels in the time domain) with- P=E, -R. -l where E, is the bit energy, and R. =0.5 is
the channel code rate.

We first verify the proposed approximations in- (4.11), (4.14) and

By, =En, {min{ i w, (dy,) £ (J.dy.hy ;). 0.5H. (4.40)

dy=d;

For simplicity, consider a 3-node network with the setups shown as Network-1 in Table Il. In this

case, the BER at the destination is (from (4.1))
pos* = pis* ({1) (1= pea) + PSS (D) Py 1, (4.41)

where mode e {RTIdle}. Note that when the relay decodes successfully, pf; ({1})=py5 ({1}).
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The simulation results and approximations are plotted in Fig. 4.1 for pfg({l})

pss (D) . Py (D) andinFig. 4.2 for p,, and p,,.Ascan be seen in Fig. 4.1, all approxima-

tions provide very good predictions of the real BERs. Unfortunately, in Fig. 4.2, the PER ap-

proximation p,,, according (4.12), over-estimates p,,, but p,, obtained by (4.40) is rather

accurate in predicting p,,. Thus, (4.12) is the main reason that leads to the gap on predicting

PER.
The over-estimation on PER could become negligible when the S-R link is better than the

other links. This is the typical case of relay network, e.g., when LOS is possible for S-R links.

Consider Network-2 with setups shown in Table Il with n=1, 2 and 4 to investigate the ef-
fect of different S-R link qualities to our approximations and plotted the results in Fig. 4.3 and
Fig. 4.4 for S-DF/Idle and S-DF/RT relaying MODES, respectively. In Fig. 4.3, non-trivial gaps
(about 1 dB) are observed between the approximations (App.) and the simulation results (Sim.)

for both n=1 and 2. For n=4, the approximation matches the simulation results with a

smaller gap. This is due to the fact that, when the S-R linkis better than other links, p,, islow

Idle

enough such that pyy (@) p,, is relatively smaller than the py’ ({1}) and that (4.41) is

Idle

dominate by only p., ({1}) , Which can be well approximated. For S-DF/RT in Fig. 4.4,a 0.5 dB

gap is observed only for n =1, while approximations for n=2 and 4 are very close to the sim-
ulations. The approximations for S-DF/RT become more accurate, because py; (<) is smaller

than py’s (@) such that pf ({1}) is more likely to dominate the error performance at destina-

tion.

51



- ; =@+ Sim., BER at D, R success
S —8— App., BER at D, R success
AR AL F =+ Sim., BER at D, R fail, RT
10 e -V — e R —A— App., BER at D, R fail, RT
LV, . 4+ Sim., BER at D, R fail, Idle
PERA V. P —<&— App., BER at D, R fail, Idle
10° o B - |
& 10°
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107 e B3
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Fig. 4.1. Destination BER simulation results and approximations for Network-1

O+ Sim., BERat R
B— App., BERatR
=¥ Sim., PER at R
—*— App.,, PERatR

[N

ICRETIL]

BER, PER

! %
10" Q%ﬁ‘ ¥ N\

N

72—

10° *%‘ \E

10° : éqeﬁ

-5 0 5 10 15
Ey/Ng

Fig. 4.2. Relay BER/PER simulation results and approximations for Network-1
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=@+ Sim., BER at dest., n=1
B— App., BER at dest., n=1
=4 Sim., BER at dest., n=2
—A—App BER at dest., n=2
<4+ Sim., BER at dest., n=4
—P— App., BER at dest., n=4

BER

Fig. 4.3. BER simulations and approximations of Network-2 with the values of n=1, 2 and 4

for S-DF/ldle
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10 == —8B— App., BER at dest., n=1 =
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Fig. 4.4. BER simulations and approximations of Network-2 with the values of n=1, 2 and 4

for S-DF/RT
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The results for different relay number R=1, 2,3 and 4 is provided for S-DF/RT and
S-DF/Idle in Fig. 4.5 and Fig. 4.6, respectively. Fig. 4.5 considers Network-4 in Table 1, and Fig.
4.6 provides another results for Rayleigh fading channels, cf. Network-5 in Table Il. As is seen
from both figures, the proposed approximations are very close to the simulation results for all R

at BER of 107°.

10° &

¢

10"

[ EREE

10°

10°

BER

10"

10°

el il
o2

¥\
% &
10° Q
10 5 0 5

Eb/NO

)ér

10 15

Fig. 4.5. BER simulations and approximations of Network-4 with S-DF/RT for R=1, 2, 3and 4

and i.i.d channel conditions (m=2 and Q= 2for all links)

Table 111. Network setups

Networks S-D link S-R link R-D link DivRT | Div'®*
Network-6 | My, =, =1| my; =Qy, =3 | m,=0Q,,=1 2 2
Network-7 | My, =, =1| m; =Q;; =1 | m,=Q,,=3 3 2
Network-8 | My, =€, =1 | My, =Qy; =2 | m,=0Q,,=2 3 3
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Fig. 4.6. BER simulations and approximations of Network-5 with S-DF/Idle for R=1, 2, 3and 4

over Rayleigh fading channels

To verify the diversity results in Section 4.2, we now compare the PER performance of 3

different networks (Network-6, 7 and 8 in Table I11) with.the channel statistics. All networks have

1 relay and are with m,, =Q,, =1 on the source-to-destination link. Network-6 has a better
source-to-relay link (mgy, =y, =3)., Network-7 has a  better relay-to-destination link

(m,=9,=3), and Network-8 has (m,, =€, =m,, =Q,, =2). The PER performances for

S-DF/RT are plotted in Fig. 4.7, wherein the PER curves of Network-7 and 8 decrease with the
same slope which is steeper than that of Network-6 at high SNRs. This coincides the diversity
orders shown in Table Il which are calculated according to (4.29). The diversity orders for
S-DF/Idle are also provided in Table Il according to (4.39) and the verification through simula-
tions in Fig. 4.8. It can be clearly seen in Fig. 4.8, Network-8 with diversity order 3 outperforms
Network-6 and 7 with diversity order 2 at high SNRs.

55



BER

o
'0..@
= o3
In— 5
| =@+ Sim., BER at dest., Network-6 VB
sl —&8&— Sim., BER at dest., Network-7 V.‘ h
10 == ¥ Sim., BER at dest., Network-8 _——
v\
% | M |
A4
10° v
5 0 5 10 15 20
Eb/N0

Fig. 4.7. PER performance of Network-6, 7 and 8 in Table l1 with S-DE/RT
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Fig. 4.8. PER performance of Network-6, 7 and 8 in Table 111 with S-DF/Idle
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4.4 Summary

In Chapter 4, the BER performance and diversity order of BICM-coded cooperative net-
works is investigated for the S-DF/RT and S-DF/Idle relaying over block-fading Nakagami-m
channels. Unlike most of the existing works, this chapter considers a packet-by-packet forward-
ing strategy. For the BER analysis, the BER over block-fading channels can be obtained by first
obtaining the BER in AWGN channels and then averaging it over channel realizations. Unfortu-
nately, a direct integration may introduce non-trivial gap to the exact performance. To overcome
this, a modification on the AWGN BER is adopted. But such a modification prohibits a
close-form solution. As a result, the Monte Carlo method is used for the channel averaging. The
diversity of the cooperative BICM. network is also derived for both S-DF/RT and S-DF/Idle in
fast Nakagami-m fading channels. The ideas of derivations are the same as those in 3.2, though
the details are different. Numerical results show that our approximations are rather accurate for

different network setups. An example is also provided to verify our proof of the diversity order.
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Chapter 5

Power-Allocation

The objective of this Chapter is to determine the transmit power allocation

P=[R, R, ]T that minimizes BER at the destination under the sum power constraint

Z; P <P ?_An effective power allocation between transmit nodes could significantly lower

the error rate at the destination so as to reduce the probability of re-transmission via (H-)ARQ
(which requires additional power/energy and radio resources). Moreover, a good power allocation
should also involve relay selection as well, e.g., allocate zero power to the useless relays.

This chapter assumes a slowly fading environment so that the channels remain constants
for several following frames and assume that full channel state information (CSI) is available. For
simplicity, the time index k will be dropped in this chapter. Since every link remains unchanged
over the transmission of a packet, it can be treated as an AWGN (additive white Gaussian noise)
channel from the power allocation perspective. Note that power allocation can be done either at

source or destination depending on the required signaling overhead and where the complexity of

2 The sum power constraint can also be interpreted as a sum energy constraint.
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power allocation is to be placed. From the signaling overhead aspect, allocation at destination
seems favorable because only the CSls of the source-to-relay links have to be reported to the des-
tination.

In the following sections, power allocation for the AF relaying is firstly discussed, followed

by those for the S-DF relaying modes (RT, Idle and AF).

5.1 Power Allocation for AF Relaying: PA-EC

For the AF relaying, all relays forward the received packet without decoding. All orthogo-

nal channels are used by relays at phase-Il. The destination decodes the packet based on all re-

ceived signals from all orthogonal-channels. It can be regarded that ® ={1,2,---R} in (4.1).

Thus, the BER at the destination is expressed as
N
Pora < 2 Wi (dy) £ (. @), (5.1)

where P is'replaced by a=[a, oy @] with @ =P/R and fgf(d, &) is the union
bound of PEP between two coded sequences with Hamming distance d, and depends on a pow-

er allocation a, which is to be determined.

At high SNRs, (5.1) is dominated by the error events that have the smallest Hamming

weight, i.e., the free distance d,. Thus, (5.1) can be approximated by

Pora =W, (df ) fo (df ,a). (5.2)

By following the steps in previous chapters, fu’QF(df ,a) is evaluated by (similar to that in (4.4))

dq
ds

£ (dya) =" ZZZZH@W (s)| —=. (5.3)

|
27[] So— JOO |2 i=1 b=0 x GZ Zelb j= =0 S

With given ﬁml, the metric difference is a Gaussian random variable with the MGF
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2

‘h R+1

(5.4)

CDAHJ-R (X’Z)(s):exp ( S+S )P |x— z| T
JR+1 0
After substituting the saddle point s=0.5+ jt into (5.4), (5.3) becomes
o ||
1 L3 1 2 & (N ra dt
fA7(d,, —| 2+ P |x— ‘J . (55
4

Note that the imaginary part in the integral of (5.5) disappears because it is an odd function of t.
Eq. (5.5) is too complicated for power allocation. To simplify it, note that the summation of

real exponential functions in (5.5) is dominated by the (x, z) pairs with the minimum squared

Euclidean distance (MSWD) |x—z|2, whichis D, aswas defined in (3.31). By just considering

the (x,z) pairs that achieve D.,(5.5) is approximated as

~ 2
1 e R |h R+ dt
fo%(d,a)~—|[ | N exp ( —jPD A
-4 oae | o
d
fd d . P.D
L exp[—(t2+1] =7 "MAF(a)} dtl
4r = 4) N, 41

where N is the number of (x,z) pairs that achieves |x—z|2=DZ divided by 12" (or C, in

Table 1), and M, (u) is the equivalent channel seen at the destination, expressed as
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a‘h’+ Ra.‘ﬁ.’+
Mo (0) =y 5 e
=)
. a,‘hj,mlz‘ho,jr Po ‘hTa‘o N
:ao‘ho,mlz"'NoZ 2 it :
j=1 ‘hij+l PTOtJ 1N ,
PTOCO‘hO‘j‘Z-i—NO ©o (5.7)
aj‘hj,RJrlz‘hO,j‘z Pra,

)

j=1

_ao‘ho R+1 2 2
Prat; #Prato |y ;| + N,

2 2
aj‘hj,R+1 ‘h01| 2

2 2
aj+a0‘hoyj‘ + Ny /P

| J,R+1

2 R
2

= ‘hj,ml

=& ‘hO,R+1

Furthermore, at high SNRs, i.e., B /N, —>o0, the integral in (5.6) is dominated by the
value integrated over a small interval [—r,r], where . 0< <1, Thus, (5.6) can be approximated

by ignoring the term -t in the denominator, i.e.,

Ne d,PD
fuﬁF(df,a)z 7;‘ J'_wexp[—[t2+4) NT M 4 (@ )}dt

0

d : (5.8)
N f d D I\/IAF f T ;( 2
. 7’; - I exp M ¢ (@)t° |dt
Re-arranging the remaining integral in (5.8) into a form of Gaussian PDF leads to
d.RD,M
fuﬁF(dwﬂ)szf N, exp| - ————~% AF(a) , (5.9)
zd,P.D,M, - (a) 4N,
and
d,P.D M
Poka =W (d, )N N, exp| - 3P0 Mar ()| (5.10)
7dP.D,M, () 4N,
Now, the power o can be allocated so as to minimize (5.10), i.e.,
d.RD M
min w, (d, )N}’ N, exp| ——— % e (%)
« 7dP.D M, - (a) 4N, . (5.11)

st. 1'a<l, 0<¢;<1j=01---R
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In fact, (5.10) is monotonically decreasing with M ,. (a). This can be proved by examining the
first derivative of the function S(x)zaix‘az/ze’%X for x>0, a >0 and a,>0. Therefore,

the problem of minimizing (5.11) can be simplified by maximizing M. (a). This leads to our

power allocation for AF relaying mode, call PA-EC ('EC' stands for equivalent channel), as
max M, (a)

. (5.12)
st. 1'a<l 0<@;<4 j=01---R

The optimization problem.in  (5.12) can be conducted by first showing that M . (a) is a

concave function in the feasible region of a. The proof is provided in Appendix C. Since

M, (@) is differentiable, such an optimization of a concave differentiable cost function can be

done by using existing optimization algorithms, e.g. the Gradient descent method. The results of

power allocation will be provided in Section 5.4.

5.2 Power Allocation for S-DF Relayings

This section provides the power allocation for the S-DF relayings (S-DF/RT, SDF/Idle and
S-DF/AF). Two methods with different cost functions are going to be proposed. One employs an
approximate BER as the cost functions (PA-ABER), and the other employs a minimum general-
ized equivalent channel as the cost function (PA-MGEC). Both methods are first derived based on

the general form in (2.9), followed by specific methods for optimizing the cost functions.

5.2.1 PA-ABER

Different from those of AF in Section 5.1, for S-DF, the signals received by the destination
at phase-11 depends on the decoding results of relays, or namely, the active relay set ® . There-

fore, the BER at the destination is evaluated by
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pt?,-F?fl = Z pt?,-RDfl (®)H(1_ Ps )H Ps

ec{L2,R} je® jz0®

fofl (®)H K- pb,j

0c(L,2,--R} )

: (5.13)

Q
g

where pgrr; (©) is the conditional BER at destination for the S-DF relaying scheme, given the

active relay set ©. In (5.13), the approximation is obtained with the assumptions that p, ; <1

in practical systems and that p,; ~K-p,; for a small p,; at high SNRs. The conditional

BER at the destination, under the assumptions of ideal interleaving and symmetrization, is evalu-

ated by (similar to (5.1))

N

P (©)< 2, w (dy) £ (d,,0,a)

dy=d;¢

, (5.14)
~w(d; ) £5°7(d.0,a)

where the second line is obtained because the error events with the smallest Hamming weight

ub

will dominate the BER performance at high SNRs. The union bound of PEP, fS'DF(df ,@,a), is

given by

£59F (4 @)= i [*7[ L 3oy To
ub (f' ,(l)— 3 g IZIZZZ H Ar

oo (5) s (5.15)

A
h],R+l !

where @, (XZ)(S) was defined in (5.4) with different ﬁj'ml and N~(§j) corresponding to the

actual mode, e.g., S-DF/RT, S-DF/Idle or S-DF/AF, is adopted..
After replacing the saddle point s=0.5+ jt into (5.15) and the approximation with

MSED, we have

NY o 1\d.P.D dt
fSPF(d.,0,0)~ —£ exp| — t2+—] 'T M (a) | —, 5.16
ub ( f ) A 9= p|: ( 4 N0 9( ) t2+1 ( )
4
where
© o [f |
j j,R+1
M®(a)=NOZJN~#. (5.17)
i=0 0



Note that for S-DF/Idle, the summation Z,R:o() is replaced by ZJ() Following the same

steps from (5.6) to (5.10), the conditional BER at the destination is approximated by

_ N d.RD M (u)
SOF (@) ~w, (d, )N 0 1T z°9 . 5.18
pb,R+1( ) Wl( f) X \/ﬂdfPI_DZM(_)(a) eXp|: 4N, } ( )

On the other hand, the BER at the relay can be approximated similarly as

~ dg N _dfPI' 2
S \/ﬂdfF’TDZan|ho,i|2 exp{ 4N, P20 1| } 619

Note that Me(a) is replaced by ao‘hoyj‘z in (5.19), because the decoding at relay depends on

only the source transmit power and the S-R channel.

Bringing (5.18) and (5.19) into (5.13) leads to an approximation of p,.,, as

Poria =Wy (df )N;fG(a), (5.20)
where
G(a)= Y go] [KW,(d;)N5 g;. (5.21)
0c{1,2,...R} je®
9o = o exp BBy (a) (5.22)
® \(~d,P.D,M, () ANy '
and
N d.RPD
0, - : Zexp{— T fao\ho,,.r] 529
7d, P D, aq|hy | 0

Now, the first power allocation method for S-DF, called PA-ABER is introduced as

o =argminG(a), st.1'a<l 0<e; <1 j=01-R, (5.24)

where 1 is the all-one vector of dimension R-+1. In the following, the specific optimization

methods for different modes are provided.
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S-DF/RT and S-DF/lIdle

For convenience, we focus on the power allocation for S-DF/RT, while that for S-DF/Idle

can be straightforwardly obtained through degeneration. To solve the problem in (5.24), G(a)

is shown to be a convex function of a in Appendix D. Therefore, some existing algorithms can
be applied to solve the optimization problem in (5.24), e.g., the Gradient descent method. The

numerical results will be given in Section 5.4.

S-DF/AF

For S-DF/AF, the cost function G(a) in (5.24) 'is also convex. This can be proved by

following the same steps of proof in Appendix D. The main difference is that in S-DF/AF,

M, (a) isnota linear functions of a.Actually, it is

2 2
My &)~ 3 o 3 it |

s 2 2 :
j<® Je®|hj’R+1| ocj+a0|h0’j| +N, /P

(5.25)

In (5.25), source and relays with correct decoding contribute in the first summation, while those

with incorrect decoding contribute to the second one. In S-DF/AF, the term M, (a) is still con-

cave because the first summation is linear and-the second is the sum of concave functions, as

proved in Appendix C. Therefore, the cost function for S-DF/AF is still convex.

In summary, for all 3 S-DF relaying schemes, the cost function G(a) are all convex and

can be optimized with existing algorithms.
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5.2.2 PA-MGEC

In PA-ABER, G(a) needs to be evaluated repeatedly when the gradient decent method is
1 9 1 df
carried out, and there are total of 2% ® s (each has different g®ng® KW, (df ) N."g; ) need-

ed to be included in the evaluation of G(a) in (5.21). As a consequence, it can be quite com-

plex in some cases. In this subsection, an alternative method is proposed to further reduce the
complexity of power allocation. The performance and complexity of the two methods will be

compared in Section 5.4 for some examples.

The first idea is that instead of minimizing G(a) in (5.21), an a is searched to mini-
. dg . S .
mize @C?,%R}QGH,@@ KW, (df)NZ g,, the-largest term in the summation of (5.21). Equiva-

lently, an o is searched to minimize

@C@%R}{In Ao (a)+InB, (a)}, (5.26)
where
In A, (a)z—%ln[MQ(a)Hao‘hoyjr DZ}, (5.27)
and

R{o
N d.PD 2
In B®(a)=ln[KW, (d, )N /ﬁ} - f4,:|0"(|\/|®(u)+ao§\ho,,~\ ] (5.28)
V4 I3

The term |®| denotes the cardinality of the set ® . Note that (i) In A, (a) does not change with
R /Ny, (ii) |InB,(a)—>= as B /N, —>o,and (i) [InA,(a) > as a,—>0 for |©<R.
Using a very small «,, however, is impractical because the source power will be too small to
activate any relay in this case. Therefore, in practical systems, In A, (a)+InB, (@) is dominated
by InB, (u) at high SNRs, and it can be employed in search for good « with a reduced com-
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plexity.
Now, the optimization problem for PA-MGEC is cast as follows.

o =argmin max InB_(a
g ¢ Oc{l2,.R} ®( )

(5.29)

a 0c{1,2,..R}

RO
4N, d ’ N
=—29% |In| KW (d, )N | —2— . 5.30
Mrje) dfPTD;( L |( f) p ﬂ-dfPrDZ] ( )

In (5.29), M@(a) is the equivalent channel seen by the destination, “oz,@@‘ho,jr accounts for

=argmax _min {M@ (o) + @ ) [h | "7R—®}
j2©

where

the effect the S-R link of inactive relays, and 7 o, Which is independent to @, is a term relating
to the coded modulation (K,df,WI (d¢), N, DZ), the number of inactive relays (R—|®|) and
the SNR (R /N,) . Note that 7, decreases with B /N, and that 7, , =0 when

P./N, > or |©=R.
S-DF/RT and S-DF/Idle

For S-DF/RT (which can be degenerated to S-DF/Idle straightforwardly), bringing M, (a)

in (5.17) into (5.29) yields

Mg(a)+aOZ‘hoyj

20

R R !
~ 2 2
_ _ =~ N7
_Zai‘hijﬂ +0‘02‘h0,1‘ UR—\G\ZaJ =Dea
j=0 20 j=0

2
\ e
(5.31)

where D, =[D(E)°) DY ... DY ]T with
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‘hO,R+l 2 + Z‘ho,hr g ey ifj=0
20

he
2

DY =1 A | =77 o ifje® . (5.32)

~Mgjo) otherwise

Note that Dja is a linear combination of elements in a. Substituting (5.31) into (5.29) yields

argmax min Dja
o Oc{12..R}

st. . Taxl, ; (5.33)
0<a,<1j=01R

To solve (5.33), recast it as
maxirﬁnize Y/
s.t. B<Dia, 0c{L2,. R} : (5.34)
1"a <1, and OSOzj <1jJ=01--4R

Since the objective function and all the constraints are linear, (5.34) is a linear programming
problem (though not in a standard form) and can be solved efficiently with the Simplex method

[81].
S-DF/AF

For S-DF/AF, PA-MGEC is slightly more complicated than that in S-DF/RT. Firstly, bring

M, (@) in (5.25) into (5.29) leads to

Mg (a)+a, Y |y,

j20

R

2 ) . (5.35)
+a, ‘ho,j‘

2
aO‘hO,j‘ aj‘hj,Rﬂ

"N, /R

= Zai ‘hj,Ru = >,

2
j6 j£6 Ofo‘ho,j‘ +aj‘hj'R+l

TRl

Eq. (5.35) is evidently not a linear function of a. Fortunately, (5.35) is concave because the first
term is linear and the second term is concave as proved in Appendix C. Now bringing (5.35) back

to the optimization problem in (5.29) yields
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2

2
ao‘ho,j‘ aj‘hj,m-l

TN, /Py

2
‘ TR

2+Z ao‘ho,j

o =argmax _min {3 a;|h . >
g 0| atg|hy ;| +a;|hy s

o Oc{l2,..R} <

(5.36)

st. 1'a<1, 0<¢;<1,j=01--R
Since the minimum of concave functions is also concave [80], the problem in (5.36) is a convex
optimization problem. Due to the fact that (5.36) could be non-differentiable, sub-gradient

method [83] is employed to find the optimum.

5.3 Power Allocation Examples

This section provides examples of how power is allocated for AF with PA-EC and those for

S-DF with PA-MGEC. Consider a simple 3-node network with only 1 relay and the channel gains
2

‘ho,zr :‘hﬁ‘ -1, |h0’1‘2 =4, ‘hl,z‘z =10 (cf. Network-9 in Table IV). We use a half-rate convo-

lutional codes CC(171,133) with d; =10 and W, (df ):33. The length of the information se-

quence is K=506 such that the length of the coded sequence is N =1024. Gray-mapped

16-QAM s used with N, =0.75 . Note that the total transmit power is calculated as

P =E,-R. -l where E, isthe bitenergy,and R.=0.5 isthe channel code rate.
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Table IV. Network setups used in Chapter 5

Networks S-D link S-R link R-D link
Network-9 hy.| =|nf =1 Ihy| =4 Ih,[ =10
S h| =4, Ih| =10,
Network-10 ‘hoﬁ‘ :‘hélg‘ :‘hézg‘ =1
2 2
ho.| =2 hosf =
Pyt Ihy.| =4, Ih| =10,
Network-11 |h0’3‘ :|hél§| =‘h(§"’3)‘ =
2 2
he,| =8 hosf =
|ho,1|2 =4, |h1,4‘2 =10,
Network-12 | |h,.| =& =|h@[ =h&[F=1 | |n,,[ =8 Ihga| =5
hos| =2 [ =
Network-13 Ihy,| =1 Ihy,| =10 I =5

5.3.1 PA-EC on AF

In this example, the cost function. M. (@) in (5:7) becomes

M 4 (“o) = ‘ho,z‘z +

p =
al’hl,z‘ ‘ho,l‘ 2

2 2

‘hlz‘ a1+a0‘ho,1‘ +No /Py _
400, (1- )
10(1-ap )+ a4+ Ny /R,

(5.37)

=q,+

The curves of M, (a,) with different values of N,/P; are plotted in Fig. 5.1. As is observed,
when SNR is very low, e.g., E,/N,=—o, The curve becomes an almost straight line with slope

‘hovz‘z =1. This is due to the fact that large N,/P. diminishes the effect of the second term at the
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right hand side of (5.37), so that (5.37) can be approximated as M ,- (ao) ra, ‘hovz‘z. In this case,

the optimum (highest) point locates at o, =1, which means that all power will be allocated to the
source. As the SNR increases, i.e., N,/P. decreasesor E, /N, increases, the curve bends to be
concave (as proved in Appendix C), and the optimal ¢, decreases from 1 to the final point
0.68372 as E,/N, =00, which means the SNR approaches infinity. In summary, when SNR is

low, all power is allocated to source, as the SNR increases, the source decreases to a limit point.

Note that the optimal ¢, does not always decline with SNR. In some channel realizations, the

optimal o, may locate at 1 for all SNRs, e.g., when ‘hlyz‘z S|ho,2|2' This case is drawn in Fig.

5.2with |n,,| =08:

2.5 T T T T T T T
Eb/NO =0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 5.1. The curves of M. (a,) for Network-9 with different values of E,/N, .
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 5.2. Another example of curves of M .- () With positive slopes for different values of

E, /N;.

5.3.2 PA-MGEC on S-DF/RT
For S-DF/RT, M®(a) depends on the active relay set @, which could be & or {1} in

this example. Specifically, (5.31) becomes

20 ‘ho,z‘z o ‘hl,Z‘z , ©= {1}

Moy S fon=y
120 ao‘ho,z‘ +a1‘ho,2‘ +ao‘ho,1‘ —1,0=0 .

‘2

(5.38)
_ ]10-9¢, ©={1}
g, +1-n, ©0=2
According to (5.32), define
L, =10-9¢, (5.39)
L, =4a, +1-7, '
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whose curves are plotted with different values of E,/N, in Fig. 5.3. The curves of L, and L,

for Network-9 with different values of E, /N, . (PA-MGEC on S-DF/RT).. Since 7, =0 when
|©|=1, L, is invariant to the change of SNR. On the other hand, the curve of L, shifts up as
SNR increases (7, decreases).

To determine the optimal power, according to (5.33), we need to maximize min{Ll, LO} :
As is shown in Fig. 5.3, when the SNR is very low, e.g., E /N, <-1.68 (which corresponds to
1, >4), the whole curve of /L, ‘is below L, so that min{L,L,}=L,. Since L, has positive

slope (in fact, L, always has positive slope for any channel realizations), the optimum occurs at

a, =1. As the SNR increases such that _E, /N, >—1.68, these two curves begin to intersect. This
intersection maximizes min{L,, Ly} and is chosen as the optimal power allocation. As observed

from Fig. 5.3, the optimal ¢, decreases with SNR, starting from 1 to about 0.69 when
E,/N, > (or 7, —0). In summary, somehow similar to that case of PA-EC on AF, when
SNR is low, all power is allocated to source. As the SNR increases, the source power decreases to
a final point. This result is intuitive because when SNR is too low, the probability of correct de-
coding at relay is also very low so that more power should be put on source to increase the prob-

ability of correct decoding at the relay.
12
Note that the optimal @, may be alwaysat 1 for all SNRs if ‘hlyz‘z < ‘hg‘z)‘ (L, will also

have non-negative slope.) In this situation, no power is allocated on relay which attempts to

transmit the packet through a link worse than the S-D link.
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10 T T T T T T T T T

9k -
Ll
8t LO‘ Eb/N0 = -
71 LO‘ Eb/N0 =6 i
LO’ Eb/N0 =2 \
6 _ . -
LO’ Eb/N0 =0 \\\
_IH
_I"o

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)

Fig. 5.3. The curves of L, and L, for Network-9 with different values of E, /N, . (PA-MGEC

on S-DF/RT).

5.3.3 PA-MGEC on S-DF/ldle

PA-MGEC on S-DF/ldle is very similar to that on S-DF/RT. The main different is that

M, (@) should be replaced by Zje@aj |hj’R+1 2, which means that the orthogonal-channels of

inactive relays will never contribute to M®(u). Specifically, (5.31) becomes

N R e Y Y
M@(U)+%Z‘ho,j‘2—771= Olo‘ 0,2‘2 051‘ ,2‘2 { }
j«® ao‘ho,z‘ +a0‘h0]1‘ -n, ©=9 ,
10-9¢,, ©={1}
Say — 1y, 0=J

(5.40)

and (5.32) as
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{Ll =10-9a, (5.41)

Ly =5a, -1,
These curves are plotted in Fig. 5.4 with different values of E, /N, .

To determine the optimal power, according to (5.33), we need to maximize min{Ll, LO} :

As is shown in Fig. 5.4, when E,/N, <-1.68, the optimum occurs at ¢, =1. As the SNR in-
creases such that E_ /N, >-1.68, the optimal ¢, decreases with SNR, starting from 1 to about
0.715 when E, /N, > (or 7,—0). Compared with the results for S-DF/RT, given a fixed
SNR (E,/N, >-1.68), the optimal ¢, in Fig. 5.4 is slightly greater than that in Fig. 5.3. This is
due to the fact that the power allocated to the relay will be wasted if the relay fails to decode
when S-DF/Idle relaying scheme is-adopted. Therefore, more power (compared to S-DF/RT)

should be allocated to source to avoid this power waste.

10 : : ' . . ' : : .
9 L .
8- Ly E/N, = @ y
7F Ly E/Ny =6 1
6- Lo Ey/Ng = 2 |

4 Ly Ey/Ny =0
-+ Lo Ey/N, = -1.68
- 4r Lo E,/N, = -3 il

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)

Fig. 5.4. Thecurves of L, and L, for Network-9 with different values of E /N, .(PA-MGEC

on S-DF/Idle)
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5.3.4 PA-MGEC on S-DF/AF

For S-DF/AF, (5.31) becomes

M@(‘l)““%Z‘ho,jr—?h

je®

2 2
ao‘ho,z‘ ""7‘1“11,2‘ , ®:{1}
— 2 2
- ‘h ‘2 ao‘hoyl‘ al\hu\ gl \2—77, o0 (5.42)
00,2 2 2 0]°01 1
al‘hl,z‘ +0‘o‘ho,1‘ +No /Py
10-9¢,, e = {1}
B S5a, + 4051~ 5) -, =9
10-6¢, + N, /P
We have plot the two curves at the last row of (5.42), i.e.,
L, =10-9¢, and L, = 5, + 400 (1~ ) 1 (5.43)

10— 6, + N, /P,

with different values of E,/N, in Fig. 5.5. Note that since what the relay forwards is the same
for all these 3 S-DF relaying schemes, L, in Fig. 5.5 is no different from that for S-DF/RT and
S-DF/Idle. The main difference is that the curve of L, now bends to be concave, though it still
shifts up as SNR increases (7, decreases).

To determine the optimal power, according to (5.33), we need to maximize (5.36), i.e.,

min{L,, L} . As is shown in Fig. 5.5, when the SNR is very low, e.g., E,/N, <-1.68, the whole

curve of L, is below that of L, so that-min{L;;L,} =L,. The problem turns to optimize L,

alone. In this case, L, is maximized at o, =1. (Note that the optimum could be somewhere else
for different channel realizations.) As the SNR increases such that E, /N, >-1.68, these two
curves begin to intersect. This intersection is chosen as the optimal power allocation. As observed
from Fig. 5.5, the optimal «, decreases with SNR, starting from 1 to about 0.607 when
E,/N, > (or 1, —0).

Not surprisingly, when SNR is low, all power is allocated to source. As the SNR increases,

the source power decreases to a final point. This final point o, =0.607 is even lower than that
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for S-DF/RT or S-DF/Idle. This is because, in Network-9, the relay uses AF can provide a better
equivalent channel than re-transmission through the S-D link. Therefore, more power is allocated

to the relay.

10 : : : : : : : : :
Ll
sl Ly Eyf/Ng = i
Ly E/Ny =6
ol Lo Eg/Ny =2
Lo E/Ny=0
P Lo E/N, = -1.68
E 4 L E /Ny =-3

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 5.5. The curves of L, and L, for Network-9 with different values of E /N, . (PA-MGEC

on S-DF/AF)

5.4 Numerical Results

This section verifies the proposed methods (PA-EC, PA-ABER and PA-MGEC) through
BER simulation and compares them with the equal gain power allocation (PA-EG). In all the fol-

lowing numerical results, we use a half-rate convolutional codes with generator matrix
(1+D+D*+D*+D°,1+D*+D°+D°+D°), d, =10 and W, (d,)=33. The length of the in-

formation sequence is K =506 such that the length of the coded sequence is N =1024.
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Gray-mapped 16-QAM is used with N, =0.75. Note that the total transmit power is calculated

as B =E -R.-1 where E, isthebitenergy,and R.=0.5 is the channel code rate.

As first, the power allocation and simulation results for examples in Section 5.3 with Net-
work-9 are provided. For PA-EC on the AF relaying scheme, the optimal ¢, is plotted in Fig.
5.6 (o, =1-¢,) as well as that for PA-EG, which always give half power to source and half to
relay. As was predicted in Section 5.3.1, when at low SNRs, e.g., E,/N, <-9, PA-EC allocates
all power to source. As the SNR increases, the source power declines and finally converges to
about «,=0.68. In fact @, begin tobe very close to 0.68 after E, /N, >2. The corresponding
BER is given in Fig. 5.7, wherein PA-EC outperforms PA-EG with about 0.5 dB gain at BER of

10°°.

0.9 E\S\ —&— PA-EC ||
0.8

07 '—"E‘—E_I:LHHF-|I—|I—|I—|I-|F-|I—|I—|I—|
L= = — =

= N — = g — g — pay == g — gy =y — puy = pa =

0.6

0.4

0.3

0.2

0.1

-10 -5 0 5 10 15

Fig. 5.6. Power allocation results for PA-EG and PA-EC on Network-9 with AF relaying scheme.
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Fig. 5.7. BER simulation results for PA-EG and PA-EC on Network-9 with AF relaying scheme.

For S-DF/RT relaying scheme, the optimal ¢,'s for both PA-ABER and PA-MGEC are
plotted in Fig. 5.8 as well as that for PA-EG. As was predicted in Section 5.3.2, when at low
SNRs, e.g., E,/Ny,<-2, PA-MGEC allocates all power to source, and PA-ABER does when
E,/N, <-1. As the SNR increases, the source power of both methods decline and finally con-
verge to about «,=0.69, as E,/N,=16. Generally, PA-ABER tends to allocate less power to
source, but, however, the difference is not large. The corresponding BER is given in Fig. 5.9,
wherein PA-ABER and PA-MGEC outperform PA-EG with about 1.2 dB gain at BER of 10°°.
PA-ABER is slightly better than PA-MGEC at low-to-moderate SNRs. (Note that PA-ABER has

higher computation complexity than PA-MGEC.) At high SNRs, they perform almost the same.
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Fig. 5.8. Power allocation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DF/RT relaying scheme.
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Fig. 5.9. BER simulation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DF/RT relaying scheme.
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For S-DF/Idle relaying scheme, the optimal ¢,'s for both PA-ABER and PA-MGEC are
plotted in Fig. 5.10 as well as that for PA-EG. As was predicted in Section 5.3.3, when
E,/N, <-2, PA-MGEC allocates all power to source, and so does PA-ABER. As the SNR in-
creases, the source power of both methods decline and finally converge to about ¢, =0.715, as
E,/N, >16. Similarly, PA-ABER tends to allocate slightly less power to source than PA-MGEC.
Compared with Fig. 5.8 for S-DF/RT, the ‘«,'s in Fig. 5.10 are higher than those in Fig. 5.8 for
all E,/N,>-2. This is because, in S-DF/Idle, power allocated to relay will be wasted if the re-
lay cannot decode correctly. Thus, power allocation tends to be more conservative and put more
power on source. The corresponding BER is given in Fig. 5.11, wherein PA-ABER slightly out-
performs PA-MGEC. This is intuitive because their power allocation results are rather close. Both
the proposed method significantly outperform PA-EG with about 2 dB gain at BER of 107,

which is larger than the gain for S-DF/RT.

1 :
\5'\& —e— PA-EG
0.9

~E —8— PA-ABER |]
0.7
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0.4

0.3

0.2

0.1
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Fig. 5.10. Power allocation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with
S-DF/Idle relaying scheme.
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Fig. 5.11. BER simulation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DF/Idle relaying scheme.

For S-DF/AF relaying scheme, the power allocation results are plotted in Fig. 5.12. As was
predicted in Section 5.3.4, when E,/N, <-2, both-method allocate all power to source. As the
SNR increases, the source power declines and finally converge to about «,=0.607, as
E,/N, >16. PA-ABER tends to allocate slightly less power to source than PA-MGEC. Compared
with S-DF/RT and S-DF/ldle, the ¢, 'siin Fig. 5.12 are lower than those in Fig. 5.8 and Fig. 5.10.
This is because S-DF/AF is less sensitive to ‘decoding failure at relay. Thus, power allocation
tends to put more power on relay for transmitting the packet through the R-D link, which is better
than the S-D link. The corresponding BER is given in Fig. 5.13, wherein PA-ABER outperforms
PA-MGEC with 0.2 dB at BER of 10 and outperforms PA-EG with about 1.2 dB gain at BER

of 10°.
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Fig. 5.12. Power allocation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DF/AF relaying scheme.
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Fig. 5.13. BER simulation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DF/AF relaying scheme.

83



Numerical results for 2 relays are also provided by considering Network-10 in Table IV,
where relay 1 has the same S-R and R-D link is those in Network-9, but relay 2 has worse S-R
link and worse R-D link than relay 1. For AF relaying scheme, there is no decoding issue. The
power allocation result for PA-EC (which allocates o, = o =, =0.333) and PA-EG are plotted
in Fig. 5.14 and the corresponding BER performance in Fig. 5.15. As is observed, at low E, /N, ,
all power is allocated to source. After E;/N, =-8, «; becomes non-zero, though the difference

on BER performance between PAEC and PA-EG is trivial before E, /N, <—-2. PA-EC starts to
allocate power to relay 2 when E, /N, >4. A gain of 1 dB is observed at BER of 10~ for

PA-EC over PA-EG.

For S-DF schemes, it is reasonable to predict that relay 1 is more likely to achieve correct
decoding than relay 2. Therefore, we might start to allocate non-zero power to relay 1 at the SNR
smaller than that for relay 2. Similar results are observed for S-DF/RT on Network-10.The power
allocation results are provided in Fig. 5.16 and the corresponding BER performance in Fig. 5.17.
In spite of the observations mentioned in AF, in Fig. 5.16, the results of the two power allocation
methods are quite similar, which leads to that, as is shown in Fig. 5.17, PA-ABER and PA-MGEC
perform almost the same. They both have a more than 2 dB gain over PA-EG. Such a gain be-
comes more significant for S-DF/ldle, whose corresponding results are provided in Fig. 5.18 and
Fig. 5.19 for the power allocation and BER performance, respectively. In Fig. 5.19, an about 3.4
dB gain achieved for both methods over PA-EG. This is because, as mentioned before, our pro-
posed power allocations tend to allocate more power to source (compared to PA-EG) so as to in-
creases the probability of correct decoding at relay and to avoid power waste due to inactive re-
lays. The results for S-DF/AF are provided in Fig. 5.20 and Fig. 5.21. Although PA-EG benefits
significantly from S-DF/AF over S-DF/Idle because the relays now always use their power on

forwarding, our proposed method still provide an almost 2 dB gain over PA-EG.
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Fig. 5.14. Power allocation results for PA-EG and PA-EC on Network-10 with AF relaying

scheme.
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Fig. 5.15. BER simulation results for PA-EG and PA-EC on Network-10 with AF relaying

scheme.
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Fig. 5.16. Power allocation results on Network-10 with S-DF/RT relaying scheme.
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Fig. 5.17. BER simulation results on Network-10 with S-DF/RT relaying scheme.
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Fig. 5.18. Power allocation results on Network-10 with S-DF/ldle relaying scheme.
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Fig. 5.19. BER simulation results on Network-10 with S-DF/Idle relaying scheme.
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Fig. 5.20. Power allocation results on Network-10 with S-DF/AF relaying scheme.
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Fig. 5.21. BER simulation results on Network-10 with S-DF/AF relaying scheme.
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Another interesting example is on Network-11, in which the S-R and R-D links of relay 1
remains the same, but the S-R link of relay 2 is better than that of relay 1. For AF relaying
scheme, PA-EC still prefers to allocate non-zero power to relay 1 earlier than relay 2 as the SNR
increases, as shown in Fig. 5.22 with the BER performance given in Fig. 5.23. But, for S-DF re-
laying schemes, both PA-ABER and PA-MGEC prefer to allocate power to relay 2 earlier than
relay 1, as the SNR increases. The power allocation results and BER performance are shown in
Fig. 5.24 and Fig. 5.25 for S-DF/RT, while those for S-DF/Idle and S-DF/AF are similar. In Net-
work-11, all methods allocate more power on relay 2 when SNR approaches infinity. The reason
could be that, for AF, relay 2 provides.a better equivalent channel than relay 1 and that, for S-DF,

relay 2 is more likely to decode erroneously under the condition that both relay have the same

R-D link quality.
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Fig. 5.22. Power allocation results on Network-11 with AF relaying scheme.
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Fig. 5.23. BER simulation results on Network-11 with AF relaying scheme.
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Fig. 5.24. Power allocation results on Network-11 with S-DF/RT relaying scheme.
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Fig. 5.25. BER simulation results on Network-11 with S-DF/RT relaying scheme.

The proposed power allocation methods (PA-EC, PA-ABER and PA-MGEC) straightfor-
wardly applied to Network with 3 or more relays. In fact, it is important to know that the gain of
these methods over PA-EG generally increases with the number of relays. The reason is simply

that as the relay increases, less power is expected to be allocated to source for PA-EG, e.g.,

PT/(R+1). Therefore, a high SNR is required for the source to activate relays. Oppositely, for

PA-ABER and PA-MGEC, the source usually takes full power at low SNRs. This implies that
PA-ABER and PA-MGEC can start to benefit from active relays at a lower SNR than PA-EG.
Thus, a gain can be expected. As an example, another example is conducted on Network-12 with
3 relays and the channel gains given in Table VI. The proposed power allocation results and the
corresponding BER performance of AF are shown in Fig. 5.26 and Fig. 5.27, S-DF/RT in Fig.
5.28 and Fig. 5.29, S-DF/Idle in Fig. 5.30 and Fig. 5.31, as well as S-DF/AF in Fig. 5.32 and Fig.

5.33, respectively.
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Fig. 5.26. Power allocation results on Network-12 with AF relaying scheme.
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Fig. 5.27. BER simulation resultss on Network-12 with AF relaying scheme.
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Fig. 5.28. Power allocation results on Network-12 with S-DF/RT relaying scheme.
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Fig. 5.29. BER simulation results on Network-12 with S-DF/RT relaying scheme.
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Fig. 5.30. Power allocation results on Network-12 with S-DF/Idle relaying scheme.
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Fig. 5.31. BER simulation results on Network-12 with S-DF/Idle relaying scheme.
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Fig. 5.32. Power allocation results on Network-12 with S-DF/AF relaying scheme.
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Fig. 5.33. BER simulation results on Network-12 with S-DF/AF relaying scheme.
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In the last example of this chapter, we compare our proposed method with the power allo-
cation in [84] which maximized the capacity of a 3-node cooperative repaying network (denoted
by PA-MC). We consider Network-13 in Table IV with S-DF/Idle and plot the power allocation
results of our methods and PA-MC in Fig. 5.34. As is seen in Fig. 5.34, the optimal ¢, of
PA-MC is invariant to the change E,/N, (¢, =0.357). It can be expected that, at low SNRs,
the insufficient source power is not able to active the relay so that the power allocated to the relay
is wasted. In this case, the BER at destination will be high because destination could only decode
the packet based on the signal transmitted from source with a low power ratio ¢, =0.357 .At
high SNRs, the power allocation of the three methods are very similar. The BER performance is
plotted in Fig. 5.35. As is expected, PA-MC is outperformed by our methods with about 0.8 dB
gain at BER of 107. Such a gap is expected to diminish, as the SNR further increases. However,

the corresponding BER is too low to be obtained through computer simulation.
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Fig. 5.34. Power allocation results on Network-13 with S-DF/Idle relaying scheme.
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Fig. 5.35. BER simulation results on Network-13 with S-DF/Idle relaying scheme.

5.5 Summary

Chapter 5 investigates the power allocation of the BICM-coded cooperative network. Four relay-
ing schemes are considered: AF, S-DF/RT, S-DF/Idle and S-DF/AF with the general formulation
in Section 2.4. For AF, the union bound of the BER proposed in [47] is simplified by considering
only the worst-case error event and the shortest Euclidean between constellation points. An ap-
proximate BER is obtained and is shown to be monotonically decreasing with an equivalent
channel gain, which is then taken as the cost function of PA-EC. For S-DF relaying schemes, two
power allocation methods, named PA-ABER and PA-MGEC, are proposed. In PA-ABER, by fol-
lowing similar steps in deriving PA-EC, an approximate BER is obtained as the cost function and
is shown to be a convex function for S-DF/RT, S-DF/Idle and S-DF/AF. Therefore, gradient
method can be adopted to find the solution. Then, PA-MGEC transforms the approximate BER to

a max-min problem, which can be optimized with even lower complexity, e.g., Simplex algorithm
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can be used for S-DF/RT and S-DF/Idle. Examples are given to demonstrate how power is allo-
cated as the SNR increases for PA-EC and PA-MGEC on the AF and S-DF relaying schemes, re-
spectively. In general, our methods tend to allocate full power to source at low SNR to avoid
power waste on inactive relays. Simulation results are provided to confirm that our proposed

methods outperform PA-EG with large margins for different network setups.




Chapter 6

Power Allocation on De-

code-Remap-and-Forward

This chapter extends the results of the previous chapter to S-DRF, which allows active re-
lays to change the constellation mapping used in modulation before forwarding. S-DRF has been
proved to provide significant remapping gain over conventional S-DF [47]-[49]. In spite of it

importance, this section shows how PA-ABER and PA-MGEC are applied work on S-DRF®.

For notation clarity, denote. x'”) = 4/ (v) the operation that a label v is mapped by a
mapper 7 to a complex symbol x, where 4" is the mapper used at relay j. (Note that

u(o) is used for the mapper at source.) With this notation, the general form representation in Sec-
tion 2.4 is modified as
yj,R+l = ﬁj,R+1\/Ej/'~lj (V)+ij,R+l’ j=12---R+1, (6.1)

where

% In our previous work [50], the power allocation for S-DRF/Idle had been presented. In this dissertation, the

derivation is provided in the general form so that S-DRF/ldle will also be covered.
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0 ifieo
) :{ﬂ ,ifje ©2)

4% ifjeo
Note that the time index k has be dropped for simplicity in a slowly-fading environment in

which the channel gains remain constant during a frame. In (6.2), relay j is assumed to use

u(” on forwarding when decoding correctly. Upon decoding failure, 1) for S-DF/Idle, nothing is

going to be transmitted, 2) for S-DF/RT, the source remains its original mapper ,u (Or in oth-

er words, send x© again through the orthogonal-channel.”), and 3) for S-DF/AF, relay forwards

without neither decoding nor re-mapping. Consequently, the LLR for the i-th bit of the label v

at the destination is evaluated by

mmz‘yj Ret — 1, R+1\/_/u1 | mmz|yj Ret — 1, R+1\/_ﬂj | 6.3)

)
vel 00 NO) velp =0 NO)

where T is the set of labels with the binary value b on its i-th position. Note that for

S-DF/Idle, the summations Zio() should be replaced by > ()

6.1 PA-ABER

Although new notations are used, the BER analysis is not much different. In fact, one can

follow (5.13)-(5.14) and modify (5.15) as (or referto our work [50])

Rl CRCTARSCN N -5 39393 110, 0u(s) = (6.4)

h
27[1 Sp—joo i1 b-0 ver wel, j=0 R+1

with the MGF

* An option is to allow remapping on source's re-transmissions in S-DRF/RT. Although this dissertation does not
consider the re-mapping at source in this work, the corresponding power allocation can be easily extended based on

our derivations.
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2

NYRo2 ‘h.
j j,R+1
o =

wm (8) =8P (—s+sz)PT‘x“)—z(”‘ SO | (6.5)
0

Aq ,
hj R+1

where x =z (v) and 2z = (w) are the symbols mapped by i, from the label v and
the erroneous label w, respectively. Bringing (6.5) and the saddle point s=0.5+ jt into (6.4)
yields

5 (d,,0,0)

dt (6.6)

. g N2 1 .
where D“):‘x“)—z(”| is the squared Euclidean distance between x? and z'V.

Since the summation (6.6) contains only real exponential functions, at high SNRs, such a

summation is dominated by the terms with the largest exponent, i.e.,

dy
S-DF . 1 ¢ N@(“) a5 1 PT 7 dt
fub (df,®,(l)—EJ‘w|:TeXp t +Z N—OMG)((I) t2+1, (67)
where
M, (@)= i NS D(”—a"|ﬁ’"R“2 6.8
G(a)_VEFL,WEF?!Q.,ml,b:O,l OJZO |\](()J') / (6.8)

and N, is the number of (v,w)_pairs that achieve Mg (a.). Compared to M, (), each term

in the summation of (5.17) is now further weighted by DY in (6.8). When Remapping is con-
sidered, for one label pair (v,w), their resulting symbol distance D'” :‘x(” —z“)r may not be
the same for all j because the mappers are now different. Thus, the channel gains are further
weighted by the distance DU, As a special case, when all mappers are the same, i.e.,

D =DW=...=D®, M, (a) degenerates to
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R
MG(G):( min D(O)j NOZJN—

vel}, welk, i=1,+1, b=0,1

R . .
J )
0

Eq. (6.9) clearly shows the relation between M, (a) and M, (a).

An alternative representation of (6.8) is

(6.10)

where W is the set of all distinct D:[D(O) DY ... D(R)]T obtained by exhausting all possible
(v,w) pairs. Note that the numbers-of (v,w) pairs for different D's in W are usually not the

same so that N, (u) in (6.7) may not be a continuous function of a. Table VV enumerates W

for the following setups.
Setup-1: R=1, 16QAM, and 4 = u® = u. (the Gray mapping) in Fig. 6.1. (Note that all
elements in D are the same if £ = 4@ forall j.)

Setup-2: R=1,16QAM, x®=u, and 4™ =u, inFig. 6.1

Setup-3: R=2,16QAM, 49 =u., u® =u, and g® =, inFig. 6.1,
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Table V. W for Setup-1, Setup-2 and Setup-3

Setup b4

41 [8] [16] [20] [32] [36] [40] [52
Setup'l {|: 1 :|1 |: :|1 |: :|l |: ’ ’ :|1 |: :|
4| |8] |16] |20 |32] |36] |40] |52

BB
oo | Vo)l G i el 21 7} 2]
oot s ) o) Lo

Setup'3 40 ’ 40 3 4 ] 4 ] 8 ] 8 ) 8 y 8 ) 32 y 32

201 [20] '20} [32] [32] [32] [36] [36] [36] [36
32|, 1401, 401, |20, [201, |20, | 4 |, 4l |4
(16 | 4| |36] [ 4] | 8] |16 |4 [ 8] [40] |72]
401 [40] [40] [40] [40] [40] [52] [52] [52] [52]
16|, |46 |, |20, |20, 40, [ 40|, | 4], 181 |8
4] [16] | 8] |32 [32] [86] [4] | 8] [8] [32]
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[B:4:8,0] [9AAZ], [1,2,2:6] [3:C;5:4]

O O +, O O

[A;L;7;F]  [8;F0;C] | [0;7:D;8] [2;9;B;B]

O O -, O O

-3 -1 1 3

| | | >
[E;5F;3] [CB;9;1] | [4:3;4,5] [6:D;3;7]

O O =, O O

[F,0;1;,D] [D;E;6;A] | [5:6;E:E] [7;8;C;9]

O gm==t==y, O

Fig. 6.1. Four example mappers (yG,yA,yB,yC) for the 16-QAM constellation. The signal

point labels [vg;V,iVg;Ve ] are-in hexadecimal format, wherev,, v,, v; and v, are to de-

note the label of ., m,, wy and g, respectively. (The u,, w; and g, mappers are the
MBER mappings which maximize the minimum Euclidean distance between transmit symbols
for the second, third and fourth transmissions of the hybrid automatic repeat-request system in

[82], respectively.)

In fact, there are irrelevant D's in ¥ which can be removed without changing |\7I® (u).

To determine these irrelevant D's, the following Lemma is introduced with its proof given in

Appendix E .

Lemma-3: Fora D, eV, if there exista D, ¥ with D’ <D{" forall j,then D, can be

A

removed from ¥ without changing M, (a).

Let W be the set after removing all irrelevant elements in ¥ . In Table VI, the sets ¥ are

listed for Setup-1, 2 and 3. After applying Lemma-3, the number of elements in W is reduced

dramatically from 9, 23 and 50to 1, 2and 10 in ¥ for Setup-1, 2 and 3, respectively.
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Table VI. ¥ for Setup-1, Setup-2 and Setup-3

>

Setup

1<)
Setup-2 {12} lf }}

16 |, |36, [52|, |16, | 4 |,

20 8 4 16| |20

Setup-3 = o
16 16 20 32 36

16 4 4 4

Now, (6.7) becomes

fuf;DRF(df,@,oz):[l\l‘a(m)jfi wexp{—(t%%)dfa M@(“)} dtl- (6.11)

|
12 1
4

Following the same steps from (5.6) to (5.10), the conditional BER at the destination is ap-

proximated by

d
’ N (a))' N d.P .
Pora (©) =W, (df)L Tz(. )] ”dfp—l\%w)exl{— 4sz M@(“)] (6.12)
T (€]
and, similarly,
d
! d.P
pb,,xW.(df)(N@(.a)J No eXp{——f Tao\hovj\zDZ} (6.13)
12 7d Pay|hy ;| D, 4N,

N
Note that # =N, . Now, (5.13) can be approximated by using (6.12) and (6.13).

As to power allocation, note that (i) Ng (a) 's may not be continuous functions of e and (ii)

at high SNRs N, (@) and N, (a) (the numbers of pairs) are less dominant than M, (a) and
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ao‘hoyj‘z D, in (6.12) and (6.13), respectively. Therefore, for simplicity, the effects of Ng(a)
and N, (@) are neglected by replacing them with 12", and (5.13) is simplified further to

w, (d,)G(a), (6.14)
where

G(a)= Y Gu]Kw (d,)g;, (6.15)

0c{L,2,.R}  je©

) N, d.p .
= /—Aex ool o 6.16
%0 =y [7d, P M (a) p{ 4N, 6(“)} (6.16)

and @, isthe same as that defined in (5.23). As a result, PA-ABER for S-DRF is modified as

a=argminG(a), st.1'a<L0< ;<1 j=0,1:,R. (6.17)

Following the same steps in Appendix D, é(a) can be proved to be a convex function

(for S-DRF/RT, S-DRF/Idle and S-DRF/AF). Here, we provide point out the differences during
the proof.

a) S-DRF/RT and S-DRF/Idle: Firstly, following Appendix D, the problem turns to prove

the concavity of M, (@), which is (for S-DRF/RT)

~ 2

R . ~
M@ (a) = rg]ei\p Zo D(J)aj ‘hj,R+1 i
j=

(6.18)

The summation in (6.18) is a linear function of a, which is both convex and concave. Since the

minimum of concave functions is still concave [80], (6.18) is a concave function of a. With this

property, we can continue the steps in Appendix D and finally prove the convexity of G (a).

b) S-DRF/AF: In this case, M, (a) becomes

2

2
ao‘ho,j‘ aj‘hj,RJrl

N, /Py

A

M, (a) = min Z D(j)aj ‘ijM
je®

YL

2
) ao‘ho,j‘ +0!j‘hij+1

(6.19)

Similarly, the first summation is linear and the second is concave (as is proved in Appendix C).
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Their sum is still concave, and (6.19), which is the minimum of concave functions, remains con-

cave.
However, G(a) may not be differentiable because M, (@) is the minimum of concave

functions of e and may not be differentiable. Such a constrained convex optimization problem
with a non-differentiable cost function can be solved by applying the projected sub-gradient

method [83].

6.2 PA-MGEC

PA-MGEC can also be applied for S-DRF. Following the same steps from (5.26) to (5.29)

yields
o _argmalnGCngxR}lnB (a)
A ) : (6.20)
_argmsxG)Cr{rlllan} M@(“)JF%D,(;Jho,j‘ ~ls o
where
4N 1%
N
7 o =——=In| KW, (d g ; 6.21
MRo) d.P ( |( f) ﬂdfPT] (6.21)
Here, some detail about solving (6.20) is provided for different schemes.
a) S-DRF/RT: We have
A 2
Mo () rEr)LlQZD a;|Pypal - (6.22)
Bringing (6.20) into (6.20) yields
~ 2 2 R
a _argmgx(acr{?lzlrj.R}{ryElQZD j‘hm+1 +aODZjEZ®‘h01j‘ _”R—®JZ_(;“J}' (6.23)

Since (6.23) is also a linear programming problem which can be solved through Simplex algo-

rithm. For the case of S-DRF/Idle, simply replacing the summation Z;() by Z,@()
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b) S-DRF/AF: Bringing (6.19) into (6.20) yields

I\7I®(a)+aODZZ‘hO’j

j20

2 ~
‘ TR

2

. (6.24)

2
ao‘ho,j‘ aj‘hj,RJrl

"N, /P

*+3 D0 i

2
jz0 ao‘ho,j‘ Jrozj‘hj’R+l

— mi (i) ‘ ‘ A
= rglel\g z DVa;h;ri +aODZZ hy,; /N
je® j2©

which is not linear and not differentiable. Fortunately, it is still concave so that (6.20) is convex,

and its optimum can be obtained through the sub-gradient method.

6.3 Power Allocation Example

Similar to what in Section 5.3, this section provides an example of how power is allocated
by PA-MGEC on S-DRF modes. Consider again Network-9 in Table IV. As will be also em-

ployed in the simulation results, we use a half-rate convolutional codes CC(171,133) with
d, =10 and W, (df )=33. The length of the information sequence IS K =506 such that the

length of the coded sequence is' N =1024. The mappers x4, and u, are usedon a 16-QAM

constellation at source and relay, respectively. Note that the total transmit power is calculated as

P =E,-R. -l where E, isthe bitenergy,and R.=0.5 isthe channel code rate.

6.3.1 PA-MGEC on S-DRF/RT
For S-DF/RT, I\?Ie(u) depends on the active relay set ®, which could be @ or {1} in this

example. Specifically, (6.23) becomes
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R
min pt) ‘h
De Z j,R+1

=0
{D Vet [fy,| + Dy |fy,| }+aoD Z\ho,\ ~Ta

+aoD Z‘hoj‘ o

min{4-,-1+16-a,-10,16- ¢, -1+ 4- ¢z, 10}, © = {1} (6.25)
4-o,-1+4 -0 1+, -4-4-1,, 0=y
min {160—156¢,,40—24c,}, © ={1}
4+160¢0 n, O=0
Note that when ® =g, DY = , and rylp{D } D,, which is 4 in this example. Using
(6.25) leads to
.2 2 i
=argmax ~min_<miny DY« |h. D hy.| —7 ;
a g o @c{lZ,...R}{ De¥ Z J| oL +a0 Z]ez@| O’J| nR@jZ_;‘aJ}. (626)

= arg max min {160—156a0,40— 2405,4+16a, -1,

The problem becomes to determine the optimum of the minimum of three linear functions of «, .

Define
L, =160-156¢,
L, =40-24¢, (6.27)
L, =4+16c, -7,

whose curves are plotted with different values of E,/N, in Fig. 6.2,. Since 7, =0 as |0|=

L, and L, are invariant to the change of SNR. On the other hand, the curve of L, shifts up as

SNR increases (7, decreases).

To determine the optimal power, according to (6.26), we need to maximize min{LO, L. I_z}.
As is shown in Fig. 6.2, when the SNR is very low, e.g., E,/N,<-1.2(which corresponds to
77, =16), the whole curve of L, is below both L, and L,, sothat min{L,, L, L,}=L,. Since

L, has positive slope (in fact, L, always has positive slope for any channel realizations), the

optimum occurs at ¢, =1. As the SNR increases such that E, /N, >-1.2, L, and L, begin to

intersect. This intersection maximizes min{L,,L,,L,} and is chosen as the optimal power allo-
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cation. As the SNR further increases, the optimum point changes to the intersection between L,
and L,. Observing from Fig. 6.2, the optimal ¢, decreases with SNR, starting from 1 to about
0.9 when E,/N, > (or 7, —0). In summary, when SNR is low, all power is allocated to
source. As the SNR increases, the source power decreases to a final point. This result is intuitive
because when SNR is too low, more power should be allocated to source to increase the probabil-

ity of correct decoding at the relay.

30 L L T L L L L C Y L

25

I
-
1

_ \
Ly E/Ng = o0 - W

£ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

Fig. 6.2. The curves of L,, L and L, for Network-9 with different values of E,/N, .

(PA-MGEC on S-DRF/RT)

6.3.2 PA-MGEC on S-DRF/Idle

PA-MGEC on S-DRF/Idle is very similar to that on S-DRF/RT. The main different is that

Mg (@) now becomes > DV |h ., * which means that the orthogonal-channels of inac-

tive relays will never contribute to MG(u).Specifically, (6.23) becomes
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manD ‘ﬁj,Rﬂz+a0Dlz‘h0,j‘2—ﬁR_‘®‘

DeV¥Y

mln{4 oy -1+16-2,-10,16- o, -1+ 4- ¢, -10}, © = {1} (6.28)
4,1t a, 44—, 0=0 '
_ | min {160-1560,,40 - 24}, © = {1}
| 20e, -4, 0=9
and
p— 2,
o _argm(?x@CTgnR}{ryelgzD ,—‘h,-,ml +%DZJ_€EZ®\“0J\ _URGJZ_:;“J}_ (6.29)
=arg max min {160 —156¢,, 40 =24, 20cr, —#; }
Define
L, =160—156¢,
L, =40 24a, (6.30)
Ly = 20a, 17,

which are plotted in Fig. 6.3 with different values of E /N, .
To determine the optimal power, according to (6.29), we need to maximize min{Lz, L, LO}.

As is shown'in Fig. 6.3, when E /N, <-1.2, the optimum occurs at ¢, =1. As the SNR in-
creases such that E,/N, >-1.2, the optimal ¢, decreases with SNR, starting from 1 to about
0.91 when E, /N, = (or 7, —0). Compared with the results for S-DRF/RT, given a fixed
E,/N, >-1.2, the optimal ¢, in Fig. 6.3 is slightly greater than that in Fig. 6.2. This is due to
the fact that the power allocated to the relay will be wasted if the relay fails to decode when
S-DF/Idle relaying scheme is adopted. Therefore, more power (compared to S-DRF/RT) should

be allocated to source to avoid this power waste.
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Fig. 6.3. The curves of L,, L and L, for Network-9 with different values of E, /N, .

(PA-MGEC on S-DRF/Idle)

6.3.3 PA-MGEC on S-DRF/AF

For S-DRF/AF, (6.24) becomes
A 2
M, (a)+a0DZZ‘ho‘j|
je®

~lrje

2

2
ao‘ho,j‘ o; ‘hj,R+l

2 +ZD(1)

=min{> DY |h. ..
Det JZ;‘ J‘ e ao‘hoyj‘2+aj‘hj,mz+NO/PT
2,
+a0DlZ‘hO’j‘ o/
je®
min{4-a,-1+16-¢,-10,16- ¢, -1+ 4- o, 10}, 0 ={1}
- 4.0y-1+4- %4210 +a,-4-4-79, =0

ay-4+0a,-10+ N, /P,
min {160 —156¢,,40 - 24a,}, © = {1}

= 200, + 160¢, (1- )

-1, =7
10-6a, + N, /Py ' : (6.31)
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Define

L, =160-156¢,
L, =40-24¢, , (6.32)
160« (1— a, )

=200, + -
b =20 0 e N, P

which are plotted with different values of E,/N, in Fig. 6.4. Note that since what the relay
forwards is the same for all these 3 S-DF relaying schemes, L, and L, inFig. 6.4 are the same
as those for S-DRF/RT and S-DRF/ldle. The main difference is that the curve of L, now bends

to be concave, though it still shifts up as SNR increases (7, decreases).

To determine the optimal power, we need to maximize min {L,, L, L,}. As is shown in Fig.
6.4, when the SNR is very low, e.g., E, /N, <-1.2, the whole curve of L, is below both L
and L,, sothat min{Ly,L,L,}=L,. The problem turns to optimize L, alone. In this case, L,
iIs maximized at a, =1. (Note that the optimum could be somewhere else for different channel

realizations.) As the SNR increases such that E,/N,>-1.2, L, and L begin to intersect.
This intersection is chosen as the optimal power allocation. As the SNR further increases, the op-
timum moves to the intersection between L, and L,. Observing from Fig. 6.4, the optimal ¢,
decreases with SNR, starting from 1 to about 0.8 when E, /Ny (or 7, —0).

Not surprisingly, when SNR is low, all power is allocated to source. As the SNR increases,
the source power decreases to a final point. This final point ¢, =0.8 is even lower than that for
S-DRF/RT or S-DRF/Idle. This is because, in Network-9, the relay uses AF can provide a better

equivalent channel than re-transmission through the S-D link.
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Fig. 6.4. The curves of L,, L and L, for Network-9 with different values of E, /N, .

(PA-MGEC on S-DRF/AF)

6.4 Numerical Results

This section verifies PA-ABER and PA-MGEC on S-DRF through BER simulation and

compares them with PA-EG. In all the following numerical results, we use a half-rate convolu-

tional codes CC(171,133) with d, =10 and W, (d,)=33. The length of the information se-

quence is K =506 such that the length of the codeword is N =1024. The constellation
16-QAM is used. Note that the total transmit power is calculated as B =E, -R.-l where E, is
the bit energy, and R. =0.5 is the channel code rate.

As first, the power allocation and simulation results for examples in Section 6.3 with Net-
work-9 are provided. For S-DRF/RT, the optimal «,'s for both PA-ABER and PA-MGEC are

plotted in Fig. 6.5 as well as that for PA-EG. As was predicted in Section 6.3.1, when at low
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SNRs, e.g., E,/N,<-1.5, PA-MGEC allocates all power to source, and PA-ABER does so
when E,/N, <-5. As the SNR increases, the source power of both methods decline and finally
converge to about ¢, =0.9, as E,/N, >10. Generally, PA-ABER tends to allocate slightly less
power to source. The corresponding BER is given in Fig. 6.6, wherein PA-ABER outperforms
PA-MGEC by 0.4 dB at BER of 10~ and PA-EG by 1.1 dB. At high SNRs, PA-ABER and
PA-MGEC are expected to have the same performance, although the corresponding BER is too

low to be simulated.

0.9

0.8

0.7

0.6

0.4

0.3

0.2} —O— PA-EG
—H8— PA-ABER
0.1 —¥— PA-MGEC

0 r
-5 0 5 10 15 20

Eb/N0

Fig. 6.5. Power allocation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DRF/RT relaying scheme.
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Fig. 6.6. BER simulation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DRF/RT relaying scheme.

For S-DRF/ldle, the optimal e, 's for both PA-ABER and PA-MGEC are plotted in Fig.
6.7 as well as that for PA-EG. As was predicted in Section 6.3.2, when E /N,<-15,

PA-MGEC allocates all power to source, and so does PA-ABER. As the SNR increases, the

source power of both methods decline and finally converge to about ¢, =0.91, as E,/N, >10.

Similarly, PA-ABER tends to allocate slightly less power to source than PA-MGEC. Compared

with S-DRF/RT, the ¢,'s in Fig. 6.7 are higher than those in Fig. 6.5 for all E,/N,>-1.5. The
corresponding BER is given in Fig. 6.8, wherein PA-ABER outperforms PA-MGEC by 0.3 dB
and significantly outperform PA-EG with about 2.2 dB gain at BER of 10, which is larger than

the gain for S-DRF/RT.
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Fig. 6.7. Power allocation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DRF/Idle relaying scheme.
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Fig. 6.8. BER simulation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DRF/Idle relaying scheme.

117



For S-DRF/AF, the power allocation results are plotted in Fig. 6.9. As was predicted in
Section 5.3.4, when E, /N, <-2, both method allocate all power to source. As the SNR increas-
es, the source power declines and finally converge to about «,=0.607, as E,/N,>16.
PA-ABER tends to allocate slightly less power to source than PA-MGEC. Compared with
S-DRF/RT and S-DF/Idle, the «,'s in Fig. 6.9 are lower than those in Fig. 6.5 and Fig. 6.7. This
is because S-DF/AF is even less sensitive to decoding failure at relay. Thus, power allocation
tends to put more power on relay for transmitting the packet through the R-D link, which is better
than the S-D link. The corresponding BER is given in Fig. 6.10, wherein PA-ABER outperforms
PA-MGEC with 0.5.dB at BER of 10 and outperforms PA-EG with about 0.7 dB gain at BER

of 10°.
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Fig. 6.9. Power allocation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DRF/AF relaying scheme.
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Fig. 6.10. BER simulation results for PA-EG, PA-ABER and PA-MGEC on Network-9 with

S-DRF/AF relaying scheme.

For more relays, Network-14 with 2 relays and setup in Table VII with ,u(o)zye,

e =u, and u® =y, (see Fig. 6.1) is considered. For S-DRF/RT, the power allocation re-

sults are plotted in Fig. 6.11. In Fig. 6.11, the source power ratio is 1 when E, /N, <-2 for both
schemes, and then decays as the SNR increase. The power allocation results of PA-ABER and
PA-MGEC are rather close. Note that in this example; relay 1 is less preferable than relay 2 so
that only little power is allocated to relay 1. The reason is simply that the S-R link to relay 1 is
not as good as that to relay 2, which leads to a higher probability of decoding failure at relay 1
(compared to relay 2). The BER performance is provided in Fig. 6.12, where PA-ABER performs
best, closely followed by PA-MGEC. PA-ABER and PA-MGEC outperform PA-EG by 1 and 0.8

dB at BER of 107, respectively.
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For S-DRF/Idle, the power allocation results and the BER performance are provided in Fig.
6.13 and Fig. 6.14, respectively. Similarly, both methods tend to be more conservative on allo-
cating power to relays than those for S-DRF/RT, and the gains in BER are larger than those for
SDRF/RT because the proposed methods suffer from less power waste. For S-DF/AF, the results

are provided in Fig. 6.15 and Fig. 6.16.

Table VI1. Network setup for Chapter 6

Networks S-D link S-R link R-D link
. , g |ho,1‘2 =2, ‘h1,3‘2 =10,
Network-14 Ihys| =|h3 =|n$3f" =2
2 2
s =4 Ihoof =5
hei| =4, i =2,
Network-15-| = |n,.f =|h®[ = |h@[ =1
2 2
‘h0’2| =4 ‘hm‘ =2
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Fig. 6.11. Power allocation results on Network-14 with S-DRF/RT relaying scheme.
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Fig. 6.12. BER simulation results on Network-14 with S-DRF/RT relaying scheme.
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Fig. 6.13. Power allocation results on Network-14 with S-DRF/Idle relaying scheme.
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Fig. 6.14. BER simulation results on Network-14 with S-DRF/Idle relaying scheme.
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Fig. 6.15. Power allocation results on Network-14 with S-DRF/AF relaying scheme.
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Fig. 6.16. BER simulation results on Network-14 with S-DRF/AF relaying scheme.
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Another results for the 2-relay network is provided with setup of Network-15 in Table VII.
In Network-15, the two relays have the same power gain on S-R links, and so are their R-D links.
The mappers used are the same as those in Network-14. The power allocation results and BER
performance are given in Fig. 6.17 and Fig. 6.18 for S-DF/AF. Observing from these figures,
PA-ABER is still the best, and our proposed methods still provide non-trivial gain to PA-EG.
Note that, although power gains of the S-R and R-D links of relay 1 and relay 2 are the same, the
mappers used are different. Therefore, the resulting ¢, and «, are not the same. (For more

power allocation examples, please refer to [50].)
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Fig. 6.17. Power allocation results on Network-15 with S-DRF/AF relaying scheme.
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Fig. 6.18. BER simulation results on Network-15 with S-DRF/AF relaying scheme.

6.5 Summary

This Chapter extends the results in Chapter 5 to BICM-coded cooperative networks with
S-DREF relays. The DREF relays are allowed to change the mappers before forwarding so as to ob-
tain an addition remapping gain. We discuss how PA-ABER and PA-MGEC are applied with re-
mapping. Examples are provided to demonstrate how power is allocated, and numerical results
confirm that the proposed method outperform PA-EG with large margins for different network

setups.
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Chapter 7

Conclusions

This dissertation investigates the performance analysis and power allocation for BICM-coded
cooperative network.

For the performance analysis, this dissertation considers S-DF relaying over Nakagami-m
fading channels. Unlike the existing works which adopt an un-coded, symbol-by-symbol for-
warding strategy. This dissertation considers the BICM-coded cooperative relaying network with
packet-by-packet forwarding strategy. Two types of S-DF schemes are investigated: S-DF/RT and
S-DF/Idle. The analysis of BER at the destination is proposed and the diversity orders of the
network is derived for both fast-fading and block-fading channels. Simulation results are given to
show the effectiveness of our results in different modulations, number of relays and channel con-
ditions.

For the power allocation, 4 relaying modes are considered: AF, S-DF/Idle, S-DF/RT and
S-DF/AF. Based on perfect channel state information, power is allocated to minimize the BER at
the destination. For AF, the equivalent channel is adopted as the cost function for optimization.
For S-DF, two power allocation methods are proposed. PA-ABER employs an approximate BER
as a cost function, which is then proved to be convex for each relaying mode and then optimized
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through the gradient method. PA-MGEC transforms PA-ABER to a max-min problem and then
adopts MGEC as the cost function. Specific solutions are proposed for optimizing the MGEC of
the 3 relaying schemes. Furthermore, PA-ABER and PAMGEC are shown to be applicable to
DRF relays, which are allowed to choose different constellation mappings from that of source so
as to obtain a remapping gain. Numerical results show that both of the proposed methods outper-
form the equal gain power allocation by large margins with or without remapping.

Some possible extensions and future research topics are addressed in the following. The per-
formance analysis can be further extended to different relaying schemes (S-DF/AF, cooperative
H-ARQ), multi-carrier systems (OFDM), different network topologies (multi-hops, inter-relay
links). The methodology used in.the power allocation can be applied to relay selections, coopera-

tive H-ARQ, or mapping design for DRF relays.
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Appendixes

Appendix A: Proof of Lemma-1
Starting from the expectation in (3.6), we have
E, [exp[(—s +5%) ahzﬂ =f. p (h)et* ™ dn
mh?

— 2 m x 1. o (—s+sz)alh2
_IO —F(m)(Q) h?" e 2¢ dh. (1)

i)

According to [47] (pp. 337), the remaining integral can be exactly evaluated by using the formula

J.oo th_le—(g—(—Hsz)ajhz dh

0

> m n r
.[O X" exp| —Bx ]dx:$ (2)

with » =(m+1)/n, providing that 4> 0. Therefore, (1) becomes

(1—(—s+ sz)gaj ©)
m
with the ROC determined by the necessary condition £ >0, which leads to
m
s?—s<—. 4
o (4)

Using the method of competing the square, the ROC is

1 m 1 1 m 1
—— f—+—<s<—+,f—+—. (5)
2 \Qa 4 2 \Qa 4

Q.E.D.
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Appendix B: Proof of Lemma-2

As x— oo, we first ignore the '1'" in the product of (3.33) so that

.~ R b;
1mj_w11(l+ajx(t2+%JJ dtl
j=

t?+=

-b;
(ajx(t2 +%D dtl : (6)
=0 t?+=

4
E ﬁ 8" I:( ] [Zb H] dt xzb

Using (3.20) to evaluate the remaining integration in (6) yields

R ~bj ;5 Y 7ij
"mfiﬂ(“aﬂ(t”%jj o= daf]e 2L N 7
j=0

X—>00 1 > R
t2+z L (Zj:obl)!!

Appendix C: Concavity of M, (@)

The concavity of M, (@) can be directly proved through Hessian matrix []. However,

the Hessian matrix of M, (a) could be large and cumbersome, especially when R is large.

This appendix provides an alternative method.

We would like to show that each term in the summation of (5.7) is concave so that the sum
of concave functions remains concave. Since the first term %‘ho,m‘ is linear to a, it is also

concave to a. Thus, the problem becomes to show that each term in the summation of (5.7) is
concave. It is equivalent to prove a sub-problem: Prove the concavity of

a; ‘hij(k)r % ‘ho,j (k)‘z

‘hj,ml(k)‘z a;+a, ‘ho,j (k)‘z +N, /P

(8)
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under the constraint o, +a; =1 > For simplicity, re-write (8) as
1 a7t

h(a):[aa*1+b(1—a) +eaba ™ (1-a) } , (9)

where a =a,, az‘hovj(k)‘_z, bz‘hjvm(k)‘_2 and &=N,/P, . Taking the first derivative of h

yields

-2

oh -1 -1 -1 -+
%Z[aa +b(1—0!) +&aba (1—a) ] ’ (20)

| +aa® ~b(1-a)%+ saba* (1-a)" ~saba (1-a)” |

and the second derivative is

2 =
SC; =£[aa'l+b(1—a)_l+gaba’l (1—05)_1} :
‘[a([z —b(l—oz)_2 +caba™ (1—05)_l — caba™ (1—0{)_2}
= Z[aa‘l +b(1—05)_1 +caba ! (1—0()_1]3
|: -2 =7 -2 -1 1 272
{ag? -b(1-a)*+zaba? (1-a) " - saba(1-a)" |
_2[aa-1+b(1—a)-1+gaba-1(1-a)'l]‘2
-[aaf3 +b(1- 05)73 +gaba (1~ a)fl +cabat (1—05)_3 —caba? (1- a)_z}
= Z[aa’l +b(1—0¢)7l +cabat (1—05)71]2
[ a1 b % 2t
aa +b(1—a) + gaba (1—a) ]
2 -2 ) -1 4 272
. -[aa —b(l—a) + caba (1—a) —gaba (1—a) }

—[aoz‘3 +b(1- 05)_3 +eaba * (1- a)_l +eaba ™ (1- oz)_3 —eaba (1- a)_z} . (11)

Since 2[aof1+b(1—oz)_1+gabof1 (1—0:)_1] is always positive, the problem becomes to de-

termine the sign of the other term. With some arrangement, it becomes

® Note that if h is concave in the region a,+a;=1, h isalsoconcavein a,+a;=¢ forany O<e<1l.
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2

a(l-a) a b cab gab
2 2 T3 B 2

a(l-a)+ba+zcab| a® (1-a) o’(l-a) a(l-a)

a b gab gab gab

@ (a) @'(-a) all-a) o(-a)

B a(l—a) [a(lac)zbczergab(loz)gaba}2

B a(l-a)+ba+cab 052(1—05)2
~ a(l—oc)3 +ba’ + cab (1—05)2 +eaba’ —saba (1-a)
b (1—05)3
2 2 2
1 [a(l—a) —ba +eab(1—a)—eaba}
B a(l—a)+ba+5ab ot (1—a)3
~ a(l—oz)3 +ba? +gab(l—05)2 +caba’ —caba (1-a)
o (1—0[)3
1 1

a(l-a)+ba +sab o° (1—05)3
[a(l—o:)2 —ba® +cab(1-a)- gaboc}2 (12)

—[a(l—oz)3 +ba’ + gab (1—0:)2 +caba’® — saba (l—a)][a(l—a)+ ba +gab]
Again, because both «° (1—0;)3 and a(1-a)+ba+cab are always non-negative in the region
0<a <1, the problem further reduced to the determination of the sign of the other term, which is

[a(1-a) ~ba?+ sab(1=a) - sabor |

—[a(l—a)3 +ba’ +gab (1= +saba’ — saba (1—a)][a(l—a)+ba +zab |

- 2(1=a) + o’ +eabtiea) ¥ etadbial =2abal (1-a) + 268%("a)
— Zsalha (1-a)’ - Reab’a® (1-a)+ 2eable’ ~ Xg*a®hla(1-a)

_M+aba(l—a)3+M+aba3(l—a)+b%(w |

|+ cadbft=a) +sab’a(l-a) +eabioa) +satba’ (1-a) teabla’

- —2_aba2 (1-a)' -sa’ba(l-a) —cab’a® (1-a)-c’a®’a(1-a)
—aba(1-a)’ —aba® (1-a)-cab’a(1-a)’ —sa’ba? (1-a) : (13)

Since 0<a <1, all terms in the last row of (13) are non-positive, implying that the second de-
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rivative of h is non-positive. Thus, (8) is a concave function of ¢, . (Note that with exchanging

the roles between «, and «;, e.9, a;=a and a,=1-«, the same result for «; can also

be proved.) Therefore, M, (a), which is the sum of concave functions, is also concave. Q.E.D.

Appendix D: Convexity of G(a)

To show the convexity,  first = re-write G(“):Z@c{m ..... R}F®(a) and

Fo(a)=h(q,,0,)=0,-0,, where q, =g, and q2=H?:o KW, (df)N;fgj. We aim to show

that F,(a) is convex for any ©, and so is G(a) which is a sum of convex functions. Ac-

cording to [80], Fg(a) Is convex if (a) h s convex in each argument, (b) h is

non-decreasing in each argument and (c) both g, and g, are convex. Firstly, (&) and (b) can be

proved to be true by evaluating the first and second derivatives of h- w.rt. g, and ¢,. Now

consider the convexity of g, and g,. According to [80], a function S(T(a)) Is convex if S

IS convex non-increasing and T is concave. Define S(x) = a,x */*e *, By evaluating the first
and second derivatives of S, it can be shown that S is convex non-increasing in the region
x>0 for any a >0, a,>0 and any positive integer a,. Let T(a)=M,(a). In S-DF/RT,

we have

2

, (14)

R
M@(“):Z“J‘hmﬂ
j=0
which is the minimum of linear functions of a, is positive and convex. Since we can write

q1:S(T (u)) by properly choosing a,, a, and a,, g, is convex. Similarly, g, can also be

proved convex by letting T (a)=c,.
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Appendix E: Proof of Lemma-3
Since DY <DV forall j,one has

R . R .
Dia=) Da, <> D{a, =Dja, (15)

i=0 i=0

forany a with non-negative entries, and thus,

M (a)=minD'a= min D'a. (16)

De¥ De{¥\D,}

One can remove D, from ¥ wit hanging v '0 .D.

\X 1896
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