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摘      要 

 

 

 

持續縮小元件大小的互補式金氧半導體製程技術造成了在晶片上的高功率密度。這個事實導致

在超大型積體電路上有很高的晶片溫度。晶片溫度將會影響到電路效能以及可靠度。此外，亦

會增加電路的消耗功率。因此，許多研究者已致力於發展將溫度視為導向之一的電路最佳化以

及效能分析技術。由於將熱傳視為導向的最佳化引擎需要在最佳化過程中執行許多次的熱傳分

析，因此在以熱傳為導向之一的設計流程中需要一個準確且快速的熱分析器。為了提供前端設

計流程的熱傳分析，此博士論文中發展了三個準確且快速的熱傳分析器。 

 給定了晶片上的功率分布之後，第一個分析器首先利用一組基底來表示晶片上的溫度。得

到晶片溫度的表示式之後，我們發展了一個基於快速傅立葉轉換的演算法來計算出晶片的溫度

分佈。基於以上的分析架構，第一個分析器也提供了堆疊晶片(stacked package)以及無接觸連

線(contactless interconnection)架構的三維度積體電路之熱傳分析功能。  

 為了考慮製程變異以及溫度對於漏電功率的影響，第二個分析器提供了兩種熱電分析架構

以快速且準確地估計晶片溫度的擾動。此外，為了提供更有意義的熱傳丈量尺度給前端設計之

最佳化引擎，第二個分析器也準確且快速地提供了晶片上熱傳可靠度分布圖(thermal yield 

profile)。在此，熱傳可靠度分布圖為晶片溫度小於一個使用者給定之臨界溫度的機率分布圖。

 為了提供以矽穿孔(through silicon via)技術為架構的三維度積體電路之熱傳分析，第三

個分析器提供了一個基於查表法的分析架構。利用此查表法的分析架構，耗時的熱傳電導矩陣

處理過程將可以被避免。 

 我們的實驗已驗證了以上三個熱傳分析器具有高度的估計準確率以及分析效能。 
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ABSTRACT 

 
  
 The continuously scaling down of the CMOS technology results in high on-chip power density, 
and this fact leads to high on-chip temperature in modern very large scale Integration (VLSI) circuits. 
On-chip temperature influences the performance and the reliability, and it also increases the power 
consumption of the circuits. Therefore, researchers have devoted to thermal-aware optimization 
techniques. Since the thermal-aware optimization engines require performing numerous thermal 
simulations in their optimization loops, an efficient and accurate thermal analyzer is essential for 
thermal-aware design flow. In this dissertation, three accurate and efficient thermal simulators for 
early stage thermal-aware design engines are proposed.  
 Given the deterministic on-chip power profile, the first simulator represents the on-chip 
temperature profile by a set of bases. Then, a fast Fourier transform based algorithm is developed to 
obtain the on-chip temperature profile. Based on the above simulation framework, the first proposed 
simulator also provides the thermal simulation for the stacked-chip or the contactless interconnection 
based three-dimensional integrated circuits (3-D ICs). 
 To take into account the impacts of the process variation and the temperature to leakage powers, the 
second simulator provides two electro-thermal simulation frameworks to accurately and efficiently predict 
the fluctuation of on-chip temperature profile. Moreover, to ensure the on-chip thermal reliability and 
provide more meaningful thermal costs for thermal-aware design engines, the second simulator can 
efficiently deliver the thermal yield profile, which is the probability profile of the temperature being less or 
equal to a user specified threshold temperature. 
 To provide the thermal estimation for early stage thermal-aware design engines for the through 
silicon via based 3-D ICs, the third proposed simulator provides a look-up table based thermal 
simulation framework. With the look-up table based framework, the time consumed dealing processes 
for the thermal conductance matrix of the equivalent thermal circuit can be avoided. 
 The  experimental results have demonstrated the high-accuracy and high-efficiency of all the three 
proposed thermal simulators.  
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Chapter 1

Introduction

In this chapter, several major thermal related issues of modern VLSI design will be summa-

rized in sections 1.1–1.3. Then, the description of thermal-aware design flow, the essentiality of

the thermal simulation and the review of existing thermal simulation methods are given in sec-

tions 1.4 and 1.5. Finally, the contribution and organization of this dissertation are summarized

in sections 1.6 and 1.7.

1.1 Thermal Related Issues of Modern VLSI Design

1.1.1 Timing and Reliability Issues

Since the threshold voltage and carrier mobility are temperature-dependent, the drain current

is affected by temperature fluctuations. Therefore, the propagation delay of gate will drift

while the gate operating at different temperature. The propagation delay of a metal-oxide-

semiconductor field-effect transistor (MOSFET) can be approximated as follow [11, 12].

td (T ) =
CLVdd

Id (T )
=

β × µeff (T )(
Vg − Vth (T )

)α , (1.1)

where

β =
LeffCLVdd

WCox
, (1.2)

and CL is the load capacitance, Vdd is the supply voltage, Id is the drain current in the saturation

region, Cox is the gate oxide capacitance, Leff is the effective channel length, W is the channel

width, Vg is the gate voltage, α is the velocity saturation index, T is the operating temperature,

µeff(T ) is the effective carrier mobility and Vth(T ) is the threshold voltage. The temperature
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dependences of µeff(T ) and Vth(T ) can be illustrated by following equations [13].

nMOS :Vth (T )=Vth (T0) +

(
KT1 +

KT1L
Leff

+ VbseffKT2
) (

T
T0
− 1

)
, (1.3)

pMOS :Vth (T )=Vth (T0) −
(
KT1 +

KT1L
Leff

+ VbseffKT2
) (

T
T0
− 1

)
, (1.4)

µeff (T )=U0

(
T
T0

)Ute{
1+(Uc (T ) Vbseff+Ua (T )) θ (T ) + Ub (T ) θ2 (T )

}−1
, (1.5)

where

θ (T ) =

(
Vgst + 2Vth (T )

TOXE

)
, (1.6)

and T0 is the reference temperature, KT1 is the temperature coefficient of threshold voltage,

KT1L is the channel length corresponding temperature coefficient of threshold voltage, KT2

is the temperature inducing body-bias coefficient of the threshold voltage, Vbseff is the effective

substrate to bias voltage, U0 is the mobility at the reference temperature, Ute is a fitting co-

efficient, TOXE is the electrical gate-oxide thickness, Ua is the first-order mobility degradation

coefficient, Ub is the second-order mobility degradation coefficient and Uc is the coefficient of

the mobility degradation inducing body effect.

According to equations (1.1)–(1.6), the temperature fluctuation drifts the propagation delay

of a MOSFET. The above phenomenon is illustrated in Figure 1.1(a). As shown in Figure 1.1(a),

the gate delay is increased by the operating temperature. Besides the above phenomenon of a

MOSFET/gate, Khan et. al. [12] have addressed that the on-chip temperature profile induces

considerable variations of the full-chip circuit performance beyond the 90nm technology nodes.

In addition to the effect of the gate delay, the temperature dependence of the wire resistance

r can be written as

r = ρ0 (1 + αT ) , (1.7)

where ρ0 is the resistance per unit length at 0 oC and α is the temperature coefficient of the

resistance per unit length (1/oC). Since the delay of wire is proportion to the resistance, it

will be impacted by the temperature. To illustrate the above phenomenon, the temperature

dependences of the wire delay corresponding to different lengths are shown in Figure 1.1(b).
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Figure 1.1: The temperature dependences for the delays of gates and interconnects. (a) The
temperature dependency of a NAND gate at the 65nm technology node. (b) The temperature
dependences for the delay of interconnect corresponding to different wire length L (reprinted
from [1]).

As shown in Figure 1.1(b), the wire delay will be increased by the operating temperature. And

the longer the wire length is, the larger the temperature inducing wire delay is.

The temperature dependences of gates and wires result in several design issues. For exam-

ple, the non-uniform on-chip temperature profile may induce the timing fault of the design [14].

As shown in Figure 1.2, the non-uniform on-chip temperature profile results in different delays

of the wires and the registers/gates at different positions of the chip. Therefore, the clock skew

occurs even though the clock tree is designed as a symmetric H-shape topology with equal dis-

tances to the registers. Moreover, based on Black’s equation [15], the median-time-to-failure

(MTF) of wire can be written as

MT F = A j−n exp
(

Q
kBTm

)
, (1.8)

where A is a geometry-dependent constant, j is the average current density, n is an empirical

constant with its value being 2 for the normal condition, kB is the Boltzmann’s constant and

Tm is the temperature of the wire. As shown in equation 1.8, the MTF of wire negatively

and exponentially depends on the operating temperature. Therefore, high on-chip temperature

degrades the lifetime reliability of the circuit.
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Figure 1.2: An example for illustrating the non-uniform on-chip temperature profile inducing
clock skew.

1.2 The Effects of Temperature and Process Variations on the
Leakage Powers

Due to the shrinking of device geometries, it is more difficult to control the physical device pa-

rameters. The growing variability of physical device parameters, such as the effective channel

length and the gate oxide thickness, can induce considerable leakage power fluctuations. Since

the on-chip temperature is transformed from the on-chip power, the fluctuations of on-chip leak-

age powers lead to the thermal simulation with nominal leakage powers is no longer effective to

predict the on-chip temperature. In addition, since the leakage powers depend on the operating

temperature, the temperature-power coupling effect occurs. This leads the electro-thermal anal-

ysis to be more concerned for ensuring the thermal reliability. In this chapter, we will introduce

the temperature and process variations issues of two major leakage powers, gate tunneling and

subthreshold leakage powers, and highlight its impacts on the on-chip temperature.

1.2.1 Subthreshold Leakage Current

The subthreshold leakage current of a MOSFET is defined as the conduction current between

source and drain in “OFF” state. The subthreshold leakage current of the MOSFET can be
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Figure 1.3: The temperature and process variation dependencies of subthreshold and gate tun-
neling leakage currents of a NAND gate at 65nm technology node. (a) The temperature and
process variation dependencies of subthreshold leakage current. (b) The temperature and pro-
cess variation dependencies of gate tunneling leakage current. Here, L is the device channel
length, and its unit is nm. tox is the oxide thickness, and its unit is
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written as [16, 17]

Is = I0 exp
(
Vgs − Vth

nkT/q

) (
1 − exp

(
−Vds

kT/q

))
, (1.9)

where

I0 = µ0Cox

(W
L

) (kT
q

)2

e1.8, (1.10)

and Vgs is the gate-to-source voltage, Vth is the threshold voltage, n is the subthreshold swing

factor, k is the Boltzmann’s constant, T is the operating temperature, q is the charge of an

electron, Vds is the drain-to-source voltage, µ0 is the low field carrier mobility, Cox is the gate

oxide capacitance, W is the channel width and L is the channel length.

According to the above model, the subthreshold leakage current exponentially depends on

the operating temperature. Although the exponential dependencies for channel length L and

oxide thickness tox are not shown in equation (1.10), the subthreshold leakage current exponen-

tially depends on L and tox because Vth is a function of these physical device parameters [18].

To illustrate the dependencies of the temperature, the channel length and the oxide thickness

for the subthreshold leakage current, the HSPICE simulation result for a NAND gate at 65nm

technology node is shown in Figure 1.3(a).
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1.2.2 Gate Tunneling Leakage Current

According to quantum mechanics, carriers have a finite probability to tunnel through the gate

oxide. The current generated by these carriers is so-called the gate tunneling leakage current

and have been characterized by BSIM4 gate tunneling model [19]. For describing the major

parameters that affect the gate tunneling leakage current, BSIM4 model for the gate tunneling

leakage current is simplified as [16, 20]

Ig = (A ·C)(W · L) exp
(
−B ·

tox

Vgs
α

)
, (1.11)

where A = q3/8πhφb, C = (Vgs/tox)2, W is the channel width, L is the channel length, B =

8π
√

2moxφ
3/2
b /3hq, tox is the oxide thickness, Vgs is the gate-to-source voltage, α is a parameter

with range from 0.1 to 1 depending on the voltage drop across the oxide (a typical value is

0.22867), h is the Planck’s constant, mox is the effective mass of electron/hole, q is the charge

of an electron, and φb is the barrier height for electrons/holes in the conduction/valance band.

The value of φb is 3.1eV for electron and 4.5eV for hole.

According to the above empirical model, the gate tunneling leakage current negatively and

exponentially depends on the oxide thickness. When the value of the oxide thickness is larger

than 20Åm, the gate tunneling leakage current is relatively small comparing with other leakage

currents, such as the subthreshold leakage current. However, the gate tunneling leakage current

increases 2.5× for 1Åm decrease of oxide thickness. This results in over 30× increase of the gate

tunneling leakage current per technology generation [21]. Therefore, the gate tunneling leak-

age current becomes an important factor in the advanced technology node, e.g the sub-100nm

technology node [22]. Furthermore, although the dependencies of the temperature are not ex-

plicitly shown in equation (1.11), based on the SPICE simulation with BSIM4 model [23], the

gate tunneling leakage current weakly depends on the temperature. To illustrate dependencies

of the temperature, the channel length and the oxide thickness for the gate tunneling leakage

current, the HSPICE simulation result for a NAND gate at 65nm technology node is shown in

Figure 1.3(b).
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1.2.3 Leakage Powers Inducing Electro-Thermal (Temperature-Power)
Coupling Effect

Generally, the on-chip power consumption Pchip consists of dynamic power and leakage power,

and it can be calculated by [24]

Pchip = S actCtotalV2
dd f + VddIleak, (1.12)

where S act is the average switching activity of gates, Ctotal is the total load capacitance of gates,

Vdd is the supply voltage, f is the operating frequency and Ileak is the total leakage current of

gates.

In the right hand side of equation (1.12), the first term is the dynamic power induced by

the charging and discharging currents to the load capacitance of gates, and the second term is

the leakage power induced by the leakage currents of gates. As mentioned in sections 1.2.1

and 1.2.2, the leakage powers exponentially depend on the operating temperature, and the on-

chip leakage power will catch up with the on-chip dynamic power beyond the 90nm technology

node [24,25]. On the other hand, the on-chip temperature is transformed from the on-chip power

consumption. Therefore, electro-thermal (temperature-power) coupling occurs, and it induces

the thermal reliability issues in the modern VLSI designs. For example, thermal runaway [26]

may happen if the elector-thermal coupling is not well concerned during the package and the

cooling system design.

The mechanism of electro-thermal coupling is exhibited in Figure 1.4. First, with an initial

on-chip temperature, the initial on-chip power consumption is obtained. Based on the zeroth

law of thermodynamics [27], surplus powers, which can not be dissipated by the package and

the cooling system, will transform into heat for achieving the equilibrium of the generating

and dissipated powers; therefore, the on-chip temperature increases. On the contrary, as the

power dissipation capacity of the package and the cooling system is larger than the generating

power of the chip, the on-chip temperature decreases. Because the leakage power consumption

depends on the temperature, the total power consumption will change after the temperature is

updated. With repeating the above mechanism, if the equilibrium of the generating and dissi-

pated powers of the chip can be achieved, stable on-chip temperature and power consumption
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Figure 1.4: The mechanism of electro-thermal coupling.

are accomplished. On the contrary, if the thermal equilibrium can not be achieved1, the chip

thermally runs away. For example, as shown in Fig 1.4, the red curve indicates the generating

power of the chip operating at different temperatures. The straight line indicates the maximum

power that can be dissipated by the package and cooling system at different operating temper-

atures. Given an initial temperature T1, the stable operating temperature TS can be achieved

after electro-thermal coupling is proceeded. On the other hand, if the initial temperature is T2,

the thermal runaway occurs.

As the example illustrating, it is important to consider the electro-thermal coupling to ensure

the thermal reliability of the circuit.

1.2.4 Variations of Physical Device Parameters

The shrinking of device geometries has leaded to considerable variations of physical device pa-

rameters. As mentioned in sections 1.2.1 and 1.2.2, leakage powers are sensitive to the physical

device parameters, such as the channel length and the oxide thickness. Therefore, the variations

of physical device parameters will induce considerable fluctuations of the leakage powers. As

shown in Figure 1.5, Borkar et. al. [2] have pointed out that 30% process variations can cause

about 20× leakage power fluctuations. Because of the electro-thermal coupling, this will result

1The curves of the generating power of the chip and dissipated power of the package and the cooling system
do not have intersection points, or the initial operating temperature is not well chosen [26]
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Figure 1.5: Parameter variations impacts on the leakage currents (reprinted from [2]). Here, the
y-coordinate indicates the normalized occurrence frequency of the value of the device channel
length, and the x-coordinate indicates the normalize value for the subthreshold leakage currents
(Isb).

in considerable fluctuations of the on-chip temperature and the temperature inducing leakage

power fluctuations. Therefore, under process variations, the on-chip temperature and leakage

power should be treated statistically, especially for the leakage power dominated technology.

1.3 Three-Dimensional Integrated Circuit and Its Thermal
Issues

The rapid growth of the functionalities and performance requirements of the computer and in-

formation technology industry leads to the continually scaling down of the technology. This

fact degrades the routability and induces longer interconnects, and limits the performance of

planar (two-dimensional) integrated circuits (2-D ICs). For example, the longer interconnect

increases the delay of the signal transmission, raises the on-chip power consumption [28], and

results in the issues such as signal integrity and routing congestion. With the vertical inter-

connect strategy, three-dimensional integrated circuit (3-D IC) can reduce the wire length, the

transmission delay, the interconnect power and the chip area. Therefore, in recent years, 3-D

IC has been regarded as an effective design strategy to overcome the performance bottlenecks

of 2-D ICs [3, 29–33].

As shown in Figure 1.6, there are several implementation categories of 3-D IC [3]. The
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Figure 1.6: Implementation categories of 3-D ICs (reprinted from [3]). (a) Wire-bonded
structure. (b) Microbump-3D package structure. (c) Face-to-face structure. (e) Contactless-
capacitive with buried bumps structure. (f) Contactless-inductive structure. (f) Through silicon
vias (TSVs) based structure with silicon substrates on bulk. (g) TSVs based structure with
silicon substrates on insulator (SOI).

wire-bonded structure stacks tiers, and transmits the signal between tiers by using the wires

connecting to the board. This category suffers from the limitation on the resolution (for example,

35µm pitch between 15µm wires) of wire bonders on the board. Therefore, it is only practical

for the design with small amount of inputs/outputs (I/Os) between stacked dies.

With the package technology, which can assemble fabricated tiers into a set of carrier wafers

with a fixed size, the microbump-3D package structure connects signals between tiers by em-

ploying the solder bumps on top surfaces of tiers and the interconnects connecting to peripheries

of tiers. This structure offers a much greater vertical interconnect density than that of the wire-

bonded structure. However, because it still requires routing signals to the tier periphery before

sending them back to the destination inside the tiers, this structure does not significantly reduce

the transmission delay.

The face-to-face structure flips the top tier, and connects top and bottom tiers by using the
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interconnects of the metal layers or the through-via approach. With this structure, the intercon-

nect length can be reduced. However, this structure is restricted to two tiers.

Different from the wire bonded, the microbump-3D package and face-to-face structures, as

shown in Figure 1.6 (e) and (f), the contactless-capacitive or the contactless-inductive structure

employs the capacitive or inductive coupling to communicate signals between tiers. However,

this structure suffers from the challenge for supplying DC power to tiers. Typically, engineers

use solder bumping to provide the DC power connectivity between tiers or between a tier and a

substrate. Since the distance between the two tiers will be resulted by solder bumps, there are

implementation difficulties to combine solder bumping DC connectivity and AC-coupled inter-

connection. For example, for ensuring the functionality of the capacitive coupling interconnec-

tion, the distance between tiers must be small enough to allow sufficient capacitive coupling.

Holes 
for 

TSVs

Conductive 
Materials

Bond Pads

Figure 1.7: The wafer bonding process of the TSVs based 3-D IC (reprinted from [4]).

Finally, as shown in Figure 1.6 (g) and (h), the structures of TSVs based 3-D ICs with

silicon on bulk and on insulator etch holes passing through silicon substrates and fill the holes
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with conducting materials to provide connectivity between tiers. Typically, these categories can

be implemented by the wafer bonding process [4]. The wafer bonding process of a 3-D ICs

consisting of three tiers are illustrated in Figure 1.7. First, as shown in Figure 1.7 (a) and (b),

the two tiers with completed circuits are planarized, aligned, and bonded face to face. Then, the

top handle substrate is removed. After that, as show in Figure 1.7 (c)–(d), holes for TSVs are

etched through the top tier. Then, the conducing material are formed to generate TSVs. Finally,

as shown in Figure 1.7 (d), the same process is repeated to generate the third stacked tier, and

bond pads are etched to generate the I/Os. Due to the ability of current technology, the physical

size of TSVs can be small (less than 50µm). Thereby, the TSVs based structures of 3-D IC

have the potential to offer the greatest interconnect density; currently, they are the most popular

implementation categories of 3-D ICs.

With the stacked tiers structure, 3-D ICs can also provide the flexibility for the mixed signal

design, the suitability for the circuit operating on different supply voltages, and the capability

for the heterogeneous integration. However, due to the higher power density and the ill of heat

dissipation capability, the operating temperature of 3-D ICs will be higher than that of 2-D

ICs. The tradeoff between the circuit performance and the thermal issue of 3-D ICs has been

studied. As indicated by [3, 32, 33], the expected performance and design reliability of 3-D ICs

are degraded because of the high temperature of 3-D ICs. Therefore, researchers have devoted

to deal with the thermal issues in different stages of 3-D IC design flow [34–38].

1.4 Thermal-Aware Design Flow

To ensure design qualities such as performance, power consumption and thermal reliability, re-

searchers have devoted to thermal-aware design techniques for dealing with the thermal issues.

The execution flow of thermal-aware design is shown in Figure 1.8. With the initial pack-

age/cooling system and the designed circuit, the power density profile, the thermal conductivity

profiles, and the thermal model of the chip are established by the thermal model establishment

process shown in D3 of 1.8. Then, the on-chip temperature profile is obtained by the thermal

simulator shown in D4 of Figure 1.8. After the on-chip temperature profile is obtained, the

circuit performances, such as the timing of the circuit, MTF of the interconnect and the power

12



consumption, can be evaluated. Then, the circuit performances are checked if they meet the

design requirement.

Thermal-Aware Design Flow

– Establishment of the power density 
and the thermal conductivity profiles

– Thermal modeling of the chip

— Package module and 
material selection
— Heat spreader/sink 
module and material 
selection
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System Design
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Timing Total Power
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Figure 1.8: Temperature-Aware Design Flow

If the design requirement is not satisfied, one branch for reducing the on-chip temperature is

to re-design the package and cooling system, and re-perform the processes shown in D3 and D4

of Figure 1.8 until the circuit performances meet the design requirement. Although the above

thermal-aware design strategy is direct and effective, advanced package and cooling systems

are expensive for reducing on-chip temperature [39].

Another design branch is to utilize circuit design techniques, such as thermal-aware floor-

planning and placement [34–38,40–42], thermal-aware clock-tree synthesis [43], thermal-aware

buffer sizing [44], thermal-aware voltage island generation [45, 46] and thermal-aware global

routing [47, 48]. In this branch, the adjustment of the circuit, the thermal model establishment

and the thermal simulation are performed until the circuit performances meet the design require-

ment. The above strategy is prevalent in modern VLSI design because it can meet the design

requirement with cheaper package and cooling systems.
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1.5 Review of On-Chip Thermal Simulation Methods

1.5.1 Simulation Methods of Deterministic On-Chip Temperature Profile

As mentioned in section 1.4, a thermal simulator is essential to obtain the temperature profile

for providing the thermal cost to different design techniques. In general, after the power and the

thermal conductivity profiles of the chip have been obtained, the temperature profile of the 2-D

or 3-D chip can be accurately obtained by solving the equivalent SPICE-compatible thermal

circuit generated by the finite difference method (FDM) [49, 50]. However, there are numerous

nodes in the equivalent SPICE-compatible thermal circuit. This leads to a highly computational

complexity for solving the on-chip temperature profile by employing the direct methods, such

as HSPICE simulation or the LU decomposition based solver of the modified nodal analysis

(MNA) system. Therefore, researchers have devoted to develop efficient yet accurate methods

to speed up the runtime of the thermal analysis [5, 51–59].

These advanced thermal simulators can be categorized into two classes, numerical and ana-

lytical methods. The numerical methods [51–59] firstly apply the FDM to generate the equiv-

alent SPICE-compatible thermal circuit, and then developed advanced numerical techniques to

solve the large scale MNA system. Wang et. al. [51] utilized the alternating-direction-implicit

(ADI) method to split the equivalent thermal circuit into different alternating directions, and al-

ternately performed the line smooth scheme in each direction. In [52,53], based on the moment

matching and the Krylov subspace projection techniques, the model order reduction techniques

were employed to improve the efficiency of transient simulation for the on-chip temperature

profile. Li et. al. [54] applied the multi-grid method to speed up the convergence rate of basic

iterative methods, and proposed a model order reduction scheme to further save the runtime of

the transient simulation. Based on the framework of the multi-grid method, Yong et. al. [55]

proposed the adaptive volume meshing and time-step selecting approaches to further reduce the

complexity of the thermal analysis. Due to the flexibility of dealing with the complex structure,

the numerical methods are the main stream in back-end design stages, such as the post layout

thermal verification.

As pointed out in [40–42, 57–59], temperature-aware design should be brought to early

design stages, such as floorplanning and placement stages. Since the detail layout of inter-
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connects is not available in early design stages, an appropriate thermal model is required for

the pre-layout interconnect layers. Therefore, Huang and Skadron el. al. [56–59] proposed

compact thermal modeling techniques for the package, the cooling system and the pre-layout

interconnect layers. With the compact thermal model, they proposed macro and grid based

thermal circuit modeling techniques for coarse and fine granularities thermal simulation of the

micro-architecture level design, respectively. Since their proposed thermal analysis method also

requires solving a SPICE-compatible thermal circuit, the advanced numerical methods stated

in [51–55] can also be adopted to further reduce the complexity.

The other category of thermal simulators, which is suitable for early design stages, is the

analytical method. The primary advantage of analytical approaches is that they avoid the volume

meshing procedure of entire substrate, and have closed-form representations of the on-chip

temperature profile. Hence, they are flexible to obtain the temperature profile of certain user-

specified regions without performing the full-chip thermal simulation. Furthermore, based on

the closed-form representations, the on-chip temperature profile can be fast evaluated without

solving the equivalent MNA system of the thermal circuit.

One existing analytical based full-chip thermal simulation technique is the Green’s function

based method [5]. The simulation framework proposed in [5] is executed as follows. First,

the closed-form of the steady state Green’s function corresponding to an impulse power source

locating at any arbitrary location of die is firstly obtained. After that, the steady state on-chip

temperature profile can be got by performing a table look-up method for obtaining the convolu-

tion of Green’s function and the on-chip power density profile. To deal with the low efficiency

of the look-up table method for the huge number of power sources, they approximated the on-

chip power density profile by cosine waveforms. After that, they casted the on-chip temperature

profile into the form of discrete cosine transform (DCT). With the fast Fourier transform (FFT),

their complexity for obtaining the on-chip temperature profile can be in O(MN log2 MN). Here,

M and N are numbers of divisions for representing the on-chip power density and temperature

profiles along x- and y-directions of die, respectively.

However, as their results exhibiting, a large truncation number of their basis functions is

required to achieve an accurate estimation of the on-chip temperature profile. Moreover, the
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numbers M and N are restricted to be the same with the truncation numbers of their basis func-

tions along x-, and y-directions of die, respectively. This results in the restriction of the mesh

size in their framework. Further, their formulation can only provide the steady state on-chip

temperature profile. Although the steady state on-chip temperature profile is more concerned in

thermal-aware physical design engines [34–38,42], as indicated by [56], the temporary charac-

teristics of the on-chip temperature are also important for the real-time dynamic thermal man-

agement with transient workloads. Therefore, although the existing analytical based on-chip

thermal analyzer [5] takes the advantage of their closed-form representation for the on-chip

temperature profile, it still requires improving strategies to extend their application scopes.

1.5.2 Simulation Methods of Statistical On-Chip Temperature Profile

As mentioned in section 1.2.4, the process variations induce leakage power fluctuations. For the

same designed circuit, this fact will lead to different temperature profile of different fabricated

chip. However, the thermal simulation methods mentioned in section 1.5.1 did not take into

account the process variations issues in their leakage power models. Thus, under the process

variations being considered, they are inadequate to precisely provide the on-chip temperature

profile, the hot-spot locations and the thermal related costs of thermal-aware design engines. To

provide the statistical characteristics of the on-chip temperature profile, one direct strategy is

to apply the Monte Carlo (MC) method. However, the MC method requires performing a large

amount of thermal simulations corresponding to the sampling points for the device parameters.

This leads the MC method to be inefficient for the practical application.

Instead of the MC method, Jaffari et. al. [9] proposed a recursive log-normal approximation

algorithm to obtain the mean and standard deviation profiles of the statistical on-chip temper-

ature distribution. Compared with the MC method, they have successfully demonstrated its

efficiency and accuracy for estimating the mean and standard deviation profiles of the on-chip

temperature distribution in the macro-architectural level. However, instead of constructing the

leakage power models for each type of macro/gate, their proposed leakage power models were

built for each bin (grid) of die. Hence, their bin based leakage power models need to be rebuilt

after the macros/gates are exchanged by the optimization engines such as floorplanners or plac-

ers. Since the establishment of their leakage power models require time-consuming HSPICE
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simulation and curve fitting, the re-establishing of the bin based leakage power models will de-

grade their efficiency for providing the thermal simulation in thermal-aware design flow. More-

over, their recursive log-normal approximation algorithm is restricted to their proposed leakage

power models. As a matter of fact, the leakage power model is going to be more complicated

for maintaining an acceptable accuracy level while the technology continuously scales down.

Thus, their simulation framework still requires to be reformed for dealing with more complex

leakage power models, which is required for more advanced technology generations.

Besides the issues of leakage power models, although they can provide the mean and vari-

ance profiles of on-chip temperature distribution, the figure of merit for identifying statistical

hot-spot locations is still ambiguous if only the mean and variance profiles are reported. For ex-

ample, if only the mean profile of the on-chip temperature distribution is employed as the figure

of merit, it is very likely (about 50%) to incorrectly indicate hot-spot locations. Furthermore, if

only the mean profile µT (r) and standard deviation profileσT (r) of on-chip temperature distribu-

tion are provided, by utilizing the Chebyshev inequality, a large temperature value is estimated

to ensure the 90% lower bound of thermal reliability, i.e. Tre f needs to be µT (r) + 3σT (r)

to ensure Prob
(
T (r) ≤ Tre f

)
≥ 0.9. Here, T (r) is the statistical on-chip temperature profile.

Since the Chebyshev inequality does not always get a tight lower bound for any type of random

variable2, its estimating reference temperature µT (r) + 3σT (r) might be an immoderately con-

servative constrain for the thermal reliability. This undesirable phenomenon can result in the

immoderate guard-banding for the circuit design.

As pointed by [13, 14, 60, 61] and mentioned in section 1.1.1, the gate delay is influenced

by the variations of device parameters and the operating temperature. Although Jaffari’s log-

normal random variable model [9] can compactly express the temperatures in bins, they are still

random variables correlating with the random variables for modeling the device parameters.

Therefore, elegant strategies are still necessary to incorporate the log-normal random variable

model into the statistical performance analysis engines such as statistical static timing analysis

(SSTA) [60, 61].
2For example, suppose that x is a standard normal random variable, Prob (x ≤ 1.28σx) = 0.9. However, the

Chebyshev inequality requires a larger reference value, 3σx, to obtain the same probability as the lower bound, i.e.
Prob (x ≤ 3σx) ≥ 0.9.
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1.5.3 Simulation Methods of the Temperature Profile for 3-D ICs

Although the numerical thermal simulation methods [51–59] of 2-D ICs provide adequate flex-

ibility for the full-chip thermal analysis of TSV based 3-D IC, elegant incremental temperature

updating strategies are still required to be developed for updating the temperature profile in

thermal-aware design flow of the TSV based 3-D IC. Generally, the compact thermal model

of early physical design stages in 2-D ICs can be reasonably built as the one composed of the

die with homogeneous material and the effective thermal models for the package, the cool-

ing system and interconnect layers [40–42, 56–59]. Hence, the equivalent thermal circuit will

not be changed during the design procedure, e.g. optimization loops of the floorplanning and

placement [40–42]. Therefore, the handling process of the thermal conductance matrix3 can

be performed before executing the optimization loop and does not be re-performed during the

optimization loop.

However, for the early physical design stages of TSV based 3-D ICs, it is impractical to

model the silicon substrates as homogeneous material layers because the positions of TSVs and

macros/gates are simultaneously considered in the floorplanning and placement stages [34–38].

In the other words, the equivalent thermal circuit will be altered after each optimization loop

is executed. Therefore, the handling process of the thermal conductance matrix needs to be re-

performed for each optimization loop, and this decreases the efficiency of the thermal simulation

methods [51–59]. Moreover, although the analytical based thermal simulation method [5] can

obtain the closed-form expression for the on-chip temperature profile of 2-D ICs, its simulation

framework cannot directly be applied to 3-D ICs because the closed-form expression of the

temperature can only be obtained on the homogeneous material structures.

To avoid performing the time-consuming detail thermal simulation for updating the operat-

ing temperature in each optimization loop, Cong et. al. [62] simplified the SPICE-compatible

thermal circuit of the TSV based 3-D chip [50] by independent stacked tile one-dimensional

(1-D) thermal circuits. With the simplification, they employed the stacked tile 1-D thermal cir-

cuits to update the temperature profile in the optimization loops. The simplified stacked tile

3The handling processes of the thermal conductance matrix in [51–59] are the LU decomposition of a tri-
diagonal matrix in each alternative direction [51], the multilevel restriction-interpolation construction [54, 55] and
the LU decomposition of the thermal conductance matrix [52, 53, 56–59].
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1-D thermal modeling technique is widely adopted by recent thermal-aware design techniques

of TSV based 3-D such as [35,37,63,64]. Although the stacked tile 1-D thermal model can fast

update the temperature profile, the lateral thermal spread is ignored. This fact can lead to inac-

curate result of the on-chip temperature estimation, and the decisions of optimization engines

might be misled. To improve the accuracy of the stacked tile 1-D thermal model that ignores

the lateral thermal spread and the efficiency of the thermal conductance matrix re-handling pro-

cess [52, 53, 56–59], an accurate thermal simulation method with the incremental temperature

updating ability is essential for thermal-aware design flow of TSV based 3-D ICs.

1.6 Contributions of this Dissertation

The targets of this dissertation are on providing accurate and efficient simulation methods to

estimate deterministic and statistical temperature profiles for thermal-aware design flow. The

contributions are summarized as follows.

Deterministic Thermal Simulation:

1. Compared with the Green’s function based method [5], a generalized integral transforms

(GIT) [65–67] based thermal simulation method is proposed to speed up the error decay-

ing rate of the analytical framework. The proposed method can accurately estimate the

full-chip temperature profile with very small truncation points (Nx and Ny) of the repre-

senting spatial bases. Compared with [5], the experimental results show that NxNy can be

far less than MN without sacrificing any accuracy. Here, M and N are the mesh sizes of

the power density and temperature profiles along x- and y-directions of a die, respectively.

Nx, and Ny are truncation points of bases along x- and y-directions, respectively. Besides

the steady state thermal simulation, the proposed method also provides the transient ther-

mal simulation.

2. A FFT based evaluating algorithm, which avoids the zero-padding of the standard FFT

algorithm while the sizes of input and output data are different, is developed to effi-

ciently evaluate the on-chip temperature profile, and its complexity is in the order of

O(MN log2 NxNy).
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3. An efficient thermal simulation method, which is a hybrid scheme combining the GIT

and numerical simulation frameworks, is proposed for the thermal simulation of the wire-

bound, the face-to-face, the contactless-capacitive interconnection and the contactless-

inductive interconnection based 3-D ICs. Moreover, the hybrid scheme can be directly

applied to get more accurate on-chip temperature distribution while components in pri-

mary and secondary heat flow paths are modeled as stacked layers with different thermal

conductivities.

Statistical Thermal Simulation:

1. Comparing with the bin based model [9], a cell based model is adopted for characterizing

the leakage powers. With its pre-characterizing property, the re-establishing process of

the leakage powers can be avoided while the macros/gates are exchanged by the optimiza-

tion engines such as floorplanners or placers.

2. Two techniques, stochastic projection and collocation based methods, are proposed to

generate the polynomial expressions of the statistical on-chip temperature distribution.

Comparing with [9], both of these techniques are more flexible for complex fitting models

of leakage powers. Moreover, the generating polynomial expressions can be easily casted

into the framework of SSTA with the first or the second order polynomial form [60, 61].

3. Instead of only providing the mean and standard deviation profiles of the on-chip temper-

ature distribution, the concept of the thermal yield profile is introduced for characterizing

the statistical on-chip temperature distribution more precisely. And an efficient technique

is proposed for estimating this figure of merit.

4. A mixed-mesh strategy is developed to enhance the efficiency of the proposed on-chip

thermal yield profile estimator. As the results demonstrating, the proposed mixed-mesh

strategy enables the efficiency of the thermal yield profile estimation to catch up with that

of deterministic thermal simulation (hot-spot estimators) without sacrificing the accuracy.
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Thermal Simulation of 3-D ICs:

1. A look-up table based method is proposed to estimate the steady state temperature pro-

file of 3-D ICs. With utilizing the pre-built tables of the temperature response induced

by a unit power source, a recursive table look-up technique is proposed to estimate the

temperature profile of 3-D ICs.

2. For the full-chip thermal simulation, this simulation method can efficiently calculate the

on-chip temperature without dealing with the large scale thermal conductance matrix,

which is the major computation effort of prior arts [50–59], of the equivalent thermal

circuit.

3. After TSVs are moved by the optimization engines, this simulation method can update

the on-chip temperature profile by recursively table looking-up without re-performing the

dealing process of the thermal conductance matrix.

1.7 Organization of this Dissertation

The rest of the dissertation is organized as follows. In chapter 2, the problem formulation,

the simulation algorithm and the experimental results of the proposed deterministic thermal

simulation method are detailed. In chapter 3, the problem formulation, the models of leakage

powers, the simulation algorithm and the experimental results of the proposed statistical thermal

simulation method are detailed. In chapter 4, the problem formulation, the simulation algorithm

and the experimental results of the proposed look-up table based thermal simulation method

for early design stages of 3-D ICs are detailed. Finally, the conclusion of this dissertation is

presented in chapter 5.
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Chapter 2

Simulation Method I – Full-Chip Thermal
Analysis for Early Design Stages via
Generalized Integral Transforms

As addressed by [40–42, 56–59], temperature-aware design should be brought to early design

stages such as thermal-aware floor-planning and placement. Therefore, the proposed simulation

method in this chapter is on efficiently proving the on-chip temperature profile for early design

stages. This chapter is organized as follows. First, the thermal model for early design stages is

presented in section 2.1. The generalized integral transform (GIT) based computational formula

of the on-chip temperature profile and the proposed evaluating algorithms are described in sec-

tion 2.2. After that, in section 2.3, a method with a hybrid scheme of the GIT based analytical

and the FDM based numerical formulations will be addressed for simulating the temperature

profile of the stacked dies and package structure. Finally, the experimental results are given in

sections 2.5.

2.1 Thermal Modeling for Early Design Stages

To estimate temperature with a reasonable accuracy and a little computational effort, instead of

employing a detail thermal model for the post-layout thermal verification, a compact thermal

model is essential for fast temperature simulation in early design stages. A popular compact

thermal model of the chip for early design stages is illustrated in Figure 2.1 [56–59]. This

model consists of three portions: the primary heat flow path, the secondary heat flow path, and

the heat transfer characteristic of each macro/block on the silicon die. The primary heat flow

path is composed of thermal interface material, heat spreader and heat sink. The secondary
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heat flow path contains interconnect layers, I/O pads and the print circuit board (PCB). The

functional blocks are modeled as many power generating sources attached to a thin layer close to

the top surface of die with the thickness being equal to the junction depth1. The major concerns
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Figure 2.1: Compact thermal model for early design stages.

of early-stage temperature-aware optimization procedure are to reduce the temperature or the

thermal gradient of die. Thus, we focus on estimating the temperature profile of die.

According to energy conservation law, the changing rate of energy in a unit volume of sub-

strate equals to the conduction heat through the unit volume [65]. Figure 2.2 illustrates this

heat conduction mechanism. In Figure 2.2, dE/dt is the energy change rate for the unit volume

and is equal to σ∆x∆y∆z∂T/∂t. The conduction heat flowing into the unit volume is equal to

the sum of q|x0
= −κ∆y∆z ∂T/∂x|x0 , q|y0

= −κ∆x∆z ∂T/∂y|y0
and q|z0

= −κ∆x∆y ∂T/∂z|z0 . The

conduction heat flowing outward the unit volume is the sum of q|x0+∆x = −κ∆y∆z ∂T/∂x|x0+∆x,

q|y0+∆y = −κ∆x∆z ∂T/∂y|y0+∆y and q|z0+∆z = −κ∆x ∆y∂T /∂z |z0+∆z. p∆x∆y∆z is the energy gen-

eration rate of that unit volume. κ and σ are the thermal conductivity, and the product of the
1Because major part of currents only passes through the channel, this approximation is more reasonable than

setting the power generating sources distributed to the entire die.
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material density and the heat in the unit volume, respectively. p is the density of power con-

sumption in the unit volume.
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Figure 2.2: Energy conservation law and the heat conduction equation.

Based on the heat conduction mechanism, the temperature Td(r, t) of die can be governed

by the following heat transfer equations [51–59]

σ(Td)
∂Td(r, t)

∂t
= ∇ · (κ(Td)∇Td(r, t)) + p(r, t); r ∈ D (2.1)

κ(Td)
∂Td(r, t)
∂nbs

+ hbsTd(r, t) = fbs(r). (2.2)

Here, r = (x, y, z) that is the position at die, κ(Td) is the thermal conductivity (W/m·◦C) of die,

σ(Td) is the product of the material density and the specific heat (J/m3·◦C) of die, p(r, t) is the

power density of heat source (W/m3), ∇ is the diverge operator, D = (0, Lx) × (0, Ly) × (−Lz, 0)

is the dimension of die, Lx and Ly are the lateral lengths of die, Lz is the thickness of die, bs

is any specific boundary surface of the die, hbs is the heat transfer coefficient on bs, fbs(r) is an

arbitrary function on bs, and ∂/∂nbs is the differentiation along the outward direction which is

normalized to bs.

To provide reasonable accuracy of the temperature estimation with a little computational

effort during executing early-stage temperature-aware optimization procedures, heat transfer
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coefficients on the boundary surfaces of are suggested to be appropriately modeled [56–59].

Based on the model proposed by [56–59], the thermal model of the primary heat flow path can

be modeled as an effective heat transfer coefficient hp by combining the effect of each compo-

nent on the primary heat flow path. Since the detailed layout of interconnects is not available in

early design stages, interconnect layer is modeled as an equivalent thermal resistance based on

the densities and the regularity structure assumption of metal and dielectric material [56–59].

Furthermore, the I/O pads and print circuit board (PCB) can also be modeled as an effective

thermal resistance by using the technique proposed by [68]. Then, the equivalent heat transfer

coefficient hs of these successively connected thermal resistors can be calculated by the tech-

nique shown in [49]. After hp and hs have been obtained, fbs(r)’s for the top and bottom surfaces

are set to hsTa and −hpTa, respectively [5, 49, 51–59]. Here, Ta is the ambient air temperature.

Because of the chip and package structures, the area of vertical surface is strictly less than the

area of horizontal surface, and the thermal conductivity of air is much less than the thermal

conductivities of primary and secondary heat flow paths. Therefore, the boundary condition of

each vertical surface can be reasonably set to be adiabatic [5].

Generally, the values of κ(Td) and σ(Td) are temperature dependent. The difference of peak

temperature is about 5 ◦C between the result with temperature-dependent thermal parameters

and the result with constant thermal parameters at 25 ◦C [55]. In current VLSI design, the

on-die temperature can be in the degree of 100 ◦C. Under this situation, this difference may

lead to about 5% error for the peak temperature of die. However, the effort to amend this

error is relatively high because several iterations of the thermal simulation have to be executed

for correcting the difference caused by the temperature dependences of κ(Td) and σ(Td). For

practical purposes, these thermal parameters are usually treated as appropriate constants while

performing temperature-aware floor-planning and placement [40–42].

The value of each thermal parameter can be found by applying a 1-D thermal circuit shown

in Figure 2.3 to estimate the roughly average steady state temperature of the die. In Figure 2.3,

the values of thermal resistors are Rs = 1/Adzhs, Rp = 1/Adzhp and Rdie = DT/κAdz. Tavg(z) is

the average steady state temperature on the lateral planes at arbitrary z position of die. Here,

Rdie can be viewed as a variable resistor when obtaining Tavg(z) at certain z position. PT is the
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Figure 2.3: The 1-D thermal model for estimating the roughly steady state average temperature
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total average steady state power consumption of die. Adz is the cross area of die normal to the

z-direction, and DT is the thickness of die. The computation flow is processed as follows. In

the beginning, Rdie is calculated using the thermal conductivity of die at the room temperature.

After thermal resistances Rs, Rp and Rdie are obtained, the average rising temperature Tavg of die

is equal to

Tavg =
Tavg(0) + Tavg(−Lz)

2
, (2.3)

where Tavg(0) and Tavg(−Lz) can be obtained by solving the temperatures in the 1-D thermal

circuit shown in Figure 2.3.

Once Tavg is calculated, Rdie is re-calculated using the thermal conductivity of die at Tavg.

This calculating procedure is repeated until Tavg converges. After that, the thermal parame-

ters are calculated at the average temperature. With these estimated thermal parameters, the

error of the peak temperature between the simulated temperature profiles for with and without

considering the temperature dependence of the thermal parameters can be reduced.

With the above models, the heat diffusion equations for the rising temperature profile of die,
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T (r, t) = Td(r, t) − Ta, in early design stages can be written as

σ
∂T (r, t)
∂t

= κ∇2T (r, t) + p(r, t); r ∈ D, (2.4)

∂T (r, t)
∂x

∣∣∣∣∣
x=0,Lx

=
∂T (r, t)
∂y

∣∣∣∣∣
y=0,Ly

= 0, (2.5)

κ
∂T (r, t)
∂z

∣∣∣∣∣
z=−Lz

= hpT (x, y,−Lz, t), (2.6)

κ
∂T (r, t)
∂z

∣∣∣∣∣
z=0

= −hsT (x, y, 0, t). (2.7)

Here, κ and σ are the thermal conductivity, and the product of the material density and the

specific heat of die got by using the roughly steady state average temperature, respectively, and

the initial condition T (r, 0) = 0.

As shown in Figure 2.1, after dividing the layer with power generating sources into MN

grids with M and N are numbers of divisions in x- and y- directions, respectively, the power

density profile p(r, t) stated in equation (2.4) can be written as

p(r, t) =


N−1∑
n=0

M−1∑
m=0

pmn(t)Πmn(x, y) , r ∈ Dp;

0 , r ∈ D\Dp.
(2.8)

Here, Dp = (0, Lx)×(0, Ly)×(− jd, 0), jd is the junction depth of device, Πmn(x, y) is an indicative

function with nonzero value being 1 only when (x, y) is in [m∆x, (m + 1)∆x]× [n∆y, (n + 1)∆y],

∆x = Lx/M, ∆y = Ly/N, m and n are indices of divisions, and pmn(t) is the power density

waveform of grid cell (m, n) in the thin layer with thickness jd.

For the transient (dynamic) thermal simulation, pmn(t) is a time-interval function with the

magnitude of each interval being equal to the average power density of each time interval. We

should note that the thermal time-constant of heat conduction is much larger than the clock

period of circuit [51, 56]. As indicated by [56], the temperature takes at least 100K cycles to

rise 0.1 ◦C. Practically, the time interval specified by the user can be much larger than the clock

period of circuit. For the steady state thermal simulation, the input power profile is usually set to

the steady power profile (the average power profile for a very long time period estimation) [51,

56]. Therefore, pmn(t) can be reasonably viewed as a step function with the magnitude being

equal to its average power density for a long time period.

With the above discussion and governing equations (2.4)–(2.7), our goal is to get the rising

temperature distribution of the die corresponding to the ambient temperature.
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Figure 2.4: The executing flow of the proposed GIT based thermal simulation method.

2.2 Full-Chip Thermal Simulation

The executing flow of our GIT based thermal simulation method is summarized in Figure 2.4.

After the chip geometry, package configuration and power density of grid cells are given, the

compact thermal model described in section 2.1 is built. Then, the GIT based computational

formulas of the on-chip temperature distribution are derived. As shown in the first major block

(Computational formulas construction) of Figure 2.4, three steps are involved to construct the

formulas. In the beginning, a set of appropriate bases is generated by a system-compatible aux-

iliary problem. After that, the temperature distribution can be expressed by these bases with

suitable time-varying coefficients. With the Galerkin’s scheme [65, 67], those time-varying co-

efficients can be found by an un-coupled system for estimating the temperature in the sense of

least square residual approximation. Finally, the calculating formula of the average temperature
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for each specific grid cell is obtained by averaging the temperatures in that grid area. After the

temperature computational formulas are derived, we develop two efficient FFT like evaluating

algorithms, 2D-LTS-FFT and 2D-STL-FFT, as shown in the second major block (Fast tem-

perature evaluating algorithm) of Figure 2.4, to get the transformed coefficients for the power

density map of grid cells and the desired temperature distribution, respectively2.

In the rest of section 2.2, each sub-block of the two major blocks shown in Figure 2.4, the

bounds of error decaying rates for [5] and our GIT based formula of calculating the average

steady state temperature distribution, and the dynamic thermal simulation are discussed.

2.2.1 Auxiliary Problem for Generating Appropriate Spatial Bases

Several guidelines [65–67] need to be followed for choosing this auxiliary problem.

1. The auxiliary problem should be as similar as possible to the original problem.

2. The generated bases have to be completely ortho-normalized to ensure the property of

convergence in mean for the approximated temperature distribution.

3. The ortho-normal bases should be time independent for the efficiency consideration.

The auxiliary problem can be introduced by considering the homogeneous problem which the

temperature distribution satisfies equations (2.4)-(2.7) with p(r, t) = 0. As stated in [65–67],

the auxiliary problem can be set to be the following Sturm-Liouville problem with specific

boundary conditions.

∇2φilq(r) + λ2
ilqφilq(r) = 0; r = (x, y, z) ∈ D, (2.9)

∂φilq(r)
∂x

∣∣∣∣∣∣
x=0,Lx

=
∂φilq(r)
∂y

∣∣∣∣∣∣
y=0,Ly

= 0, (2.10)

κ
∂φilq(r)
∂z

∣∣∣∣∣∣
z=−Lz

= hpφilq(x, y,−Lz), (2.11)

κ
∂φilq(r)
∂z

∣∣∣∣∣∣
z=0

= −hsφilq(x, y, 0). (2.12)

2In general, the leakage powers of gates are temperature dependent. Although the approach for solving this
issue does not should in the executing flow of the proposed GIT based thermal simulation method, it can be easily
handled using the temperature-power iterative framework presented in section 2.4.
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The solutions of Sturm-Liouville problem form a set of completely ortho-normal spatial bases

on the die, and the general forms of φilq(r) and λ2
ilq can be obtained as follows [65].

φilq(r) =
cos( iπx

Lx
) cos( lπy

Ly
)φq(z)√

Nilq
, (2.13)

λ2
ilq = λ2

xi
+ λ2

yl
+ λ2

zq
, (2.14)

where i, l and q are non-negative integers, Nilq is the normalized value being equal to θilLxLyNzq ,

θ00 = 1/2, θi0 = θ0l = 1/4, θil = 1/8 with i , 0 and l , 0, λ2
xi

= (iπ/Lx)2, λ2
yl

=
(
lπ/Ly

)2
,

Nzq =

(
h2

p + κ2λ2
zq

) (
κhs

h2
s+κ2λ2

zq
+ Lz

)
+ κhp

λ2
zq

, (2.15)

and

φq(z) = κ cos
(
λzq(z + Lz)

)
+

hp

λzq

sin
(
λzq(z + Lz)

)
. (2.16)

Here, each λzq is a positive value satisfying

κ2λ2
zq
− hphs

κλzq(hp + hs)
= cot(λzq Lz). (2.17)

To obtain each λzq , we apply Newton-Raphson method [69] to equation (2.17) with the initial

guess of each q being πq/Lz+0.2π/Lz because the period of the right hand side in equation (2.17)

is equal to π/Lz.

Each φilq(r) is called as an eigenfunction, λ2
ilq is its eigenvalue, and λ2

xi
, λ2

yl
and λ2

zq
are

eigenvalues in x-, y- and z-directions, respectively. The physical meaning of φilq(r) is that it

presents the ilq-th free vibration with respect to the system described by equations (2.9)–(2.17),

and its vibration frequencies are λxi , λyl and λzq in x-, y- and z-directions, respectively. The

physical meaning of λ2
ilq is that it presents the spectral magnitude of φilq(r).

2.2.2 System Transformation for Time-Varying Coefficients

Since the generated bases {φilq(r)} are completely ortho-normal in the spatial domain of die,

T (r, t) can be approximated as the following finite integral transform pair [65–67].

T (r, t) ≈ T̂ (r, t) =

Nz−1∑
q=0

Ny−1∑
l=0

Nx−1∑
i=0

ψilq(t)φilq(r), (2.18)

ψilq(t) =

∫ 0

−Lz

∫ Ly

0

∫ Lx

0
T (r, t)φilq(r)dxdydz, (2.19)

30



where each ψilq(t) is an unknown transformed time-varying coefficient, and Nx, Ny and Nz are

truncation points in x-, y- and z- directions, respectively.

After utilizing the energy conservation law and Divergence theorem [66], and executing a

series of derivations3, the following un-coupled system is established to find each time-varying

coefficient function ψilq(t). {
σψ′ilq(t) = −κλ2

ilqψilq(t) + p̂ilq(t),
ψilq(0) = 0,

(2.20)

for 0 ≤ i ≤ Nx − 1, 0 ≤ l ≤ Ny−, 0 ≤ q ≤ Nz − 1. In equation (2.20), the calculating formula of

p̂ilq(t) is

p̂ilq(t) =

∫ 0

− jd

∫ Ly

0

∫ Lx

0
p(r, t)φilq(r)dxdydz. (2.21)

Since equation (2.20) is un-coupled for different ‘ilq’, each ψilq(t) can be individually solved as

ψilq(t) =
1
σ

∫ t

0
p̂ilq(τ)e−

k
σλ

2
ilq(t−τ)dτ. (2.22)

For the steady state simulation, pmn(t) is a step function with its magnitude being equal to

the average power density of grid (m, n) for a long time period. Thus, t is set to be infinity

to find the steady state value of ψilq(∞) which is p̂ilq(∞)/(kλ2
ilq). Therefore, the evaluation of

steady state temperature can be done without any time step approaching.

2.2.3 Average Rising Temperature Evaluation of Grid Cells

In general, hot spots occur in regions which are close to power sources. Hence, we focus on

evaluating the average temperature of each grid cell on the top surface (z=0) of die4. First, we

present the formulation to calculate the average rising temperature of steady state and discuss

its decaying rate of truncation error. Then, the fast evaluating algorithms are developed for re-

alizing the formulation. Finally, the transient (dynamic) thermal simulation is given.

3The detail description is shown in APPENDIX A.1.
4Our method can be used to find the average temperature of each grid cell at arbitrary lateral plane of the die

by substituting suitable z into the bases.
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Steady State Formulation

Plugging φilq(r)’s and ψilq(∞)’s into equation (2.18), the average steady state rising temperature

T mn for each grid cell (m, n) on the top surface of die is

T mn =
1

∆x∆y

∫ (n+1)∆y

n∆y

∫ (m+1)∆x

m∆x
T̂ (x, y, 0,∞)dxdy

=

Ny−1∑
l=0

Nx−1∑
i=0

Kil cos
(
iπ(2m + 1)

2M

)
cos

(
lπ(2n + 1)

2N

)
, (2.23)

where

Kil =
P̂il

κ

Nz−1∑
q=0

ΓqCilq

Nilq
φq(0), (2.24)

Cilq =



∆x∆y
λ2

ilq
; i = 0, l = 0

4NLy∆x sin2( lπ
2N )

l2π2λ2
ilq

; i = 0, l , 0
4MLx∆y sin2( iπ

2M )
i2π2λ2

ilq
; i , 0, l = 0

16MNLxLy sin2( iπ
2M ) sin2( lπ

2N )
i2l2π4λ2

ilq
; i , 0, l , 0

(2.25)

and

P̂il =

M−1∑
m=0

N−1∑
n=0

pmn cos
(
iπ(2m + 1)

2M

)
cos

(
lπ(2n + 1)

2N

)
, (2.26)

Γq =
2κ
λzq

cos
(
λzq(Lz − jd/2)

)
sin(λzq jd/2) −

2hp

λ2
zq

sin
(
λzq(Lz − jd/2)

)
sin(λzq jd/2), (2.27)

where pmn is the average power density of grid (m, n) for a long time period, and M and N are

numbers of divisions in the x- and y-directions, respectively.

An error bound of employing T mn to approximate the temperature in a gird cell is given

by Theorem 1 stated in APPENDIX A.2. As shown in Theorem 1, the error decaying rate of

employing T mn to approximate the temperature in a gird cell is dominated by i2l2λzq((iπ/Lx)2 +

(lπ/Ly)2 + λ2
zq

). To compare the above error decaying rate with the Green’s function based

method’s [5], the boundary conditions and power source location are set to be the same and

substituted in to their formula. As shown in APPENDIX A.2, the error decaying rate of our

GIT based formulation is in the order of i2l2((iπ/Lx)2 + (lπ/Ly)2 + λ2
zq

)), and the error decaying

rate of [5] is in the order of i2l2
√

(iπ/Lx)2 + (lπ/Ly)2. Therefore, the error decaying rate of the

proposed GIT based method is faster than that of [5]. The reason is that the bases in z-direction
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of the GIT based method are different with [5], and our constructed bases can fully fill the eigen-

space of heat diffusion equation. This fact leads to different coefficients in the approximating

form even if the bases in x- and y- directions of our GIT based method are the same with [5].

Furthermore, the error decaying rate of the proposed GIT based method is not only faster than

that of [5], the experimental results also show that it can maintain the same accuracy level of [5]

even if its truncation points, Nx and Ny are far less than the numbers of divisions, M and N.

Although the truncation points NxNy can be far less than the number of grid cells MN, there

is no actual efficiency improvement over [5] if we directly apply the standard FFT to evaluate

each T mn. The reason is that the standard IFFT (Inverse Fast Fourier Transform) algorithm

needs to pad zeros to the input data when the dimension of input data is less than the dimension

of output data, such as equation (2.23). Moreover, the dimension of output data in standard FFT

algorithm is restricted to be equal to the dimension of input data. However, the dimension of

output data in equation (2.26) is only NxNy which is far less than its dimension of input data,

MN. To overcome this limitation, we develop FFT like fast evaluating algorithms for our GIT

formulation in the next subsection.

Fast Evaluating Algorithms for GIT Formulation

To efficiently realize our formulation for the steady state temperature distribution, we first derive

a one-dimensional radix-two based FFT like algorithm for the length of output data being larger

than the length of input data, 1D-STL-FFT. Then, based on 1D-STL-FFT, we develop a one-

dimensional FFT like algorithm for the length of output data being smaller than the length

of input data, 1D-LTS-FFT. Finally, we extend these one-dimensional algorithms to two two-

dimensional algorithms by the row-column procedure, and we call them as 2D-STL-FFT and

2D-LTS-FFT. Finally, these two algorithms are integrated to calculate equations (2.23) and

(2.26). The computational complexity of our GIT based thermal simulator can be analyzed

to be only O(MN log2 NxNy). The overview of the above evaluating algorithms are shown in

Figure 2.5. Given the power density profile of chip, 2D-STL-FFT computes the transformed

coefficients of power density profile, and 2D-LTS-FFT transforms these transformed coefficients

to obtain the average rising temperature of grid cells.
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Figure 2.5: The overview of using 2D-SLT-FFT and 2D-LTS-FFT to evaluate the average rising
temperature of grid cells.

1D-STL-FFT The prototype of 1D-STL-FFT is

Fk =

M̃−1∑
i=0

fie j2πik/2M; k = 0, · · · , 2M − 1, (2.28)

where M̃ < M and both are power of 2, j =
√
−1, and fi’s and Fk’s are complex input and

output data with lengths being equal to M̃ and M, respectively.

Because the length of Fk’s is larger than the length of fi’s, the zeros-padding step of fi’s

like in the standard FFT algorithm needs to be avoided for saving the runtime. Therefore, the

1D-STL-FFT algorithm shown in Figure 2.6 is developed to calculate equation (2.28) without

the zeros-padding. In Figure 2.6, the “Reverse-bit” means the reverse-bit algorithm [69].

In the beginning, the “Reverse-bit( f )” reorders the input data for those sub DFTs (Discrete

Fourier Transforms) which will be generated by recursively performing the Danielson-Lanczos

Lemma (DL-Lemma) [69] to the prototype of 1D-STL-FFT in equation (2.28). The DL-Lemma

is used to rewrite the original DFT as the sum of two sub DFTs with half output length. One

of the two is formed from the even-numbered points of the input data, and the other is formed

from the odd-numbered points. In this step, the DL-Lemma is used recursively for these two
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Algorithm Radix-two 1D-STL-FFT
Input: Complex vector f with length M̃
Output: Complex vector F with length 2M
1 Begin
2 fR = Reverse-bit( f ) ;
3 L = 4M/M̃ ;
4 NS ubDFT s = M̃/2 ;
5 For S ubIndex = 0 to NS ubDFT s − 1
6 k = L × S ubIndex ;
7 i = 2 × S ubIndex ;
8 For S ubK = 0 to L − 1
9 F [k] = fR[i] + fR[i + 1] × e j2π×S ubK/L ;
10 k = k + 1 ;
11 EndFor
12 EndFor
13 Apply the bottom up procedure of standard FFT to execute the

Danielson-Lanczos Lemma log2 M̃ − 1 times for evaluating F
14 End

Figure 2.6: Procedure of 1D-STL-FFT.

Figure 2.7: The sketch of the computational flow for 1D-STL-FFT with M̃ = 8 and M = 16.

sub DFTs. Because M̃ is less than M, this bisecting procedure is executed only log2 M̃ times,

and we have log2 M̃ bisecting levels. After Line 2 in Figure 2.6 is performed, the 1D-STL-FFT

algorithm evaluates the output of those L sub DFTs in the bottom level by using Lines 3∼12,

and performs Line 13 to get the output of remaining levels. An example with M = 16 and

M̃ = 8 is given in Figure 2.7. There are 3 bisecting levels, and 4 sub DFTs in the bottom level.
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Algorithm Radix-two 1D-LTS-FFT
Input: Real vector f̂ with length M
Output: Complex vector F̂ with length M̃
1 Begin
2 f̂R = Reverse-bit( f̂ ) ;
3 NS ubDFT s = 2M/M̃ ;
4 For S ubi = 0 to NS ubDFT s − 1
5 S tart = S ubi × M̃ ;
6 End = S tart + M̃;
7 Ft (S tart : End − 1) = 1D-LTS-FFT

(
f̂R(S tart

2 : End
2 − 1)

)
;

8 EndFor
9 L = M̃ ;
10 For level = 0 to log2(M/M̃)
11 n = 0 ;
12 S ubi = 0 ;
13 NS ubDFT s = NS ubDFT s/2 ;
14 While S ubi < NS ubDFT s

15 For i = 0 to M̃ − 1 ;
16 i∗ = i + S ubi × M̃ ;
17 Ft[i + n] = Ft[i∗] + Ft[i∗ + M̃] × e j2πi/L ;
18 EndFor
19 S ubi = S ubi + 2 ;
20 n = n + M̃ ;
21 EndWhile
22 L = 2 × L ;
23 EndFor
24 F̂ = Ft

(
0 : M̃ − 1

)
;

25 End

Figure 2.8: Procedure of 1D-LTS-FFT.

After performing the reverse-bit algorithm to the input data, two phases are executed. The first

phase is done by using Lines 3∼12 of Figure 2.6. The second phase is to get the output of the

remaining levels by executing the bottom up procedure of standard FFT as stated in Line 13 of

Figure 2.6.

The complexity of 1D-STL-FFT is O(M log2 M̃) since there are log2 M̃ bisecting levels and

each complexity is O(M).

1D-LTS-FFT The prototype of 1D-LTS-FFT is

F̂i =

M−1∑
m=0

f̂me j2πim/2M; i = 0, · · · , M̃ − 1, (2.29)
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(a) (b)

Figure 2.9: The sketch of the computational flow for 1D-LTS-FFT with M̃ = 8 and M = 16. (a)
The 1D-LTS-FFT. (b) The 1D-LTS-FFT for negative frequencies.

where M̃ < M, and f̂m and F̂i are real input and complex output data with lengths being equal

to M and M̃, respectively.

Applying the DL-Lemma to the prototype of 1D-LTS-FFT for generating log2(M/M̃) + 1

bisecting levels, F̂i can be written as the sum of 2M/M̃ sub DFTs. Each sub DFT has the

same form as the 1D-STL-FFT with the lengths of input and output being equal to M̃/2 and M̃,

respectively. Two phases are utilized to evaluate F̂i, and the 1D-LTS-FFT algorithm is shown

in Figure 2.8. First, Line 2 performs the reverse-bit algorithm to the input data, and Lines 4∼8

use the 1D-STL-FFT algorithm to obtain each bisected sub DFT. After each sub DFT has been

done, a bottom up procedure is applied to the remaining log2(M/M̃) + 1 bisecting levels for

finding F̂i, and the executing steps are from Line 9 to Line 24.

An example with M = 16 and M̃ = 8 is shown in Figure 2.9.(a). In the first phase, the input

data are reordered by using the reverse-bit algorithm, and the reordered data are fed into the

corresponding 1D-STL-FFT blocks. This can be done by using Lines 3∼8 in Figure 2.8. Then,

the output of top block in the level 1 of the second phase is calculated by

F̂e
i = F̂ee

i + e j2πi/16F̂eo
i , (2.30)

and F̂o
i can be done by a similar way. Finally, F̂i is equal to

F̂i = F̂e
i + e j2πi/32F̂o

i . (2.31)
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Algorithm Radix-two 2D-STL-FFT
Input: Complex matrix K with length Nx × Ny

Output: Complex matrix F with length 2M×2N
1 Begin
2 For i = 0 to Nx − 1
3 TRow(i, 0 : 2N − 1) = 1D-STL-FFT

(
K(i, 0 : Ny − 1)

)
;

4 EndFor
5 For j = 0 to 2N − 1
6 F(0 : 2M − 1, j) = 1D-STL-FFT(TRow(0 : Nx − 1, j)) ;
7 EndFor
8 End

Figure 2.10: Procedure of 2D-STL-FFT.

The second phase is summarized in Lines 9∼24 of Figure 2.8.

For the general case, the sub DFTs in each level of the second phase can be obtained by

combining those sub DFTs of their previous level with the similar formula of equation (2.30)

by replacing 16 to be 21M̃, 22M̃, · · · , 2M in each level. The computational complexity of the

first phase is O(M log2 M̃) because the 1D-STL-FFT needs to be executed 2M/M̃ times, and

each complexity is O(M̃ log2 M̃). The complexity is O(M) for the second phase. Hence, the

computational complexity of 1D-LTS-FFT is O(M log2 M̃).

Temperature Evaluation The average rising temperature of steady state shown in equa-

tion (2.23) can be got as

T mn =
1
2

Re

{
Fm,n + F2M−(m+1),n

}
, (2.32)

where Re {·} is the real part operator, and

Fk1,k2 =

Nx−1∑
i=0

Ny−1∑
l=0

Kile
j2πik1

2M e
j2πlk2

2N . (2.33)

Here, 0 ≤ k1 ≤ 2M − 1, 0 ≤ k2 ≤ 2N − 1, Kil = Kile j2πi/4Me j2πl/4N , and each Kil is equal to

equation (2.24).

To obtain T mn’s, the values of Fk1,k2’s and Kil’s need to be firstly obtained. Therefore, as

shown in Figure 2.10, a row-column based 2D-STL-FFT method is developed to calculate

Fk1,k2’s by utilizing the 1D-STL-FFT algorithm. In Figure 2.10, Lines 2∼4 perform the 1D-

STL-FFT for each row of the input matrix K which each (i, l) entry is Kil, and Lines 5∼7 apply
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the 1D-STL-FFT to each column of the output matrix got from the row procedure for obtaining

the desired matrix F which each (k1, k2) entry is Fk1,k2 . The complexity for obtaining Fk1,k2’s is

O(MN log2 NxNy) because the complexities of row and column procedures are O(NxN log2 Ny)

and O(NM log2 Nx), respectively.

To calculate each Kil from equation (2.24), P̂il’s need to be known from equation (2.26).

Therefore, the two dimensional prototype with the similar form as equation (2.29) is needed to

get related F̂i,l’s for the input data being pmn’s. A row-column based 2D-LTS-FFT algorithm

can be constructed by using the similar procedure shown in Figure 2.10 with the 1D-STL-FFT

replaced by the 1D-LTS-FFT. The 2D-LTS-FFT method is then used to get those related F̂i,l’s.

However, equation (2.32) can not be utilized to calculate P̂il’s because the lengths of those

related F̂i,l’s in the row and column directions are less than 2M and 2N, respectively. Therefore,

the complex conjugates of F̂i,l’s are required to complete the calculation of P̂il’s. Fortunately, the

complex conjugate of the output from each sub 1D-STL-FFT in calculating F̂i,l’s can be directly

obtained by reversing these sub DFTs. Therefore, the complex conjugates of F̂i,l’s can be got

by reversing the data of Ft in Line 7 of Figure 2.8, and performing Lines 9∼24 in Figure 2.8

during the row-column procedure of F̂i,l’s.

The complexity of row procedure for obtaining those related F̂i,l’s is O(MN log2 Ny) because

the 1D-LTS-FFT needs to be executed 2M times. The complexity of column procedure is

O(NyM log2 Nx) because the 1D-LTS-FFT needs to be executed Ny times. Hence, the complexity

for obtaining F̂i,l’s is O(MN log2 NxNy). The complexity for calculating the complex conjugates

of F̂i,l’s is O(MN) + O(NyM) since only the second phase needs to be recomputed. Therefore,

the complexity for computing equation (2.26) is O(MN log2 NxNy).

From the above discussion, we conclude that the complexity of our GIT based thermal sim-

ulator is O(MN log2 NxNy). Finally, the completely proposed simulating algorithm is illustrated

in Figure 2.11.

Transient (Dynamic) Thermal Simulation

While performing the dynamic thermal simulation, each pmn(t) can be modeled as a user-

specified time interval function with the magnitude in each interval being equal to the av-

erage power in each time interval. By using equation (2.22), each time-varying coefficient
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Input: Geometries of die and package, and related thermal parameters.
The steady power density of grid cells.

Output: The average steady state rising temperature T mn for each
grid cell (m, n).

Pre-calculating stage
1. Set thermal parameters of die by using the roughly average

temperature obtained by the simplified 1-D model
described in section 2.1.

2. Obtain the eigenfunctions and eigenvalues described in
section 2.2.1.

3. Obtain Cilq and the summation term for each q in
equations (2.25) and (2.24), respectively.

Post-calculating stage
1. Obtain P̂il by 2D-LTS-FFT discribed in section 2.2.3,

and Kil in equation (2.24).
2. Obtain Kil in equation (2.33) and feed it into 2D-STL-FFT

described in section 2.2.3. Then, apply equation (2.32) to
obtain T mn.

Figure 2.11: Simulating algorithm of the proposed steady state thermal simulator.

ψt
ilq ≡ ψilq(t) is

ψt
ilq = ψt−∆t

ilq +
p̂t

ilq

κλ2
ilq

(1 − e−
k
σλ

2
ilq∆t), (2.34)

where ∆t is the time step and is equal to the time interval of power density waveforms, p̂t
ilq is

equal to equation (2.21) with p(r, t) being equal to the average power density profile in the time

interval (t − ∆t, t), and ψt−∆t
ilq = ψilq(t − ∆t).

After ψt
ilq’s are calculated, the average temperature of each grid cell at the sampling time t

can be obtained by equation (2.18) with the same evaluating method presented in section 2.2.3.

In addition, applying equation (2.34) to compute each ψt
ilq wouldn’t induce any un-stable issue

with a large ∆t because equation (2.34) is the exact solution of the system equation (2.20),

i.e. without the error caused from finite difference approximations such as the backward-Euler

method, the trapezoidal method and the Runge-Kutta method. Furthermore, since the thermal

time constant of heat conduction is much larger than the clock period of circuit [51, 56], the

time step ∆t can be far larger than the clock period of the circuit to save runtime with acceptable

errors.
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2.3 Thermal Simulation for Stacked-Layer 3-D ICs

As mentioned in section 1.3, the thermal issue will be one major concern for 3-D ICs. Recently,

the tradeoff between the circuit performance and the thermal issue of early-stage 3-D ICs design

has been studied by estimating the uniform average temperature of each layer [32, 33]. How-

ever, the uniform average temperature loses information of the spatial temperature gradient. To

efficiently obtain the non-uniform temperature distribution, we develop a fast 3-D IC thermal

simulator by combining the GIT and numerical schemes. This thermal simulator is developed

for the 3-D ICs with the wire bonded, microbump-3D package, face-to-face, contactless inter-

connect structures shown in the Figure 1.7 (a)–(f) in section 1.3.
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Figure 2.12: The schematic diagram of a 3-D IC with Nl chip layers.

As shown in Figure 2.12, the structure of 3-D ICs is a multilayer structure with stacking

silicon and insulator layers one by one [30, 32, 33]. The power sources are distributed in a thin

layer close to the top surface of each active silicon layer in the z-direction, and each insulator

layer consists of Cu, ILD and glue materials. The heat transfer equations of 3-D ICs can be built
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by combining the governing equations of each layer with suitable boundary conditions. The heat

diffusion equation inside each layer is similar to equation (2.4) with their corresponding thermal

parameters κζ and σζ . Here, ζ is the layer index. The boundary conditions on the lateral surfaces

are flux isolated, and the boundary conditions at z = −Lz and z = 0 are convection types with

equivalent heat transfer coefficients hp and hs for the primary and secondary heat flow paths5,

respectively.

With the thermal model show in Figure 2.12, the corresponding heat transfer equations can

also be governed to simulate the temperature profile of 3-D ICs with stacked-layer structures.

By using a similar deviation stated in Appendix A.1, the heat transfer equations of 3-D ICs

can be transformed into a one-dimensional subproblem by utilizing the following ortho-normal

spatial bases in the x- and y-directions.

φil(x, y) =
1
√

Nil
cos(

iπx
Lx

) cos(
lπy
Ly

), (2.35)

where Nil = ρilLxLy, ρ00 = 1, ρi0 = ρ0l = 1/2 and ρil = 1/4 with i , 0, l , 0. These ortho-normal

spatial bases satisfy the following two dimensional Sturm-Liouville problem.

λ2
ilφil(x, y) = −∇2φil(x, y); (x, y) ∈ Dxy, (2.36)

where Dxy = (0, Lx)× (0, Ly) and λ2
il = λ2

xi
+ λ2

yl
. The boundary conditions of equation (2.36) are

flux isolated and equal to equation (2.10) with replacing φilq(r) by φil(x, y).

Since φil(x, y)’s are ortho-normal spatial bases, the approximated rising temperature T̂ (r, t)

can be expressed as

T̂ (r, t) =

Nx−1∑
i=0

Ny−1∑
l=0

ψil(z, t)φil(x, y), (2.37)

where each ψil(z, t) is an unknown function, and needs to be found.

Combining the interface conditions, the temperature continuity and the heat flux conserva-

tion law on the interface of two different layers, performing Galerkin’s scheme along the x-

and y-directions, and using equation (2.36), each ψil(z, t) can be got by solving the following

5Although different materials in the primary and secondary heat flow paths of Figure 2.1 are described by
effective heat transfer coefficients for the fast temperature estimation, those materials should be modeled as an
inhomogeneous structure for the further accuracy consideration. Since the structures of the components in the
primary and secondary heat flow paths are also layer stacked, its non-homogeneity can also be handled by the
proposed simulation method
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one-dimensional sub-problem.

σζ

∂

∂t
ψil(z, t) = κζ

(
∂2

∂2z
ψil(z, t) − λ2

ilψil(z, t)
)

+ p̂il,ζ(z, t), (2.38)

ψil(z, t)|z=d+
ζ

= ψil(z, t)|z=d−ζ
, (2.39)

κζ−1
∂ψil(z, t)
∂z

∣∣∣∣∣
z=d+

ζ

= κζ
∂ψil(z, t)
∂z

∣∣∣∣∣
z=d−ζ

, (2.40)

∂ψil(z, t)
∂z

∣∣∣∣∣
z=0

= hsψil(0, t), (2.41)

κ2Nl−1
∂ψil(z, t)
∂z

∣∣∣∣∣
z=−Lz

= hpψil(−Lz, t). (2.42)

where

p̂il,ζ(z, t) =

∫ Ly

0

∫ Lx

0
pζ(x, y, z, t)φil(x, y)dxdy, (2.43)

and ζ is the layer index satisfying 1 ≤ ζ ≤ 2Nl − 1, dζ is the position of the ζ-th interface in the

z-direction, pζ(x, y, z, t) is the power density in the thin layer of the ζ-th active silicon substrate

and is equal to zero as ζ is even (insulator layer), and each ψil(z, 0) = 0.

Though the ortho-normal spatial bases in the z-direction of the above one-dimensional sub-

problem can be analytically solved by the sign-count method [65] or the method proposed

in [70], their computational efforts6 are relatively high for the practical purpose. Hence, we

adopt the numerical scheme to obtain ψil(z, t) because its runtime is linear in the number of grid

points along the z-direction.

By discretizing this one-dimensional sub-problem along the z-direction, the value of ψil(z, t)

at each grid point in the z-direction can be obtained by the following matrix equation.

Gilψil(t) + Cψ
′

il(t) = pil(t), (2.44)

where ψil(t) =
[
ψil(z0, t), · · ·ψil(zr, t), · · ·ψil(zΛ−1, t)

]T , zr’s are positions of grid points in the

z-direction, z0 = 0, zΛ−1 = −Lz, and Λ is the number of grid points. The Gil’s and C are

tri-diagonal and diagonal matrices, respectively, and pil(t) is

pil(t) =
[
0, ...0, p̂il(d1, t), 0, ...0, p̂il(d3, t), 0...0, p̂il(d2Nl−1, t), 0...0

]T . (2.45)

6The complexity of sign-count method [65] for obtaining the ortho-normal spatial bases in the z-direction for
each ‘il’ is proportional to “#Layers ×

∑q=Nz−1
q=0 Kilq”. Here, Nz is the truncation number in the z-direction, and Kilq

is the sign-count iterations for obtaining the eigenvalue λilq of each ortho-normal spatial basis. The complexity of
using [70] to obtain the spatial bases in the z-direction for each ‘il’ is extremely high because it needs symbolic
expression for the determinant of a #Layers× #Layers matrix and needs to perform the inverse Laplace transform.
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When performing steady state thermal simulation, pil(t) is a constant vector, and ψ
′

il(t) is

a zero vector. Hence, ψil(∞) can be obtained without the time step evaluation. Moreover,

because each Gil is tri-diagonal, each ψil(∞) can be solved in linear time. After solving ψil(∞),

the steady state temperature of equation (2.37) at any z position of grid point can be cast into

the similar form developed for 2-D ICs, and the proposed fast evaluating method can be used to

calculate the temperature.

The transient analysis can be done by performing the time step evaluation to equation (2.44)

for getting the value ofψil(t) at each time step. Then, the proposed evaluating method is used to

calculate the temperature at each time step. Note that, each Gil will not change after functional

blocks are replaced. Hence, once the LU decompositions of Gil’s are done, they can be reused

during the temperature-aware design flow.

2.4 Approach to Handle the Temperature Dependent Issue of
Leakage Powers

Our algorithm can be extended to deal with the temperature dependence issue of leakage power

by combining the widely used temperature-power iterative framework [33,55–59] with our pro-

posed thermal simulation method. The executing flow is shown in Figure 2.13. In the beginning,

GIT Thermal Simulator Power Density Calculator

1. Obtain      by 2D-LTS
-FFT
2. Obtain            and solve

by 2D-STL-FFT

Calculate       by using
which has been obtained 
by the GIT Thermal
Simulator

ilK ilK

îlP

m nT

pmn T mn

Figure 2.13: Temperature-power iterative framework for dealing with the temperature depen-
dence issue of leakage power.

the power density profile can be obtained by setting the chip temperature to be room temper-

ature. Then, the power density profile can be immediately updated by applying temperature-

power iterative framework to the 1-D thermal model before performing the detail thermal sim-
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ulation. After that, the temperature-power iterative framework are performed by using the GIT

thermal simulator and power density calculator until they converge. One should note that the

pre-calculating stage only needs to be executed once during this iterative framework since it is

independent of the power density profile.

Remarks: The average temperature in the power source layer of each grid cell can be easily

obtained by integrating equation (2.18) from − jd to 0 and converting it to the form suitable

for performing 2D-STL-FFT to get more accuracy result. However, the difference between top

surface temperature and the average temperature in the power source layer of each grid cell is

very small because the thickness of power source layer is very thin.

2.5 Experimental Results

We implement the proposed GIT based thermal simulator and the Algorithm II of a highly ef-

ficient Green’s function based method [5] in C++ language. The state-of-the-art FFT package,

FFTW [71], is used to realize the DCT and IDCT for [5]. All methods are tested on a HP

xw9300 workstation with 16 GB memory. For demonstrating the accuracy, the results of pro-

posed method and [5] are compared with that of the commercial computational fluid dynamic

software, ANSYS.

2.5.1 Accuracy and Fast Convergence of the GIT Based Thermal Simula-
tor

A chip, DEC Alpha 21264 [72], is employed to demonstrate the accuracy of our method, and

its size is scaled down to 3.3 mm× 3.3 mm× 0.5 mm for the 65 nm technology. Its floorplan

is shown in Figure 2.14(a), and its die and package geometries are shown in Figure 2.14(b).

The equivalent thermal resistance of the package is set to be 45.5 ◦C/W [68]. The interconnect

layer consists of 25% copper and 75% oxide with the thickness being equal to 0.06 mm, and

its effective thermal conductivity is 101W/(m·◦C). The thickness of the power source layer is

set to be 20 nm which is the nominal value of the device junction depth for the 65 nm tech-

nology [73]. The equivalent heat transfer coefficient of the primary heat flow path, hp, is

8700 W/(m2·◦C) [5], and the equivalent heat transfer coefficient of the secondary heat flow path,

hs, is 2017 W/(m2·◦C)
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To appropriately set the thermal conductivity of die, we apply the 1-D thermal model shown

in Figure 2.3 to compute the average temperature of die. To calculate the thermal resistance

Rp, we apply the formula stated in [49, 51] to obtain Rp = 1/(hpAdz) = 10.55 ◦C/W. Here,

Adz is the cross area of die among the z-direction. The Rs is equivalent thermal resistance of the

successively connected package and interconnect layers which is equal to 45.52 ◦C/W. The room

temperature Ta is set to be 27 ◦C. Based on the iteration process stated in section 2.1, the average

temperature of die is calculated as 90.9◦C, the thermal conductivity of die is 113.5 W/(m·◦C),

and Rdie = 0.4 ◦C/W.

The top surface of die is divided into 128× 128 grid cells and the average power density

profile is shown in Figure 2.14(c). The average steady state rising temperature distribution on

the top surface of the die computed by the proposed method with the truncation points being 32

in each x-, y- and z-direction is shown in Figure 2.14(d). The maximum relative error compared

with the result of ANSYS is 0.24%, and its relative error distribution is shown in Figure 2.14(e).

The relative error of each grid cell (m, n) is measured by

emn =

∣∣∣∣∣∣T ANS YS
mn − T mn

T ANS YS
mn

∣∣∣∣∣∣ , (2.46)

where T ANS YS
mn is the average rising temperature of grid cell (m, n) obtained by ANSYS. Note

that, the Tavg(0) = 65.14 ◦C got by the 1-D thermal model is consistent with the Tavg(0) =

65.15 ◦C got by the proposed GIT based method. This verifies the ability of 1-D thermal model

for predicting the average temperature of the entire die.

To further demonstrate our fast error decaying rate, we plot the maximum relative errors

with different truncation points in Fig 2.14(f). The result shows that the proposed GIT based

analyzer can achieve an extremely accurate solution even when the truncation points are very

small.

2.5.2 Thermal Simulation for the Full-Chip Containing Lots of Func-
tional Blocks

To demonstrate the capability of the proposed GIT based method for the thermal simulation of

full-chip with containing lots of functional blocks and the efficiency improvement over the Al-

gorithm II of [5], a test chip with dimension of 1 cm× 1 cm× 0.5mm and one million functional
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Figure 2.14: Accuracy and the maximum error trend of a test chip. (a) Floorplan, (b) geometries
of the test chip, (c) power distribution, (d) the rising temperature distribution of the top surface
of the die, (e) the relative error distribution, and (f) the maximum relative error versus truncation
point.
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blocks is considered. The top surface of the chip is set to be adiabatic, and the power sources are

assumed to be attached on the top surface of the die7. The setting is consistent with the setting

in [5]. Figure 2.15(a) shows the power density distribution of the functional blocks in W/cm2.

The top surface of the chip is divided into 1024× 1024 grid cells. The truncation points of our

GIT based method are 16× 16× 8 and the truncation points of [5] are 2048× 2048 to achieve

the same maximum error level. The average rising temperature distribution of the top surface

got by our GIT based method is shown in Figure 2.15(b), and the maximum error is 0.3576%

presented in Table 3.5.

Algorithm II of [5] Our method
number of functional blocks 1 million
number of grid cells 220

number of bases 222 211

maximum error (%) 0.4143 0.3576
runtime pre-calculating 2.47850 0.00005

(sec) post-calculating 2.7642 0.1312
speedup (post-calculating) 21.0686

Table 2.1: Accuracy and Runtime Comparison of the proposed GIT based method and the
Algorithm II of [5].

The runtime comparison is shown in Table 3.5. The runtime of the post-calculating stage in

our method is 0.1312 seconds while the runtime of the post-calculating stage in [5] is 2.7642

seconds. The speedup of our method over [5] is 21.07 at the post-calculating stage. This result

demonstrates the substantial efficiency improvement of our thermal analyzer over [5].

2.5.3 Accuracy and Efficiency of the GIT Based Thermal Simulator for
the 3-D IC Thermal Analysis

To demonstrate the accuracy of our GIT based thermal simulator for 3-D ICs, three chip layers

are stacked and the power sources are distributed in three thin layers with the thickness being

equal to the device junction depth. The lateral dimension of each chip layer is 3.3 mm× 3.3 mm.

The thicknesses of insulator and silicon layers on both top and middle chips are scaled down

to 15 µm and 10 µm, respectively. The thicknesses of insulator and silicon layers (including the

substrate) for the bottom chip are 15 µm and 500 µm, respectively. The thermal parameters of
7The power sources which are attached on the top surface of the die can be easily handled by deriving the

integral transform pair with the assumption of the plane-power density on the top surface of die. The general
solution can be found in [65–67].
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(a)

(b)

Figure 2.15: The power density and temperature distribution of a 1 cm× 1 cm chip with one
million functional blocks. (a) The power density distribution, and (b) the rising temperature
distribution.
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each layer are referred to [32]. The top surface of each silicon layer is divided into 128× 128

grid cells. The truncation point is 32 in each x- and y-direction, and the number of sampling

points in the z-direction is 10 for each layer. Comparing with the result of ANSYS, our maxi-

mum error is 0.24% which demonstrates the accuracy of our method for 3-D ICs.

To show the efficiency of our GIT based method for the cell-level thermal analysis in 3-

D ICs, the top surface of each silicon layer is divided into 1024× 1024 grid cells to mimic

1.05 million power sources. The truncation point and the number of sampling points in the

z-direction are the same as the case of 128× 128 grid cells. The average power density pro-

file of each silicon layer is shown in Figure 2.16(a), (c) and (e). The estimated average steady

state rising temperature distribution on the top surface of each silicon layer is shown in Fig-

ure 2.16(b), (d), and (f) from the top layer to the bottom layer. The runtime of our GIT based

method is 0.031 seconds for the pre-calculating stage (including the LU decomposition of each

tri-diagonal matrix Gil). The runtime of the post-calculating stage is only 0.48 seconds (includ-

ing 0.016 seconds for calculating each ψil(∞)).

50



(a) (b)

(c) (d)
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Figure 2.16: Power density and temperature distribution of a test 3-D chip. Figures (a), (c) and
(e) are the power density profiles on the top surface of the top, middle and bottom silicon layers,
respectively. Figures (b), (d) and (f) are the temperature distribution on the top surface of the
top, middle and bottom silicon layers, respectively.
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Chapter 3

Simulation Method II – An Efficient
Method for Analyzing the Process
Variations Considered On-Chip Thermal
Reliability

The context of this chapter is organized as follows. Firstly, section 3.1 describes, the illustration

of the importance of statistical electro-thermal simulation, the concept and the essentiality of

the on-chip thermal yield profile, and the accuracy comparison between the proposed leakage

current models and several existing leakage current models. Then, section 3.2 introduces the

problem formulation, the modeling technique of the device parameters, and th concept of the

Hermite polynomial chaos (H-PC). After that, the developed statistical electro-thermal analyzer

is detailed in section 3.3. Finally, experimental results are given in section 3.4.

3.1 Motivation Illustrations

3.1.1 Electro-Thermal Coupling Issue under Process Variations

On-chip power consumption consists of dynamic and leakage powers. Basically, dynamic

power consumption weakly and negatively depends on the operating temperature. On the con-

trary, leakage power consumption is sensitive to the operating temperature and the variations of

device parameters. Under the nominal value of device parameters, as pointed out by [26], the

thermal analyzer should take into account the electro-thermal coupling mechanism to ensure the

thermal reliability. The electro-thermal coupling mechanism is proceeded as follows. With an

initial temperature of the chip, the initial power consumption of the chip is obtained. Based on
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TS2

Figure 3.1: An example for the electro-thermal coupling mechanism under process variations.

the zeroth law of thermodynamics [27], the on-chip temperature increases because the surplus

power consumption that cannot be dissipated will transform into heat for achieving the equi-

librium between the power consumption of chip and the power dissipated by the package and

cooling system. On the other hand, as the power dissipation capacity of package is larger than

the generating power of system, the on-chip temperature decreases. Since the leakage power is

temperature dependent, the on-chip power consumption is updated. The above mechanism re-

peats until a stable operating temperature is achieved. Otherwise, the chip thermally runs away

if the chip is operated at an inappropriately initial temperature [26].

Under process variations, the equilibrium temperature is no longer a deterministic value

and can no longer be predicted by a deterministic thermal analyzer. As shown in Figure 3.1,

The red and blue curves are the maximum and minimum on-chip total power consumptions

that a chip operates at different temperatures under process variations, respectively. With an

initial temperature T1, the distribution of equilibrium temperatures falls into Region 1 if the

electro-thermal coupling effect is considered while performing the statistical thermal analysis.

However, the distribution of the temperature falls into Region 2 if the electro-thermal coupling

effect is not considered. On the other hand, with a different initial temperature such as the

room temperature shown in the sub-plot of Figure 3.1, the temperature distribution falls into
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Figure 3.2: PDFs of on-chip temperature values at two different positions (B and R) of a die for
indicating which one is the statistically hot-spot location.

a different Region 3 if the electro-thermal coupling effect is not considered while performing

the statistical thermal analysis. However, the equilibrium temperature distribution still falls into

Region 1 if the electro-thermal coupling effect is considered.

Therefore, the uncertainty of the confidential region of equilibrium temperature and the

drastic errors of Region 2 or Region 3 show that it is necessary to consider the electro-thermal

coupling effect while performing the statistical thermal analysis.

3.1.2 Concept of On-Chip Thermal Yield Profile

Because of process variations, the on-chip temperature at an arbitrary position r is a random

variable. To identify possible hot-spot regions of a chip, its thermal yield profile, Tyield(r,Tre f ),

can be defined as the probability profile of the on-chip temperature at arbitrary position r being

at or less than a reference temperature Tre f .

To illustrate the concept of the thermal yield, two probability density functions (PDFs) of

the on-chip temperature values at two different positions (‘R’ and ‘B’) are shown in Figure 3.2.

‘R’ is indicated to be more critical than ‘B’ by the conventional worst-case thermal analysis.

However, the probability of temperature at ‘B’ being at or less than a specific temperature (Tre f )
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is larger than that of ‘R’. Generally, the result of the worst-case thermal analysis without further

considering the statistical behavior of on-chip temperature values might lead to an immoderately

conservative related thermal cost for thermal-aware optimization engines. To design effectively,

the location that more likely exceeds the tolerable temperature needs to be well-concerned.

Therefore, the design around location ‘B’ should be concerned more seriously than that of ‘R’

since it has a smaller thermal yield, Tyield(B,Tre f ). According to the above discussion, an

efficient on-chip thermal yield profile analyzer is essential to provide useful related thermal

cost for thermal-aware optimization engines under process variations.

Instead of applying the thermal yield profile, one can realize that the figure of merit for

identifying statistical hot-spot locations is ambiguous if only the mean and variance profiles

are provided [9]. For example, if only the mean profile of on-chip temperature distribution is

used as a figure of merit, it is very likely (about 50%) to incorrectly indicate hot-spot locations.

Furthermore, if only the mean profile (µT (r)) and standard deviation profile (σT (r)) of on-chip

temperature distribution are provided, by utilizing the Chebyshev inequality, a large temperature

value is estimated to ensure the 90% lower bound of thermal reliability, i.e. Tre f needs to

be µT (r) + 3σT (r) to ensure Prob(T (r) ≤ Tre f ) ≥ 0.9. Here, T (r) is the statistical on-chip

temperature profile. Since the Chebyshev inequality does not always get a tight lower bound

for any type of random variable1, Tre f might be an immoderately conservative constrain for the

thermal reliability. This undesirable phenomenon can result in the immoderate guard-banding

for the circuit design.

3.2 Preliminaries

3.2.1 Leakage Power Modeling

The leakage currents of a gate not only depend on physical device parameters and operating

temperature but also on its input patterns [16, 20, 74, 75]. To build the leakage power models,

different input patterns, physical parameters and operating temperatures are set for each gate in

the cell library, and HSPICE simulation is performed with the industry design kit to generate

1For example, suppose that x is a standard normal random variable, Prob(x ≤ 1.28σx) = 0.9. However, the
Chebyshev inequality requires a larger reference value to obtain the same probability as the lower bound, i.e.
Prob(x ≤ 3σx) ≥ 0.9.
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Table 3.1: Accuracy comparison of leakage power models for an NAND gate under 65nm
technology node. The results of HSPICE simulation with TSMC model card are employed to
be the reference solution. The second column represents the fitting components of fg(L, tox,T )
and fs(L, tox,T ) adopted by the models proposed by [6–8] and our proposed models.

fg(L, tox,T ) max. error avg. error error > 3%
Without

temperature tox, L, t2
ox, L

2 [6, 76] 6.48% 2.70% 4.37%
With L, tox,T 3.20% 0.97% 0.35%

temperature †L, tox,T, t2
ox 1.55% 0.29% 0.00%

fs(L, tox,T ) max. error avg. error error > 3%
Without L, tox, t2

ox, t
−1
ox [6] 347.32% 70.65% 98.27%

temperature L, tox, Ltox, L2, t2
ox, t

−1
ox , Lt−1

ox , L
−1tox, [7, 76] 314.13% 70.52% 100.00%

L,T, tox [8] 32.23% 8.73% 76.62%
(L, tox,T ) are fully expanded to 2nd order =⇒

With L, tox,T, Ltox, toxT,T L, L2, t2
ox,T

2 10.31% 1.53% 8.47%
temperature † (L, tox,T ) are fully expanded to 3rd order =⇒

L, tox,T, Ltox, toxT,T L, L2, t2
ox,T

2, LtoxT, 1.31% 0.19% 0.00%
L2tox, t2

oxT,T 2L, L3, t3
ox,T

3

† The adoptive forms of fg and fs in this work.

the data of leakage currents. After that, the average leakage currents of input patterns are fitted

by the least square fitting method. With the fact that leakage currents exponentially relate

to physical parameters and operating temperatures, using the least square fitting method, the

average gate tunneling leakage Ig and subthreshold leakage Is currents for each type of gate can

be fitted as [6, 7, 76, 77]

Ig = a0 exp
(

fg (L, tox,T )
)
, (3.1)

Is = b0 exp ( fs (L, tox,T )) . (3.2)

Here, a0 and b0 are fitting constants, L is the channel length, tox is the oxide thickness, and T is

the operating temperature. The fg and fs are specific fitting forms2.

Basically, Ig occurs in both on and off states, and Is is the off-state leakage mechanism [6].

Therefore, the leakage power of a gate can be represented as

Pleak = Vdd ×
(
Ig + (1 − S w) Is

)
, (3.3)

where Vdd is the supply voltage, and S w is the switching activity.

Many compact leakage current models have been developed in [6–9, 76]. To examine their

accuracies, we have implemented their proposed models and compared their results with that
2The variations of device channel length and oxide thickness are considered in this work since leakage power is

more sensitive to these parameters [6,7]. It should be noted that although only these two parameters are considered,
the developed framework can be easily extended to include any other process variation types such as the channel
dopant variation.
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of HSPICE simulation under TSMC 65nm model card. To model the leakage currents un-

der process variation, researchers have developed several cell-based compact models [6, 7, 76].

However, they ignored the temperature effect in their models. Therefore, the test results show

that the ignorance of temperature effect induces considerable errors. As shown in the first row

of Table 3.1, the model of [6, 76] can provide an acceptable accuracy for the gate tunneling

leakage current because of its insensitivity to the temperature. However, since the subthreshold

leakage current is sensitive to temperature, as shown in the 6-th and 7-th rows of Table 3.1, the

models of [6, 7] are not adequate for accurately capturing the subthreshold leakage currents.

To simultaneously take into account the temperature and process variations, Yu et. al. [8]

proposed a first-order exponential model, b0 exp(b1L+b2tox +b3T ), for the subthreshold leakage

current. As reported in [8], their model can provide accurate results for 90nm technology node.

However, since the variability of the subthreshold leakage current to the temperature and physi-

cal device parameters will increase for more advanced technology(about 5× ∼ 10× increase per

technology generation [78]), as shown in the 8-th row of Table 3.1, considerable errors occur

for the test results under 65nm technology node.

To improve the accuracy for modeling leakage currents, we increase the order of the fitting

components for fg(L, tox,T ) and fs(L, tox,T ) shown in equations (3.1) and (3.2). With fitting

components shown in 4-th and 10-th rows of Table 3.1, the explicit forms of fg(L, tox,T ) and

fs(L, tox,T ) of our models are

fg(L, tox,T ) = (a1L + a2tox + a3T + a4t2
ox), (3.4)

fs(L, tox,T ) = (b1L + b2tox + b3T + b4Ltox + b5Ttox + b6LT +

b7L2 + b8t2
ox + b9T 2 + b10Lt2

ox + b11LT 2 +

b12Tt2
ox + b13T L2 + b14toxL2 + b15toxT 2 +

b16toxT L + b17L3 + b18t3
ox + b19T 3), (3.5)

where ai’s and bi’s are fitting constants. As shown in the 4-th and 10-th rows of Table 3.1, our

proposed model can present accurate results for both gate tunneling and subthreshold leakage

currents. As shown in the 4-th and 10-th rows of Table 3.1, comparing with [6–8, 76], our

proposed model can present accurate results for both gate tunneling and subthreshold leakage

currents. Although Table 3.1 only shows the results of an NAND gate, the ranges of the errors
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Table 3.2: Accuracy comparison of leakage current models in [9] for an NAND gate under
65nm technology node.

Leakage Current Fitting Model maximum error average error error > 3%
Subthreshold a0(1 + a1T + a2T 2)ea3L+a4tox 35.53% 9.82% 79.34%

Gate Tunneling b0(1 + b1T + b2T 2)eb3L+b4tox 4.51% 1.07% 6.32%

of our model for all gates in the cell library are 0.78%–9.66% and 1.2%–3.49% for subthreshold

and gate tunneling leakage currents,respectively.

Besides the cell-based leakage current models [6–8, 76], Jaffari et. al. [9] proposed a bin

(grid) based model for leakage powers that are also simultaneously take into account the tem-

perature and process variations effects. However, instead of the cell-based leakage power model,

leakage powers of bins will be changed after each optimization iteration of thermal-aware opti-

mization engines, such as floorplanner or placer, has been done. Therefore, the time-consumed

HSPICE simulation and least-squire fitting process need to be re-performed for re-building their

leakage power models of bins (grids) for each optimization iteration. This will degrade their

efficiency to provide thermal reliability or thermal related cost for thermal-aware optimization

engines. Nevertheless, we implement their leakage power models as cell-based framework for

examining the accuracy. Although, as reported in [9], their leakage power model can present

accurate result for 90nm technology node, considerable errors occur in the test results under

65nm technology node. As shown in Table 3.2, their leakage power models result in 35.53%

maximum and 9.82% average errors for subthreshold leakage current of an NAND gate under

65nm technology node. For all gates in the cell library, the ranges of errors induced by their

model are 27.25%–111.27% and 2.93%–5.07% for subthreshold and gate tunneling leakage

currents, respectively.

As demonstrating by the above test results, exquisite approaches are still required for mod-

ern statistical power analyzers [6, 7, 76] to refine their estimated result while the temperature

dependence of the model for leakage powers is included. Besides, more accurate leakage power

models should be adopted in Jaffari’s electro-thermal analysis framework [9] to refine their es-

timating results because the temperature is transformed from power. However, their baseline

framework requires exquisite extending strategies because their recursive log-normal approxi-

mation algorithm is restricted to their leakage power models. Comparing with Jaffari’s frame-

work [9], our proposed thermal reliability estimator can handle accurate but more complicated
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leakage power models and present accurate estimating results.

3.2.2 Modeling of Variations for Physical Device Parameters

Generally, variations of physical parameters can be classified into two categories, the die-to-die

(D2D) variations and the within-die (WID) variations. Due to the different stages of fabrication

process, D2D and WID variations can be treated as two independent variation sources. Since

D2D variations are smooth on a die, it is reasonable to model all devices having the same D2D

variations. On the other hand, the WID variations present considerable gradients within die, and

they are spatially correlated because the spatial imperfection of chemical-mechanical polishing

and lithography processes. There, WID variations are generally be treated as a correlated ran-

dom process. As shown in the measured results reported by Cheng et. al. [79], the distributions

of physical parameters are similar to Gaussian random variable, the WID variations are gener-

ally assumed to be a correlated Gaussian random process and the D2D variations are generally

treated as a Gaussian random variable [6, 7, 76, 80].

Combining the models of the D2D and WID variations, the physical parameter Par(rxy)

with its nominal value µPar(rxy) at position rxy = (x, y) ∈ (0, Lx) × (0, Ly), can be represented as

Par(rxy) = µPar(rxy) + δWID(rxy) + δD2D, (3.6)

where δWID(rxy) is the Gaussian random process of the WID variations, and δD2D is the Gaussian

random variable of the D2D variations.

Since the spatial correlations of δWID(rxy) have different decreasing rates in x- and y-directions [81],

the following spatial covariance function proposed by [80] is adopted for modeling the spatial

correlation of δWID(rxy)3.

C(rx1y1 , rx2y2) = σ2 exp
(
−
|x1 − x2|

λx

)
exp

(
−
|y1 − y2|

λy

)
, (3.7)

where λx and λy are correlation lengths of δWID in the x- and y-directions, respectively. σ is the

standard deviation of δWID(rxy), rx1y1 = (x1, y1) and rx1y2 = (x2, y2).

3Although this specific spatial covariance function is adopted, the Karhunen-Loève expansion of a Gaussian
random process with any arbitrary spatial covariance function can be efficiently obtained by a finite-element
method [82]. Hence, more advanced spatial covariance functions [79, 83–85] can also be incorporated into our
analysis framework.
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In this dissertation, the Karhunen-Loève (KL) expansion is utilized to simplify δWID(rxy),

since its number of transformed random variables is much smaller than that of principal compo-

nent analysis [80]. By applying the KL expansion, δWID(rxy) with the spatial covariance function

shown in equation (3.7) can be approximated as

δWID(rxy) ≈
NPar∑
l=1

√
χlϑl(rxy)ζl. (3.8)

Here, NPar is the truncation number, each (χl, ϑl(rxy)) is an eigen-pair of C(rx1y1 , rx2y2), and

ζl’s are independent standard normal random variables because the target random process is

Gaussian [86].

The closed-form expressions of an eigen-pair (χl, ϑl(rxy)) for C(rx1y1 , rx2y2) shown in equa-

tion (3.7) can be derived as follows [87].

χl =
4σ2λxλy

(λ2
xν

2
x,i + 1)(λ2

yν
2
y, j + 1)

, (3.9)

ϑl(rxy) = ϑx,i(x)ϑy, j(y), (3.10)

where l, i and j are indices, and there is a one-to-one mapping between (i, j) and l.

The closed forms of ϑx,i(x) and ϑy, j(y) are

ϑx,i(x) =
λxνx,i cos(νx,ix) + sin(νx,ix)√

(λ2
xν

2
x,i + 1)Lx/2 + λx

, (3.11)

ϑy, j(y) =
λyνy, j cos(νy, jy) + sin(νy, jy)√

(λ2
yν

2
y, j + 1)Ly/2 + λy

. (3.12)

Here, νx,i and νy, j are positive values which satisfy

(λ2ν2 − 1) sin(νγ) = 2λν cos(νγ), (3.13)

with (ν = νx,i, γ = Lx, λ = λx) and (ν = νy, j, γ = Ly, λ = λy), respectively.

To get reasonable truncation numbers of the KL expansions for the target physical parame-

ters L and tox, in this dissertation, NPar for Par ∈ {L, tox} is decided by the following criterion,

χNPar+1∑NP+1
i=1 χi

≤ ε (3.14)

with ε = 1%.

Since the variation of a physical parameter is generally in a controllable range [6, 7, 76,

79, 80], they are the second order random processes [86]. Practically, the spatial covariance
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functions shown in equation (3.7) and in [79, 83–85] are continuous. With the above properties

of practical covariance functions, the KL expansion of WID variations is valid for the practical

implementation.

Generally, the devices located adjacently have similar physical characteristics [6,76]. There-

fore, top surface of the die is partitioned into rectangular grids for modeling physical parame-

ters. After that, with the KL expansion of Par ∈ {L, tox}, the device channel length Lm and oxide

thickness toxm in the m-th parameter modeling grid can be approximated as

Lm = µLm + gT
Lm
ηL, (3.15)

toxm = µtoxm + gT
toxm
ηtox . (3.16)

Here, µLm and µtoxm are nominal values of Lm and toxm, respectively. The gLm and gtoxm are coeffi-

cient vectors for ηL and ηtox , respectively. The ηL = [ηL1 , · · · , ηLNL
]T and ηtox = [ηtox1 , · · · , ηtoxNtox

]T

are standard normal random vectors including KL expanded WID and D2D random variables

for representing the device channel length and the oxide thickness in all parameter modeling

grids, respectively.

In the rest of this chapter, ξT is employed to represent [ηT
L ,η

T
tox

] for the sake of notation

simplicity.

3.2.3 Problem Formulation

As addressed by [40–42, 56–59], temperature-aware design should be brought to early design

stages such as thermal-aware floor-planning and placement. Therefore, the scope of this disser-

tation is on providing the thermal reliability analysis under process variations for early design

stages. With similar modeling techniques mentioned in section 2.1 of Chapter 2, the structure of

the compact thermal model for physical design stages is shown in Figure 3.3. The difference be-

tween the thermal models shown in Figure 3.3 and the thermal models mentioned in section 2.1

of Chapter 2 is that powers of the functional blocks are treated statistically because the leakage

powers will be random under process variations. Therefore, the profile of power generating

sources, p(r, L, tox,T ), shown in Figure 3.3 is modeled as a function of device channel length L,

oxide thickness tox and the on-chip temperature distribution T .

Combining the compact thermal model and statistical powers of functional blocks, the sta-
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Figure 3.3: Compact thermal model of physical design stages under process variations.

tistical on-chip temperature distribution T (r, L, tox) can be governed by the statistical steady

state heat transfer equation4.

∇ · (κ(r,T )∇T (r, L, tox)) = −p(r, L, tox,T ), (3.17)

subject to the boundary condition

κ(rbs ,T )
∂T (rbs , L, tox)

∂bs
+ hbsT (rbs , L, tox) = fbs(rbs). (3.18)

Here, r = (x, y, z) ∈ D, D = (0, Lx) × (0, Ly) × (−Lz, 0) is the domain of die, Lx and Ly are

lateral sizes of die, Lz is the thickness of die, κ(r,T ) is the thermal conductivity (W/m·◦C) of

die, and ∇ is the diverge operator. The bs is any specific boundary surfaces of the die, rbs is

the position on bs, hbs is the heat transfer coefficient on bs, fbs(rbs) is the heat flux function

on bs, and ∂/∂nbs is the differentiation along the outward direction which is normalized to bs.
4Because the time constant of heat conduction is much larger than the clock period of circuit [51, 56], the

steady state characteristics of the on-chip temperature distribution are more concerned in thermal-aware physical
design engines [40–42, 44]. The scope of this dissertation is to provide a simulation framework for thermal-aware
physical design engines although the temporary characteristics of on-chip temperature are also important for the
post floorplanning or placement real-time task scheduling or workload assignment [56, 88, 89].
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1 Set µT and µTold to be the room temperature values;
2 Obtain thermal conductivity by using µT ;
3 Obtain µP by µT and set µPold to be µP;
4 errorP ← 1.0;
5 While errorP > εP

6 errorT ← 1.0;
7 While errorT > εT

8 Obtain µT by the 1-D thermal model shown in
Figure 2.3 of section 2.1 in Chapter 2 with µPold ;

9 Update thermal conductivity by using µT ;

10 errorT ←
|µT − µTold |

µT
;

11 µTold ← µT ;
12 EndWhile
13 Obtain µP by using µT ;

14 errorP ←
|µP − µPold |

µP
;

15 µPold ← µP;
16 EndWhile

Figure 3.4: An iterative scheme for computing the appropriate thermal conductivity of die.
µT is a roughly average mean temperature of die, and µP is the mean of total on-chip power
consumption after executing an iteration. µP can be obtained by the zeroth order of H-PC
projected power of gates proposed in Figure 3.7 and Figure 3.9 of section 3.3.1.

The p(r, L, tox,T ) is the power density profile that consists of the deterministic dynamic power

density profile pd(r), the statistical gate tunneling leakage power density profile pg(r, L, tox,T ),

and the statistical subthreshold leakage power density profile ps(r, L, tox,T ). Since the major

part of device current flows through the channel, the power density distribution has its value

only when r ∈ (0, Lx) × (0, Ly) × (− jd, 0). Here, jd is the junction depth of device [73].

Generally, the values of κ(r,T ) are temperature dependent. However, since several iteration

loops of the entire thermal analysis procedure need to be executed to correct the error induced

by the temperature dependent issue of thermal parameters, the effort of dealing with this issue

can be relatively high. Practically, they can be set as an appropriate value, which is suggested

to be the thermal conductivity operating at the average temperature of die [41, 42, 44], while

performing temperature-aware physical design procedures. Therefore, the iterative computation

scheme shown in Figure 3.4 is employed to set the value of κ(r,T ) at the steady state mean

temperature of die. As mentioned in section 2.1 of Chapter 2, with using the 1-D thermal

model, it is fairly efficient to set the thermal conductivity of die at the roughly steady state mean
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temperature of die.

With the appropriate thermal conductivity, the statistical steady state heat transfer equation

can be re-written as

κ∇2T (r, L, tox) = −p(r, L, tox,T ), (3.19)

subject to the boundary condition

κ
∂T (rbs , L, tox)

∂~nbs

+ hbsT (rbs , L, tox) = fbs(rbs), (3.20)

where κ is the thermal conductivity of die that is obtained by utilizing the procedure presented

in Figure 3.4.

With the statistical steady state heat transfer equations (3.19) and (3.20), the goals of this

work are to evaluate the mean, variance and thermal yield profiles of on-chip temperature dis-

tribution.

3.3 Statistical Electro-Thermal Analyzer

The executing flow of the proposed statistical electro-thermal analyzer is summarized in Fig-

ure 3.5. Given the information of physical parameters, the KL expansion is performed to trans-

form the spatial correlated physical parameters into a set of un-correlated random variables.

Then, the Hermite polynomials (HPs) of these uncorrelated random variables are generated to

serve as bases for approximating the statistical on-chip temperature distribution. With the de-

sign information and the generated HPs, the statistical expression of the on-chip temperature

distribution can be generated using one of our developed statistical expression generators, the

stochastic projection based statistical expression generator and the stochastic collocation based

statistical expression generator. After that, the on-chip thermal yield profile is estimated using

the generated statistical expression of the on-chip temperature distribution. The statistical ex-

pression generators and the on-chip thermal yield profile estimation are summarized as follows.

Stochastic Projection Based Statistical Expression Generator

First, with the average temperature obtained by using the 1-D thermal model under the nom-

inal physical parameters, the projected leakage power profiles of the HPs are obtained using

64



Parameters Statistical Information
Spatial Correlation Model of Parameters

Design Information
•Circuit Benchmark (.def) 
•Cell Library (.lib & .lef)
•Package Structures
•Cell Dynamic Power (.lib) 
•Cells Leakage Power Models 

Parameter Transform 
Karhunen-Loeve (KL) Expansion

Random Bases Generation 
Hermite Polynomials (HPs)

Stochastic Projection Based 
Statistical Expression Generator

Stochastic Collocation Based
Statistical Expression Generator 

Sparse Grid Generation 
Generate multi-dimensional sampling 
points of KL expanded random variables 
for physical parameters based on the 
Smolyak formula with roots of H-PCs.Deterministic Thermal Solver  

Solve deterministic heat transfer 
equations corresponding to the  
projected power profiles of HPs. 

Deterministic Electro-Thermal Solver 
Solve each deterministic heat transfer 
equation corresponding to each sampling 
point on the Smolyak sparse grid.

Polynomial Interpolation
Apply Newton’s interpolation using the 
temperature profiles of sampling points 
on the Smolyak sparse grid. 

Is variance 
profile 

convergent? 

No

Yes

Leakage Power Projection
Compute projected power profiles of  
HPs.

Skew Normal Modeling Scheme
1. Obtain the mean, variance and skewness profiles of on-chip temperature 

distribution.
2. Match temperatures at temperature summation grids to skew normal random 

variables by method of moment.
3. Estimate thermal yield profile using look-up table method with the CDF table of 

the skew normal random variable.

Thermal Yield Profile Estimation 

Figure 3.5: Overview of the developed statistical electro-thermal analyzer.
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the algorithms presented in section 3.3.1. Then, as detailed in section 3.3.1, the coefficient

functions of the Hermite polynomial (HP) representation for the statistical on-chip temperature

distribution can be acquired by solving the deterministic heat transfer equations corresponding

to the projected power profiles of HPs. After that, the variance profiles of the statistical on-

chip temperature distribution are computed. Finally, whether the computed variance profile is

convergent or not is checked. If it is convergent, the obtained statistical thermal expression is

delivered to the estimating engine of on-chip thermal yield profile. Otherwise, the projected

leakage power profiles of HPs are re-calculated by using the computed HP representation of

the statistical on-chip temperature distribution, and the above statistical expression generating

procedure is repeated.

Stochastic Collocation Based Statistical Expression Generator

First, as described in section 3.3.2, the multi-dimensional sampling points of the KL expanded

random variables are generated by using the Smolyak sparse grid formula with the roots of

HPs. Then, as stated in section 3.3.2, the deterministic temperature profile corresponding to

each sampling point is obtained by solving the deterministic heat transfer equation with the

power profile obtained from each sampling point. After that, the statistical expression of on-

chip temperature distribution is calculated by applying the Newton’s polynomial interpolating

formula presented in section 3.3.2. Finally, the calculated the statistical expression is delivered

to the estimating engine of the thermal yield profile.

Thermal Yield Profile Estimation

Using the expression generated by one of the developed statistical expression generator, the

skew normal modeling scheme first calculates the mean, variance and skewness profiles of the

on-chip temperature distribution. After that, each temperature at a specific position is matched

to a skew normal random variable by method of moment. Finally, the on-chip thermal yield

profile is estimated by look-up table method with the CDF table of the skew normal random

variable. The detail of the above computation scheme of the thermal yield profile will be detail

in section 3.3.4.
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3.3.1 Stochastic Projection Based Statistical Expression Generator

In the recent years, analysis frameworks of the statistical performances, such as the statisti-

cal static timing analysis [90], the statistical leakage analysis [6, 7, 76], the statistical wave-

form/delay analysis of interconnects [60, 91–93] and the statistical power grid analysis [94],

have been proposed. The general analysis frameworks of statistical performances analyzers ex-

pressed the target performance as the parametric form of the physical parameters up to second

order polynomials. The statistical static timing analyzer [90] and interconnect waveform/delay

analyzer [60, 91–93] applied the second order Taylor expansion to simulate the target perfor-

mance. Due to the variations of delays for gate or interconnect corresponding to the parameters

are usually in a controllable range, the Taylor expansion can present reasonable estimations for

the delays of gates and interconnects [60, 90–93]. However, as shown in section 3.2.1, leakage

currents/powers are sensitive to the variations of the physical parameters, and their variation

ranges will be large due to the exponential dependency to the physical parameters. In this situa-

tion, since the Taylor expansion presents accurate results under the assumption that the variation

of the estimating waveforms is small, it might be not suitable for estimating the performance

correlated to the leakage currents/powers. For example, Mi et. al [94] have addressed that the

second order Taylor expansion did not present accurate voltage waveform analysis for the power

grid considering the leakage currents.

Comparing with the Taylor expansion, the polynomial chaos (PC)) [86] is another frame-

work to estimate an output quantity of a system with the sources having statistical fluctuations.

Similar with the Taylor expansion framework, the PC expresses the target quantity as a poly-

nomial of the variation sources fluctuating the input sources of the system. The difference

between PC and Taylor expansion is that PC generates orthonormal bases corresponding to the

probability distribution of the variation sources to represent the output of the system. With the

orthonormal property for the representing bases, the PC achieves the minimal mean square er-

ror estimation for the target quantity with a specific approximation order of the polynomials.

Therefore, under a specific approximation order, PC can be more accurate than Taylor expan-

sion. In other words, under a specific accuracy, Taylor expansion requires higher approximation

orders that PC. Besides the advantage of the accuracy, the efficiency of PC is equal to that of
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Taylor expansion if the transformed systems for calculating the coefficient corresponding to

each orthonormal bases can be solved individually.

Based on the framework of PC, the statistical leakage power analyzers [76,90], the statistical

power grid analysis [94] and the author’s previous works on the statistical on-chip thermal anal-

ysis [8, 95] have been developed. However, the leakage power models adopted by [76, 90, 95]

do not take the temperature effects into account. As addressed in section 3.2.1, this leads to

considerable errors on the leakage power prediction. Although the author’s previous work [8]

has took into account the temperature effect in the leakage power model, as addressed in sec-

tion 3.2.1, the leakage power models is still not adequate for the accurate leakage power predic-

tion. Since the on-chip temperature is transformed from the on-chip power, our previous works

can not provide sufficient accuracy for the statistical thermal estimation. Therefore, although

the framework of PC is adopted in this statistical expression generator, we propose an adaptive

leakage power modeling technique to deal with the issue of complex leakage power models for

advanced technologies.

Polynomial Bases

With the random vector ξ = [ξ1, ξ2, · · · , ξ|ξ|]T constructed by the KL expansion stated in sec-

tion 3.2.2, a set of |ξ|-dimensional Hermite polynomial (HPs) [86] can be constructed to serve

as the bases to approximate the on-chip temperature distribution. The HPs of ξ with order r is

Γr(ξi1 , · · · , ξir ) = (−1)r ∂r

∂ξi1 · · · ξir
exp

(
−

1
2
ξTξ

)
, (3.21)

where each in with 1 ≤ n ≤ r is the index of the selected random variable in ξ. With equa-

tion 3.21, the zeroth, first, and second orders of HPs are

Γ0 = 1, (3.22)

Γ1(ξi1) = ξi1 , (3.23)

Γ2(ξi1 , ξi2) = ξi1ξi2 − δi1i2 , (3.24)

respectively. Here, δi1i2 is the Kronecker delta. The HPs satisfy the following orthogonal prop-

erty [86].

E
{
Φi(ξ)Φ j(ξ)

}
= E

{
Φ2

i (ξ)
}
δi j, (3.25)
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where Φi(ξ) is the concise expression of Γr(ξi1 , · · · , ξir ). There is a one-to-one mapping between

Φ[·] and Γ[·], and between i and i1 · · · ir.

Stochastic Projection Based Electro-Thermal Updating Scheme

With the KL expanded random vector ξ of the channel length L and oxide thickness tox, the

on-chip temperature T (r, L, tox) can be approximated as T (r, ξ). Since L and tox are the vari-

ation sources of the input source, the leakage powers, of the heat transfer equations, based

on the framework of PC [86], the on-chip temperature T (r, L, tox) can be approximated by the

following polynomial expression.

T (r, L, tox) ≈ T̂ (r, ξ) =

NPC∑
k=0

Tk(r)Φk(ξ), (3.26)

where each Tk(r) = E{T (r, ξ)Φk(ξ)} is the projection temperature profile at any arbitrary po-

sition r of die corresponding to Φk(ξ), and NPC is the truncation number that is equal to

1 +
∑p

n=1
1
n!

∏n−1
r=0 (NKL + r). Here, p is the order of HPs, and NKL = Ntox + NL.

Substituting equation (3.26) into equation (3.19) and approximating p(r, L,Tox, T̂ ) to be

p(r, ξ, T̂ ), the residual of equation (3.19) is

R(r, ξ) ≡ κ

NPC∑
k=0

∇2Tk(r)Φk(ξ) − p(r, ξ, T̂ ). (3.27)

With a similar procedure, the residual of equation (3.20) can also be obtained. Based on the

principle of stochastic Galerkin projection [86], the residuals of the statistical heat transfer

equations (3.19)–(3.20) are enforced to be orthogonal to each H-PC, i.e. E {R(r, ξ)Φk(ξ)} = 0

for each k. Therefore, we have the following un-coupled deterministic heat transfer equation

for solving each Tk(r).

κ∇2Tk(r) = −
E{p(r, ξ, T̂ )Φk(ξ)}

E{Φ2
k(ξ)}

, (3.28)

subject to the boundary condition

κ
∂Tk(rbs)
∂~nbs

+ hbsTk(rbs) = fbs(rbs)δ0k (3.29)

for each bs.

E
{
p(r, ξ, T̂ )Φk(ξ)

}
in equation (3.28) is equal to

E
{
p(r, ξ, T̂ )Φk(ξ)

}
= pd(r)δ0k + E

{
pg(r, ξ, T̂ )Φk(ξ)

}
+ E

{
ps(r, ξ, T̂ )Φk(ξ)

}
. (3.30)
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Algorithm Stochastic Projection Based Electro-Thermal Updating Scheme
Input: Initial average die temperature µini

T obtained by 1-D thermal model
Output: The H-PC expression of on-chip temperature T̂ (r, ξ)

1 Begin
2 Tk(r)← 0 for 0 ≤ k ≤ NPC;
3 T̂ (r, ξ)← µini

T ;
4 MaxStdError← ∞;
5 While (MaxStdError > ε)
6 T̂pre(r, ξ)← T̂ (r, ξ);
7 For k ← 0 to NPC

8 ps,k(r)← E
{
ps(r, ξ, T̂ )Φk(ξ)

}
;

9 pg,k(r)← E
{
pg(r, ξ, T̂ )Φk(ξ)

}
;

10 Obtain the projected power density profile onto the
k-th HP, pk(r)← pd(r)δ0k + ps,k(r) + pg,k(r);

11 † Solve equations (3.28) and (3.29) with pk(r) to update Tk(r);
12 EndFor

13 T̂ (r, ξ)←
NPC∑
k=0

Tk(r)Φk(ξ);

14 MaxStdError← max
r

∣∣∣∣stdev
(
T̂ (r, ξ)

)
− stdev

(
T̂pre(r, ξ)

)∣∣∣∣;
15 EndWhile
16 End
† The deterministic thermal simulator mentioned in Chpater 2 is employed to
solve equations (3.28) and (3.29). Note that any deterministic thermal simulators can be used here.
“stdev” means the standard deviation.

Figure 3.6: The electro-thermal updating scheme of the stochastic projection based statistical
expression generator.

Here, pd(r) is the dynamic power density profile. E
{
pg(r, ξ, T̂ )Φk(ξ)

}
and E

{
ps(r, ξ, T̂ )Φk(ξ)

}
are the statistical projected power density profiles onto the k-th H-PC basis for the gate-leakage

and subthreshold-leakage power density profiles pg(r, ξ, T̂ ) and ps(r, ξ, T̂ ), respectively. The

term δ0k in both equations (3.29) and (3.30) is from E{Φk(ξ)} = δ0k [86].

Any existing deterministic thermal simulators, such as [5, 51–59] and the GIT thermal sim-

ulator mentioned in Chapter 2, can be utilized to obtain each Tk(r) after E
{
p(r, ξ, T̂ )Φk(ξ)

}
has

been calculated. Since the subthreshold leakage and gate tunneling leakage power density pro-

files are temperature dependent, as shown in Figure 3.6, a developed electro-thermal updating

scheme is performed to obtain each Tk(r) in equation (3.26) for expressing T̂ (r, ξ).

First, the initial T̂ (r, ξ) is estimated by utilizing the 1-D equivalent thermal circuit with the

nominal total on-chip power, and all of the projected coefficient functions T̂k(r)’s are set to be

zeros. Then, by executing the projection algorithms presented in the next subsection 3.3.1 with

the leakage power models shown in section 3.2.1, the projection power profiles of corresponding
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to each Φk(ξ) of the circuit, which are ps,k(r) and ps,k(r) shown in Lines 8∼10, can be obtained.

After that, each Tk(r) is solved by using the deterministic thermal simulator mentioned in 2,

and the HP expression of T̂ (r, ξ) is updated by using Line 11. Finally, the MaxStdError is

calculated as the maximum absolute error between the standard deviation of T̂ (r, ξ) and the

standard deviation of T̂pre(r, ξ). The above computation process is repeated until MaxStdError

is less than a given threshold value.

The developed stochastic projection based electro-thermal updating scheme has the follow-

ing advantage. Because the deterministic heat transfer equations for solving different Tk(r)’s

are un-coupled, each Tk(r) can be solved individually. Moreover, since equations (3.28)-(3.29)

corresponding to each Tk(r) have the same thermal conductivity κ, the system handling process

of an employed deterministic thermal simulator, such as the LU decomposition of the tridiago-

nal matrix [51], the establishment of the multi-grid cycle [54, 55], and the basis construction of

the deterministic thermal simulator stated in Chapter 2, can be performed only once for solving

all Tk(r)’s. In this work, we employ the deterministic thermal simulator stated in Chapter 2 to

solve Tk(r)’s because of its high efficiency for the thermal estimation in early design stages5

With the statistical expression shown in equation (3.26), the mean and variance profiles of

the statistical on-chip temperature distribution can be approximated as

E
{
T̂ (r, ξ)

}
= T0(r), (3.31)

Var
{
T̂ (r, ξ)

}
=

NPC∑
k=1

T 2
k (r)E

{
Φ2

k(ξ)
}
. (3.32)

Projection Coefficient Calculation of Leakage Power Consumption

In this subsection, for a specific type of gate located at an arbitrary parameter modeling grid, two

algorithms are proposed to calculate the projection coefficient of leakage powers corresponding

to each HP. As the locations of gates are given, for completing the electro-thermal updating

scheme shown in Figure 3.6, the projected power density profiles ps,k(r) and pg,k(r) shown in

Lines 7∼8 of Figure 3.6 can be obtained.

According to the deterministic thermal simulator stated in Chapter 2, the die is divided into

a mesh for obtaining Tk(r)’s. Similarly, as mentioned in section 3.2.2, the die is divided into
5For the post-routing thermal verification, one of the detailed thermal simulators [51, 54, 55] can be employed

to solve Tk(r)’s with the complicated thermal model for the interconnect layer.
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a mesh for obtaining the explicit forms of the device channel length and oxide thickness at the

parameter modeling grids. Under an acceptable accuracy, the required mesh sizes for modeling

physical parameters and obtaining Tk(r)’s are different. Therefore, the mesh sizes of parameter

modeling and temperature simulation grids is set to be different. Based on the above setting,

if the grids of the temperature simulation mesh overlap those of the parameter modeling mesh,

the values of Tk(r) are averaged for calculating the projection coefficients of leakage powers in

an arbitrary parameter modeling grid.

As mentioned in section 3.2.1, the complex fitting form are required to be adopted for ac-

curately modeling the leakage powers. Therefore, we adopt the accurate but complex leakage

power models presented in section 3.2.1 and propose two approximating strategies to trace the

temperature dependency of the leakage powers. For both the subthreshold and the gate tun-

neling leakage powers, in each parameter modeling grid, the HP expression of the temperature

distribution by each iteration, T̂pre(r shown in Figure 3.6, is substituted in to the leakage power

models. Although the temperature distribution is approximated by the second order HPs in the

output of this statistical expression generator, for reducing the complexity, the first order HP

expression of the temperature is employed to obtain the explicit forms of leakage powers . Be-

sides, with the mean temperature profile obtained by each iteration shown in Figure 3.6 being

the expansion point, an adaptive Taylor expansion is proposed for simplifying the explicit form

of the subthreshold leakage power model.

Projection Coefficient of Gate Tunneling Leakage Power For a specific type of gate in the

m-th parameter modeling grid, the proposed gate tunneling leakage power model mentioned in

section 3.2.1 can be written as

Pgm(Lm, toxm,Tm) = Vdd × a0ea1Lm+a2Tm+a3toxm +a4t2oxm , (3.33)

where Lm, toxm and Tm are the device channel length, the device oxide thickness and the average

temperature in the m-th parameter modeling grid, respectively. And ai’s are the fitting constants

of the specific type of gate.

Approximating Lm and toxm as the KL expansions shown in equations (3.15)–(3.16) and uti-

lizing the first order HP expression obtained by each iteration shown in Figure 3.6, the average
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Algorithm Gate Tunneling Leakage Power Projection
Input: Vdd and ai’s of each gate leakage power model;

µLm , µtoxm and µTm; vectors gLm , gtoxm , hLm and htoxm;
Vtoxm and Λtoxm which are the eigen-vector matrix and
the diagonal eigen-value matrix ofGtoxm , respectively.

Output: qm[k] = E
{
Pgm

(
Lm, toxm, T̂m

)
Φk(ξ)

}
for k = 1 ∼ NPC

1 Begin
2 cLm ← a1gLm + a2hLm ,
ctoxm ← (a3 + 2a4µtox)gtoxm + a2htoxm ,
Ntox ←

∣∣∣ηtox

∣∣∣, NL ← |ηL|,
µPgm

← Vdd × a0ea1µL+a2µTm +a3µtox +a4µ
2
tox ,

$Lm
← cT

Lm
cLm

/2;
3 PROVECs(Ntox , ctoxm ,Vtoxm , a4Λtoxm , ϕtoxm , $toxm ,ρ,Θ);
4 EPg ← µPgm

ϕtoxme$Lm
+$toxm ;

5 For k ← 0 to NPC

6 if Φk(ξ) = 1,
7 qm[k]← EPg;
8 else if Φk(ξ) = ηLi , i ∈ NL,
9 qm[k]← cLm[i]EPg;

10 else if Φk(ξ) = ηtoxi , i ∈ Ntox ,
11 qm[k]← ρ[i]EPg;
12 else if Φk(ξ) = ηLiηL j − δi j, i ∈ NL, j ∈ NL,
13 qm[k]← cLm[i]cLm[ j]EPg;
14 else if Φk(ξ) = ηtoxiηtox j − δi j, i ∈ Ntox , j ∈ Ntox ,
15 qm[k]← Θ[i][ j]EPg;
16 else if Φk(ξ) = ηtoxiηL j , i ∈ Ntox , j ∈ NL,
17 qm[k]← cLm[ j]ρ[i]EPg;
18 EndFor
19 End
∗ Ntox = {1, 2, 3, · · · ,Ntox}; NL = {1, 2, 3, · · · ,NL}

Figure 3.7: The evaluating algorithm of projection coefficients of gate tunneling leakage power
up to second order of HPs.
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Function PROVECs
(
NPar, cParm ,VParm ,ΛParm , ϕ,$,ρ,Θ

)
Input: The dimension of related vectors and matrices NPar;

Vector cParm ; Matrices VParm , and ΛParm .
Output: scalars ϕ and $; vector ρ; matrix Θ
1 Begin
2 c̃← V TcParm ,

s←
[√

1 − 2ΛParm[1][1], · · · ,
√

1 − 2ΛParm[NPar][NPar]
]T

,

u←
[
c̃[1]
s[1] , · · · ,

c̃[N]
s[N]

]T
,

w ←
[

1
s[1]2 , · · · ,

1
s[N]2

]T
,

m←
[
c̃[1]
s[1]2 , · · · ,

c̃[N]
s[N]2

]T
,

ϕ← 1
/∏i=N

i=1
s[i], $← uTu/2, ρ← V T

Parm
m;

3 For i← 1 to N
4 For j← 1 to N

5 Θ[i][ j]← ρ[i]ρ[ j] +

N∑
l=1

w[l]V T
Parm

[i][l]VParm[l][ j] − δi j;

6 EndFor
7 EndFor
8 End

Figure 3.8: The function that evaluates the related vectors for calculating the leakage powers.

temperature in m-th parameter modeling grid Tm = Tm(ηL,ηtox) can be written as

T̂m(ηL,ηtox) = µTm + hT
Lm
ηL + hT

toxm
ηtox , (3.34)

where µTm is the mean of average temperature in the m-th parameter modeling grid. hLm and

htoxm are the vectors of projection coefficients of Tm(ηL,ηtox) corresponding to HPs. Substituting

T̂m(ηL,ηtox) into equation (3.33), for each electro-thermal iteration, the projection coefficient

corresponding to the k-th HP of Pgm(Lm, toxm,Tm) can be approximated by

E
{
Pgm(Lm, toxm, T̂m)Φk(ξ)

}
= µPgm

E
{
ec

T
Lm
ηL
· ec

T
toxmηtox +a4η

T
toxGtoxmηtox Φk(ξ)

}
, (3.35)

where µPgm
= Vdda0ea1µLm +a2µTm +a3µtoxm +a4µ

2
toxm , ctoxm =

(
a3 + 2a4µtoxm

)
gtoxm + a2htoxm , cLm = a1gLm +

a2hLm andGtoxm = gtoxm
gT

toxm
.

According to the derivation given in APPENDIX B and replacing the subscript Par, which

is shown in Figure 3.8, with toxm, the evaluating algorithm of equation (3.35) is summarized

in Figure 3.7. The function PROVECs shown in Fig 3.8 evaluates related vectors for calculat-

ing E
{
ΦkPar (ξ) exp(cT

Parm
ηPar + aηT

ParGParmηPar)
}
. Here, the subscript Par means the physical
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Algorithm Subthreshold Leakage Power Projection
Input: µPsm

and βi’s in equation (3.38); vectors gLm , gtoxm , hLm

and htoxm; VLm and ΛLm which are eigen-vector matrix
and diagonal eigen-value matrix ofGLm , respectively. Vtoxm

and Λtoxm which are eigen-vector matrix and diagonal eigen-value
matrix ofGtoxm , respectively

Output: qm[k] = E
{
Psm

(
Lm, toxm, T̂m

)
Φk(ξ)

}
for k = 1 ∼ NPC

1 Begin
2 cLm ← β1gLm + β2hLm ,
ctoxm ← β3gtoxm + β5htoxm ,
NL ← |ηL|, Ntox ←

∣∣∣ηtox

∣∣∣;
3 PROVECs(NL, cLm ,VLm , β2ΛLm , ϕLm , $Lm ,ρL,ΘL);
4 PROVECs(Ntox , ctoxm ,Vtoxm , β4Λtoxm , ϕtoxm , $toxm ,ρtox ,Θtox);
5 EPs ← µPsmϕLmϕtoxme$Lm +$toxm ;
6 For k ← 0 to NPC

7 if Φk(ξ) = 1,
8 qm[k]← EPs;
9 else if Φk(ξ) = ηLi , i ∈ NL,

10 qm[k]← ρL[i]EPs;
11 else if Φk(ξ) = ηto xi , i ∈ Ntox ,
12 qm[k]← ρtox[i]EPs;
13 else if Φk(ξ) = ηLiηL j − δi j, i ∈ NL, j ∈ NL,
14 qm[k]← ΘL[i][ j]EPs;
15 else if Φk(ξ) = ηtoxiηtox j − δi j, i ∈ Ntox , j ∈ Ntox ,
16 qm[k]← Θtox[i][ j]EPs;
17 else if Φk(ξ) = ηtoxiηL j , i ∈ Ntox , j ∈ NL

18 qm[k]← ρtox[i]ρL[ j]EPs;
19 EndFor
20 End
∗ Ntox = {1, 2, 3, · · · ,Ntox}; NL = {1, 2, 3, · · · ,NL}

Figure 3.9: Subthreshold leakage power projection algorithm.

parameter L or tox, and m means the m-th grid. ηPar is a standard normal random vector repre-

senting the KL expanding random vector of the physical parameter, and a is a constant. VParm

is the eigen-vector matrix of GParm , and ΛParm is the eigen-value matrix of GParm multiplied by

a. ΦkPar (ξ) is the HPs of ξ up to the second order. kPar is the index of HPs.

Although the algorithm in Figure 3.7 only calculates the projection coefficient of the gate

tunneling leakage power up to the second order of HPs, it can be easily extended to the higher

order of HPs.
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Subthreshold Leakage Power Projection As mentioned in section 3.2.1, for a specific type

of gate in the m-th parameter modeling grid, the adopted subthreshold leakage power model can

be written as

Psm(Lm, toxm,Tm) = Vdd × b0e f̃s(Lm,toxm,Tm)×eb1Lm+b2L2
m+b3toxm+b4t2oxm+b5Tm , (3.36)

where bi’s are the fitting constants, and f̃s equals to the remaining terms of fs shown in equa-

tion (3.2) with excluding the polynomial terms {Lm, L2
m, toxm, t2

oxm,Tm}. By utilizing the Taylor

expansion with the expansion point at (µLm , µtoxm , µTm), f̃s(Lm, toxm,Tm) can be approximated as

d0 +d1∆Lm +d2∆L2
m +d3∆toxm +d4∆t2

oxm +d5∆Tm. Here, di’s are µTm dependent Taylor expansion

coefficients. With the approximated f̃s(Lm, toxm,Tm), Psm can be approximated as

Psm(Lm, toxm,Tm) ≈ µPsmeβ1∆Lm+β2∆L2
m+β3∆toxm+β4∆t2oxm+β5∆Tm , (3.37)

where β1 = b1 + d1, β2 = b1 + 2b2 + d2, β3 = b3 + d3, β4 = b3 + 2b4 + d4, β5 = b5 + d5, and µPsm

is equal to Vdd × b0e(b1+d0)µLm +b2µ
2
Lm

+b3µtoxm +b4µ
2
toxm +b5µTm .

Utilizing the KL expansions of Lm and toxm, and the first order HP expression of Tm, we

have ∆Lm = gT
Lm
ηL, ∆toxm = gT

toxm
ηtox , and ∆Tm = hT

Lm
ηL + hT

toxm
ηtox . Then, for a specific type of

gate located in the m-th parameter modeling grid, the projection coefficients of Psm(Lm, toxm,Tm)

corresponding to k-th HP basis can be approximated by equation (3.38) for each electro-thermal

iteration.

E
{
Psm(Lm, toxm, T̂m)Φk(ξ)

}
= µPsmE

{
ec

T
Lm
ηL+β2η

T
LGLmηL

· ec
T
toxmηtox +β4η

T
toxGtoxmηtox Φk(ξ)

}
, (3.38)

where µPsm = Vddb0e(b1+d0)µL+b2µ
2
L+b3µtox +b4µ

2
tox +b5µTm , ctoxm = β3gtoxm + β5htoxm , cLm = β1gLm + β5hLm ,

Gtoxm = gtoxm
gT

toxm
and andGLm = gLm

gT
Lm

.

According to the derivation given in APPENDIX B, the calculating algorithm of equa-

tion (3.38) up to the second order of HPs is summarized in Figure 3.9. Since the expressions

of both exponents in equation (3.38) are similar with the expression of the second exponent in

equation (3.35), the calculating steps (Lines 6 ∼ 19) in Figure 3.9 are similar with the calculat-

ing steps (Lines 5 ∼ 18) in Figure 3.7.

As indicated by [6, 76], the number of parameter modeling grids can be much less than the

number of gates while maintaining the acceptable accuracy. Thus, the simulated die is divided
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Algorithm Stochastic Projection Based Electro-Thermal Analysis
Input: Geometries of the die, spatial correlation models of channel

length and oxide thickness, design information such as .def file,
.lef file, .lib file, package structure and leakage power models

Output: The H-PC expression of T̂ (r, ξ).
The mean profile and the variance profile of T̂ (r, ξ).

1 Begin
2 Set the thermal parameters, and get the initial average die

temperature µini
T by 1-D thermal model described in section 3.2.3;

3 For m← 1 to Ng

4 Obtain gLm of Lm and gtoxm of toxm by the KL expansion;
5 Eigen-decomposeGLm to obtain VLm and ΛLm;
6 Eigen-decomposeGtoxm to obtain Vtoxm and Λtoxm;
7 EndFor
8 Tk(r)← 0 for 0 ≤ k ≤ NPC;
9 T̂ (r, ξ)← µini

T ;
10 While (MaxStdError > ε)
11 T̂prev(r, ξ)← T̂ (r, ξ);
12 For m← 1 to Ng

13 For n← 1 to NumGateType
14 Obtain the projected gate-tunneling leakage powers onto

the H-PC bases for the n-th gate type in the m-th parameter
modeling grid by the algorithm shown in Figure 3.7;

15 Obtain the projected sub-threshold leakage powers onto
the H-PC bases for the n-th gate type in the m-th parameter
modeling grid by the algorithm shown in Figure 3.9;

16 EndFor
17 EndFor
18 For k ← 0 to NPC

19 Obtain the projected power density profile onto the k-th H-PC
basis, pk(r), by using the projected powers calculated
from Lines 14 and 15;

20 Solve equations (3.28) and (3.29) with pk(r) to update Tk(r);
21 EndFor

22 T̂ (r, ξ)←
NPC∑
k=0

Tk(r)Φk(ξ);

23 Update mean and variance profiles by equations (3.31) and (3.32);
24 MaxStdError← max

r

∣∣∣∣stdev
(
T̂ (r, ξ)

)
− stdev

(
T̂prev(r, ξ)

)∣∣∣∣;
25 EndWhile
26 End

Figure 3.10: Stochastic projection based electro-thermal analysis algorithm. NumGateType in
Line 13 is the number of gate types given from the industrial library file.
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into Ng grids for modeling parameters that is much less than the number of simulated temper-

ature grids. Gates locate in the same parameter modeling grid share the same KL expansions

of the channel length and oxide thickness; hence, they share the same GLm and Gtoxm in the

m-th parameter modeling grid. Therefore, the number of eigen-decompositions is Ng rather

than the number of gates. In addition, the eigen-functions and eigen-values only depend on

the spatial covariance functions of the channel length and oxide thickness; thus, each GLm and

Gtoxm are known after the spatial covariance functions are given. Generally, the empirical spatial

covariance functions of the channel length and the oxide thickness can be extracted before the

circuit design [79, 80, 83, 85]. Therefore, the eigen-decomposition of each GLm and Gtoxm can

be calculated before the thermal simulation. The complete analysis algorithm is presented in

Figure 3.10.

3.3.2 Stochastic Collocation Based Statistical Expression Generator
Smolyak Sparse Grid Formulation

The primary advantage of Smolyak sparse grid formulation is to construct an interpolating

polynomial of the multivariate function u ∈ Cr by using much less samples of the desired

function than those of the full tensor product interpolation formula and the Monte Carlo method

but still maintains an acceptable error bound [96, 97]. Here, Cr is the set of all functions which

have continuous derivatives of all orders up to r. With the stochastic collocation technique, the

statistical expression of the on-chip temperature distribution can be efficiently constructed.

The difference between Monte Carlo method and Smolyak sparse grid formulation is that the

Monte Carlo method randomly generates the samples of random variables and, hence, requires

a large number of samples for achieving an accurate estimate. On contrary to the Monte Carlo

Method, the Smolyak sparse grid technique uses the roots of H-PCs or the extrema of Cheby-

shev polynomial [97] to generate the samples of random variables and employs these fewer

samples to effectively interpolate the desired solution. For a two-dimensional random variable,

its possible sample sets of the Monte Carlo method and the Smolyak sparse grid formulation

are illustrated in Figure 3.11.

According to the Smolyak sparse grid formulation, the on-chip temperature distribution can
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Sampling Points of 
Monte Carlo

Sampling Points of 
Smolyak Sparse Grid

ξ1

ξ2

ξ1

ξ2

Figure 3.11: The number of sampling random variables comparison between the Monte Carlo
method and the Smolyak sparse grid formulation. Here, the samples of Smolyak sparse grid are
adopted for achieving a level two approximation.

be explicitly approximated as follows [96, 97].

T̂ NKL
q (r, ξ) =

∑
q−NKL+1≤|i|≤q

(−1)q−|i|
(
NKL−1
q−|i|

) (
Qi1(T )⊗· · ·⊗QiNKL (T )

)
. (3.39)

Here, NKL = Ntox + NL is the number of random variables in ξ, q = NKL + l, l ≥ 1 is the

formulation level, and |i| = i1 + · · · + in + · · · + iNKL . With level in ≥ 1, Qin is an interpolating

polynomial of T (r, ξ) by only utilizing the random variable ξn, and ⊗ is the functional cross

product. The level in is the index to decide the number of samples (min) for the interpolating

polynomial Qin . As suggested by [97], the relation between min and in is that m1 = 1 and

min = 2in−1 + 1 for in > 1.

From (3.39), only the corresponding temperature values of a small set of samples for ξ [97]

need to be known. This set is called the sparse grid and is equal to [97]

H (q,NKL) =
⋃

q−NKL+1≤|i|≤q

(
~i1 × · · · × ~in × · · · × ~iNKL

)
, (3.40)

where ~in =
{
ξ1

in , · · · , ξ
min
in

}
is the set of sample points used by Qin(T ), and the operator ‘×’ is the

cross product of sets. The number of sample points from the Smolyak sparse grid formulation

increases as O
(
N l

KL/l!
)
, and the runtime complexity for obtaining T̂ NKL

q (r, ξ) is in the order of
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Cdet ·O
(
N l

KL/l!
)
. Here, Cdet is the runtime complexity for performing the deterministic electro-

thermal simulation once.

For a function having bounded derivatives up to order r, the Smolyak sparse grid formulation

ensures a error bound, |El| = cNKL,r · N
−r
H
·
(
log NH

)(r+1)(NKL−1) [97]. Here, NH is the number of

sample points in H(q,NKL), and cNKL,r is a constant that only depends on NKL and r. In our

experience, the accurate estimation of thermal yield profile can be obtained by setting the level

l to be 1. Therefore, the number of sample points in the Smolyak sparse grid formulation can

be much less than that of the Monte Carlo method.

An example with NKL = 2 and q = NKL + 1 = 3 is given to illustrate the Smolyak sparse

grid formulation. Since q − NKL + 1 ≤ |i| ≤ q, we have i1 = 1, i2 = 1 for |i| = 2, and

i1 = 1, i2 = 2 or i1 = 2, i2 = 1 for |i| = 3. Therefore, the numbers of sample values for

random variables ξ1 and ξ2 are mi1=1 = 1, mi2=1 = 1 for |i| = 2, and mi1=1 = 1, mi2=2 = 3

or mi1=2 = 3, mi2=1 = 1 for |i| = 3, respectively. According to various values of i1 and i2,

the interpolating polynomial forms by individually utilizing each random variable at different

levels can be determined. After that, the interpolating polynomial forms corresponding to ξT =

[ξ1, ξ2] at different combined levels (i1, i2) can be constructed by the functional cross product

operation. For example, Qi1=1(T ) = 1 and Qi1=2(T ) = a0 + a1ξ2 + a2ξ
2
2 are the first order and

second order interpolating polynomial forms by utilizing ξ1, respectively; Qi1=1(T )⊗Qi2=2(T ) =

1 ⊗ (b0 + b1ξ2 + b2ξ
2
2) = b0 + b1ξ2 + b2ξ

2
2 and Qi1=2(T ) ⊗ Qi2=1(T ) = (a0 + a1ξ1 + a2ξ

2
1) ⊗ 1 =

a0 + a1ξ1 + a2ξ
2
1. Here, a j’s and b j’s are coefficients that can be determined by using the sample

values of T (r, ξ). To obtain Qi1(T ) ⊗ Qi2(T ) for each pair (i1, i2), only the chip temperature

distribution excited by the point that belongs to the following sample set of ξ needs to be known.

Given ~1 = {p1
0} and ~2 = {p2

0, p2
1, p2

2}, we have

H (3, 2) =
(
~i1=1 × ~i2=1

)
∪

(
~i1=1 × ~i2=2

)
∪

(
~i2=2 × ~i2=1

)
=

{[
p1

0, p1
0

]T
}
∪

{[
p1

0, p2
0

]T
,
[
p1

0, p2
1

]T
,
[
p1

0, p2
2

]T
}
∪

{[
p2

0, p1
0

]T
,
[
p2

1, p1
0

]T
,
[
p2

2, p1
0

]T
}

=

{[
p1

0, p1
0

]T
,
[
p1

0, p2
0

]T
,
[
p1

0, p2
1

]T
,
[
p1

0, p2
2

]T
,

[
p2

0, p1
0

]T
,
[
p2

1, p1
0

]T
,
[
p2

2, p1
0

]T
}
.

(3.41)

The sampling values of ~i for each level i must be properly decided. Adopting the roots of

H-PCs with its order being corresponding to the level i can achieve the most accurate result as
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Algorithm Temperature Profile Calculation for a Sample Point
Input: A sampling point ξ j, initial temperature T ini

ξ j and pd(r)
Output: Temperature profile T (r, ξ j)
1 Begin
2 T (r, ξ j)← T ini

ξ j ;
3 MaxError← ∞;
4 Obtain toxm(ξ j) and Lm(ξ j) for each m-th parameter modeling

grid according to ξ j;
5 While (MaxError > ε)
6 Tpre(r, ξ j)← T (r, ξ j);
7 Update pleak(r, ξ j,Tpre) by Tpre(r, ξ j) ;
8 p(r, ξ j,Tpre)← pleak(r, ξ j,Tpre) + pd(r);
9 †Solve equations (3.42) and (3.43) with p(r, ξ j,Tpre) to obtain

a new T (r, ξ j);
10 if (T (r, ξ j) = ∞) then Thermal runaway;
11 MaxError← max

r

∣∣∣T (r, ξ j) − Tpre(r, ξ j)
∣∣∣;

12 EndWhile
13 End
†Any deterministic thermal simulators can be used to execute Line 9.
Here, the simulator stated in Chapter 2 is adopted.

Figure 3.12: Deterministic electro-thermal analysis for each sampling point, ξ j, in sparse grid.
pleak, pd and p are the leakage, dynamic and total power density profiles for each sampling
point, respectively.

ξ is a normal random vector [98]. Choosing the extrema of the Chebyshev polynomial with its

order being corresponding to the level i can achieve the nested sparse grid structure, i.e. ~i ⊂ ~k

for i < k, for any levels and the acceptable accuracy [97]. In this work, we select the roots of

H-PCs as the sampling values since the result is shown to be very accurate by using the low

level approximation, and the nested sparse grid structure is still preserved for q = NKL + 16.

Temperature Profile Calculation for a Given Sample Point

After the sparse grid H(q,NKL) of ξ is obtained, the samples of channel length and oxide

thickness in the m-th parameter modeling grid corresponding to the j-th sample point, ξ j, of

H(q,NKL) can be obtained by equations (3.15) and (3.16). Hence, the deterministic power den-

sity profile corresponding to ξ j can be obtained. With the deterministic power density profile,

6If the high order approximation is needed for the accuracy, we suggest to use the extrema of the Chebyshev
polynomial because the nested sparse grid structure is preserved for any levels; hence, the number of sample points
can be much less.
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we have the following deterministic steady-state heat transfer equation

κ∇2T (r, ξ j) = −p(r, ξ j,T ), (3.42)

subject to the following boundary condition

κ
∂T (rbs , ξ

j)
∂~nbs

+ hbsT (rbs , ξ
j) = fbs(rbs). (3.43)

Here, p(r, ξ j,T ) and T (r, ξ j) are the deterministic power density and temperature profiles with

respect to ξ j, respectively. Since the power density profile in equation (3.42) is temperature

dependent, a deterministic electro-thermal analysis procedure summarized in Figure 3.12 is

built to obtain each T (r, ξ j).

Temperature Profile Construction by Using Polynomial Interpolation

Instead of directly using equation (3.39) to obtain Qi1(T ) ⊗ · · · ⊗ QiNKL (T ) for each different

|i| = i1 + · · · + iNKL , we take the advantage of nested sparse grid structure and then perform

the Newton interpolating method [98] to globally interpolate T (r, ξ).7 Based on the Newton

interpolating formula, the approximated on-chip temperature at a specified position of the die,

T (r∗, ξ), can be expressed as

T̂ (r∗, ξ) =

j=NH−1∑
j=0

û j(r∗)φ j(ξ). (3.44)

Here, each φ j(ξ) is an interpolating polynomial with respect to the j-th sampling vector ξ j, and

the form of each φ j(ξ) can be found in [98]. NH = |H(q,NKL)| and |H(q,NKL)| is the number

of the sampling vectors in sparse grid. Each û j(r∗) is an unknown coefficient which needs to be

determined.

Based on the basic idea of interpolation that the approximation function must match each

known data, the interpolated polynomial in (3.44) satisfies the following equation for each ξn.

j=NH−1∑
j=0

û j(r∗)φ j(ξn) = T (r∗, ξn). (3.45)

7For the sparse grid that does not preserve the nested structure, the Newton interpolating method can also be
applied to obtain each Qi1 (T ) ⊗ · · · ⊗ QiNKL (T ).
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Algorithm Stochastic Collocation Based Electro-thermal Analysis
Input: Geometries of the die; spatial correlation models of device channel

length and oxide thickness; design informations such as .def,
.lef, and .lib files; package structure and leakage power models

Output: Mean profile, variance profile, and the Smolyak sparse grid
interpolation formula, T̂ (r, ξ), of on-chip temperature distribution

1 Begin
2 Set thermal parameters and the initial average mean temperature,
µini

T , of the die by 1-D thermal model;
3 For m← 1 to Ng

4 Obtain gLm and gtoxm of Lm and toxm by the KL expansion,
respectively;

5 EndFor
6 Generate the Smolyak sparse grid,H(q,NKL), for the KL expanded

random variables.
7 For n← 0 to |H(q,NKL)| − 1
8 Obtain T (r, ξn) by using the algorithm shown in Figure 3.12.
9 EndFor

10 Solve equation (3.46) to obtain the Newton interpolation formula in
equation (3.44), and calculate the mean and variance profiles.

11 End

Figure 3.13: Stochastic Collocation Based Statistical Expression Generating Algorithm.

With the property of φ j(ξ) described in [98], equation (3.45) can be rewritten as the following

matrix form for finding each û j(r∗) at the chip position r∗.
φ0(ξ0) 0 · · · 0
φ0(ξ1) φ1(ξ1) · · · 0
...

...
. . .

...
φ0(ξNH−1)φ1(ξNH−1) · · · φNH−1(ξNH−1)




û0(r∗)
û1(r∗)
...

ûNH−1(r∗)

=


T (r∗, ξ0)
T (r∗, ξ1)

...
T (r∗, ξNH−1)

 (3.46)

Each û j(r∗) can be calculated by using the forward substitution. After each û j(r∗) is calculated,

the mean and variance profiles of the temperature distribution can be estimated as

E
{
T̂ (r∗, ξ)

}
= E

 j=NH−1∑
j=0

û j(r∗)φ j(ξ)

 , (3.47)

Var
{
T̂ (r∗, ξ)

}
= Var

 j=NH−1∑
j=0

û j(r∗)φ j(ξ)

 . (3.48)

The algorithm of the developed stochastic collocation based statistical expression generator is

shown in Figure 3.13.
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Gates Placement  
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Simulation Grids 

…
…

Accumulate the 
area of each gate 
type in a grid 

…

Obtain Power Profile

Obtain Temperature Profile

Power density in a grid is 
obtained by summing the 
product of the accumulated 
area of same type of gates 
and the power value of that 
type with updated 
temperature and process 
parameters of sampling value

Deterministic temperature  
profiles are calculated by 
the proposed simulator 
stated in Chapter 2.

…
…

Electro-thermal Loop

Figure 3.14: Implementation of solving the deterministic heat transfer equations.

3.3.3 Implementation of the Deterministic Electro-Thermal Simulation

The implementation of solving the deterministic heat transfer equations for the stochastic pro-

jection and collocation based methods is shown in Figure 3.14. In the preliminary stage, the

accumulated area of each gate type in each simulating temperature grid is pre-calculated and

stored. With the accumulated area of each gate type in each simulating temperature grid, the de-

terministic power density profile for each sampling point inH(q,NKL) or each projected power

density profile corresponding to HP can be obtained in the order of O(NxNyNtype). Here, Nx and

Ny are the division numbers of simulation grid along the x− and y−directions, respectively, and

Ntype is the number of total gate types for the given design. Generally, Ntype is determined by

the specified cell library, and it is far less than the number of simulation grid, NxNy.

The deterministic thermal simulator stated in Chapter 2 is adopted for solving the deter-

ministic heat transfer equations. In our experimental setting, the number of simulation grid is

128 × 128, and it takes 0.018 seconds to execute one time of deterministic thermal simulation.
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3.3.4 On-Chip Thermal Yield Computation

As mention in section 3.1.2, the on-chip thermal yield profile can be defined as

Tyield(r,Tre f )
def
= Prob(T (r, ξ) ≤ Tre f ). (3.49)

With the definition of (3.49), the target is to approximate the CDF of the on-chip temperature

distribution. Because the first order H-PC approximation obtains a linear combination of KL

expanded normal random variables, the first order expression of T̂ (r, ξ) in equation (3.26) is

a normal random variable. Thus, the on-chip thermal yield estimation based on the first order

H-PC expression can be easily obtained by looking up the table of the tail probability of the

standard normal random variables with using the estimated mean and variance profiles shown

in equations (3.31) and (3.32), respectively.

For designs with large scale variations, the second order approximation has been suggested

to be taken into account for the performance analysis [6, 7, 76, 90–92, 94]. In this work, based

on the second order H-PC expression for the stochastic projection method and the Level-1

Smolyak sparse grid formula for the stochastic collocation method, an on-chip thermal yield

profile estimator is proposed. Two different approaches of estimating the thermal yield profile

for the stochastic projection method up to the second order of H-PCs, without including the

cross product terms and with including the cross product terms, will be presented.

The approach for the second order of H-PCs without including the cross product terms will

be introduced first because it has the same form as the Level-1 Smolyak sparse grid formula

of the stochastic collocation method. The statistical expression of the on-chip temperature

distribution at a specific location r∗ of the die without including the cross product terms can

be written as

T̂ (r∗, ξ) =

k=NKL∑
k=1

(
âk(r∗)ξ2

k + b̂k(r∗)ξk

)
+ ĉ(r∗). (3.50)

Here, âk(r∗), b̂k(r∗) and ĉ(r∗) are the coefficients calculated by the stochastic projection or the

stochastic collocation generators. Equation (3.50) can be re-written as

T̂ (r∗, ξ) =

k=NKL∑
k=1

âk(r∗)χk(r∗, ξk) + c̃(r∗), (3.51)
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where each χk(r∗, ξk) =
(
ξk + b̂k(r∗)/2âk(r∗)

)2
is a non-central chi-square random variable since

ξk is a normal random variable, and c̃(r∗) = ĉ(r∗) −
∑NKL

k=1
b̂2

k(r∗)/4âk(r∗) is a constant.

Since ξ is an independent normal random vector, T̂ (r∗, ξ) is a weighted sum of independent

non-central chi-square random variables. To estimate the on-chip thermal yield profile defined

by equation (3.49) can be done by approximating the CDF of T̂ (r∗, ξ) at each specified location

of the die. Although, theoretically, the CDF of T̂ (r∗, ξ) can be obtained by convolving the

PDFs of χk(r∗, ξk)’s, it is not suitable for the practical propose because of numerous numerical

convolutions. Thus, an innovated statistical moment matching based method is performed to

efficiently approximate the CDF of T̂ (r∗, ξ).

APEX [99], a state-of-the-art method for estimating the CDF, approximates the CDF of ran-

dom variable with the similar form of equation (3.50) by a set of linear-combined exponential

waveforms and can achieve an arbitrarily required matching order of statistical moments. How-

ever, the Padé approximation, which does not guarantee to be stable for obtaining poles/zeros

even in the low order approximation, is essential for APEX. To remedy the unstable issue, the

technique proposed by [100] can be adopted to obtain the first two dominated pole/zero pairs for

APEX. However, the first two dominated pole/zero pairs can only construct an approximated

CDF of T̂ (r∗, ξ) that matches up to the first two statistical moments. Please refer [99] and [100]

for the details of APEX and the stable two-pole technique, respectively.

Here, we are going to present a skew-normal based statistical moment matching technique

that can stably approximate the CDF of T̂ (r∗, ξ) and matches the statistical moments up to the

third order. The basic idea is to approximate a Gaussian-like but skewed random variable by

matching its mean, variance and skewness to be a skew-normal random variable. The validation

for approximating the PDF/CDF of T̂ (r∗, ξ) by the skew-normal random variable is explained by

using Figure 3.15. The sketches of PDFs for the weighted sum of two independent non-central

chi-square random variables in two different cases are shown in Figure 3.15. In Case1, the

skewness of PDF decreases because a left-skewed distribution and a right-skewed distribution

are moving integrated. In Case2, the skewness of PDF increases because two right-skewed

distributions (or two left-skewed distributions, only the right-skewed case shown in Figure 3.15)

are moving integrated. Both integrated PDFs in Case1 and Case2 are Gaussian-like. Since
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Case1.  1 2; 0a b a bχ χ+ × >

=

*

=

The skewness of the PDF decreases
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*

Moving Integral 

Case2.  1 2; 0a b a bχ χ+ × <

*

=

Moving Integral =

The skewness of the PDF increases

Figure 3.15: Weighted sum of two independent non-central chi-square random variables.
Case1: the skewness of the PDF decreases because a left-skewed distribution and a right-
skewed distribution are moving integrated. Case2: the skewness of the PDF increases because
two right-skewed distributions are moving integrated.

T̂ (r∗, ξ) is the weighted sum of independent non-central chi-square random variables, T̂ (r∗, ξ)

is a Gaussian-like and skewed random variable.

The moment generating function and CDF of a skew-normal random variable, Z ∼ S N(υ, ω, α),

are characterized by the given parameters υ,ω and α [101]. With these parameters, the first three

statistical moments of Z are

E(Z) = υ + ωδ
√

2/π, (3.52)

Var(Z) = ω2(1 − 2δ2/π), (3.53)

Skew(Z) =
(4 − π)

(
δ
√

2/π
)3

2(1 − 2δ2/π)3/2 , (3.54)

where δ = α/
√

1 + α2.

With the approximated expression of on-chip temperature distribution T̂ (r∗, ξ), the thermal

yield at a specified location r∗ can be approximated as

Tyield(r∗,Tre f ) ≈ Prob
(
T̂ (r∗, ξ) ≤ Tre f

)
= Prob

(
∆T̂ (r∗, ξ) ≤ ρ(r∗)

)
, (3.55)

87



where ρ(r∗) = (Tre f − µT̂ (r∗))/σT̂ (r∗) and ∆T̂ (r∗, ξ) = (T̂ (r∗, ξ) − µT̂ (r∗))/σT̂ (r∗). µT̂ (r∗) and

σT̂ (r∗) are the mean and the standard deviation of T̂ (r∗, ξ), and they can be calculated by using

equations (3.31) and (3.32) or equations (3.47) and (3.48), respectively.

By matching the first three statistical moments of ∆T̂ (r∗, ξ) to the skew-normal random

variable Z, we have

υ + ωδ
√

2/π = µ∆T̂ (r∗), (3.56)

ω2(1 − 2δ2/π) = σ2
∆T̂

(r∗), (3.57)

(4 − π)
(
δ
√

2/π
)3

2(1 − 2δ2/π)3/2 = γ∆T̂ (r∗). (3.58)

Here, µ∆T̂ (r∗) = 0 and σ2
∆T̂

(r∗) = 1 are the mean and variance of ∆T̂ (r∗, ξ), respectively. γ∆T̂ (r∗)

is the skewness of ∆T̂ (r∗, ξ), and its value can be calculated by the binomial moment evaluation

algorithm [99]. After solving equations (3.56)–(3.58), we have

δ(r∗) =

√√√√√√√√ γ
2
3

∆T̂
(r∗)(

2(4−π)
2π

√
2
π

) 2
3

+ 2
π
γ

2
3

∆T̂
(r∗)

, (3.59)

ω(r∗) =

√
1

1 − 2
π
δ2(r∗)

, (3.60)

υ(r∗) = −ω(r∗)δ(r∗)
√

2
π
, (3.61)

and α(r∗) = δ(r∗)
/√

1 − δ2(r∗).

With υ(r∗), ω(r∗) and α(r∗), the thermal yield Tyield(r∗,Tre f ) is approximated by the CDF

of the skew normal random variable as follows.

Tyield(r∗,Tre f ) ≈ Φ(β(r∗)) − 2TOwen (β(r∗), α(r∗)) . (3.62)

Here, Φ is the CDF of the standard normal random variable, TOwen is Owen’s T function, and

β(r∗) = (ρ (r∗) − υ(r∗))/ω(r∗). Based on equation (3.62), the approximated thermal yield at a

specific location on the die can be evaluated by using a look-up table method.

For the stochastic projection method up to the second order H-PCs with cross product terms,

the H-PC expression is a quadratic polynomial with the form of cT (r∗)ξ + ξT A(r∗)ξ. In this

category, the quadratic model diagonalization [99] needs to be performed for calculating the
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Figure 3.16: The executing sketch of the mixed-mesh thermal yield estimation.

statistical moments. Then, the skew normal modeling technique mentioned previously can be

applied to the thermal yield profile approximation for this category. In this paper, the second

order H-PC expression without cross product terms of the stochastic projection method is im-

plemented, and the experimental result shows that this category can provide an accurate on-chip

thermal yield profile estimation.

3.3.5 Mixed-Mesh Thermal Yield Estimation

As mentioned in Sections 3.3.1 and 3.3.2, the developed statistical expression generators need to

solve several deterministic heat transfer equations to obtain the statistical expressions of the on-

chip temperature distribution. Although our results show that the Level-1 Smolyak sparse grid

formula of the stochastic collocation based method and the second order H-PC expression with-

out the cross product terms of the stochastic projection based method can obtain the accurate

statistical expressions of on-chip temperature distribution, we still need to solve 2×(NL+Ntox)+1

deterministic heat transfer equations. Therefore, the runtime of the thermal yield estimation is

dominated by the statistical expression generators. To save the runtime for feeding the ther-

mal yield to be the thermal cost of thermal-aware optimization engines, such as thermal-aware
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floorplanners or placers, a mixed-mesh strategy is proposed to estimate on-chip thermal yield

profile under an allowable temperature resolution, Tres.

The mixed-mesh strategy is inspired by the following observations. The developed statis-

tical polynomial expression generator stated in Section 3.3.1/3.3.2 consists of a deterministic

thermal simulation for calculating the mean/nominal temperature profile and 2 × (NL + Ntox)

deterministic thermal simulations for calculating the variations of the temperature distribution.

Practically, since the process variations of parameters are usually within a controllable range,

the mean/nominal value of the circuit performance is larger than the values of variance and

skewness of the circuit performance [6, 7, 76, 90, 92, 94]. Since the mean is the PDF/CDF loca-

tion parameter of the temperature at a specific position of die, it contributes the major portion

to the value of thermal yield.

Based on the above observations, the mixed-mesh strategy for generating the statistical poly-

nomial expression of temperature distribution is exhibited in Figure 3.16. For preserving the

estimation accuracy, a fine-mesh deterministic thermal simulation is performed to obtain the

mean/nominal temperature profile. Then, the difference ∆T max between the maximum and min-

imum temperatures for the mean/nominal temperature profile is extracted, and a temperature

resolution Tres is chosen. Then, a NCM by NCM coarse-mesh is utilized for executing the remain-

ing NPC − 1 or NH − 1 deterministic thermal simulations. Here, NCM can be calculated using

the criterion
⌈
∆T max/Tres

⌉
. After that, using the statistical polynomial expression generated by

these NPC − 1 or NH − 1 coarse-mesh temperature simulations, the coarse-mesh variance and

skewness profiles of temperature distribution are obtained. Finally, the thermal yield profile is

calculated by using the mixed-mesh mean/nominal, variance and skewness profiles of tempera-

ture distribution.

With the above mixed-mesh strategy, the complexity of statistical polynomial expression can

be significant reduced. For example, in our implementation, the deterministic thermal simulator

stated in Chapter 2 is employed to calculate the deterministic temperature profile. The com-

plexity of the baseline algorithm stated in Sections 3.3.1 is NPCNFMNFMO(log NBase), and the

complexity of the mixed-mesh strategy is (NFMNFM + (NPC − 1)NCMNCM) O(log NBase). Here,

NFM is the number of girds in x- and y-directions for the fine-mesh, and NBase is the number of
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Table 3.3: Parameters and Truncation Points for the Channel Length and the Oxide Thickness.
Nominal L Nominal tox 3σL 3σtox NL Ntox NKLg

65nm 1.5nm 12% 5% 13 13 49

bases for expressing the deterministic temperature profile.

The complexity ratio of the mixed-mesh strategy to the deterministic thermal simulation is

(1+ (NPC−1) (NCM/NFM)2). In our experimental results, an accurate thermal yield profile can be

estimated with the setting NPC = 53, NFM = 128, NCM = 16 and Tres = 0.65oC. The complexity

ratio is 1.8125. Therefore, the mixed-mesh strategy enhances the efficiency of the thermal yield

profile estimator for catching up with those of deterministic thermal simulators.

3.4 Experimental Results

The developed stochastic projection based thermal analyzer and the stochastic collocation based

thermal analyzer are implemented in C++ language and tested on a Linux system with Intel

Xeon 3.0-GHz CPU and 32GB memory. The die size is 2.5mm× 2.5mm× 0.5mm. The junction

depth is set to be 20nm that is the nominal value for the 65nm technology [73] and the Debye

length is set to be 2nm [102]. The floorplanning of test chip having 1.2 million functional gates

is shown as Figure 3.17(a), and the geometries of chip and package are shown in Figure 3.17(b).

The device parameters, the truncation points of KL expansions for the channel length (NL)

and the oxide thickness (Ntox), and the number of device modeling grid (NKLg) are summa-

rized in Table 3.3. Both NL and Ntox are decided by satisfying γNL+1/
∑NL+1

i=1 γi ≤ 1% and

γNtox +1/
∑Ntox +1

i=1 γi ≤ 1%, respectively. To model the spatial correlation, both ηx/Lx and ηy/Ly are

set to 0.98 for the correlation function shown in equation (3.7) [81].

By applying the modeling skill of thermal parameter mention in Figure 3.4 of Section 3.2.3

and the modeling skill for both of the heat transfer paths mentioned in [57], the thermal con-

ductivity and the equivalent heat transfer coefficients of the primary and secondary heat flow

paths for executing the deterministic simulator stated in Chapter 2 are summarized in Table 3.4.

The boundary condition of each vertical surface is set to be isothermal. The top surface of the

test circuit is divided into 128 × 128 grids for executing the deterministic thermal simulator.
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C4/CBGA Package and PCB Board
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Figure 3.17: Floorplan of the test die, geometries of the test chip and package, and mean and
standard deviation profiles of the power density on the test chip. (a) Floorplan of the test die.
(b) Geometries of the test chip and package. (c) The mean profile of power density. (d) The
standard deviation profile of power density. Here, Lx and Ly are the width and length of the test
chip, respectively.

Table 3.4: Equivalent Thermal Parameters.
Parameter Value

κ 104.6 W/(m·°C)
hp 12000 W/(m2·°C)
hs 2017 W/(m2·°C)

κ: the thermal conductivity of the die.
hp: the equivalent primary heat transfer coefficient.
hs: the equivalent secondary heat transfer coefficient.
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Table 3.5: Accuracy and Efficiency of the Developed Statistical Expression Generators.
Monte Carlo‡ Statistical Expression Generator† Speedup

Device Variation Method Projection Based Collocation Based Projection Collocation
#Samples Runtime Maximum Error Runtime Maximum Error Runtime Based BasedWID

WID+D2D
D2D

WID+D2D ¬ Mean STDEV ­ Mean STDEV ® ¬/­ ¬/®

40% 60% 6921 442.94 0.92% 2.69% 2.47s 0.91% 2.70% 2.68s 179.3× 165.2×
50% 50% 7011 448.70 0.93% 2.43% 2.42s 0.91% 2.68% 2.72s 185.4× 164.9×
60% 40% 7031 449.98 0.90% 2.53% 2.47s 0.90% 2.72% 2.74s 182.1× 164.2×

† The maximum error is obtained by comparing with the golden solution constructed by the Monte Carlo method using 2 × 105 samples.
‡ To demonstrate the efficiency, here, the Monte Carlo method is simulated till achieving the same accuracy of standard deviation

as the developed methods. The runtime does not include the time of parsing input that is performed only once for all above methods.
In this table, “STDEV” represents the standard deviation.

The estimated mean and standard deviation profiles of the power density under the settings of

60% of WID and 40% D2D variations to the total variation are shown in Figure 3.17(c)–(d),

respectively.

3.4.1 Statistical Thermal Simulations With/Without Considering Electro-
Thermal Effects

The Monte Carlo method with 2×105 samples, 100 grids for modeling device parameters, 60%

of WID and 40% D2D variations to the total variations is performed to demonstrate the essen-

tialness of the statistical electro-thermal simulation loop. Figure 3.18 presents the mean and

standard deviation profiles of the on-chip temperature distribution with and without consider-

ing the temperature dependent effect of leakage powers. According to the mean profile results,

the difference between Figure 3.18(a) (with considering the electro-thermal effect) and Fig-

ure 3.18(b) (without considering the electro-thermal effect) is over 16%. Furthermore, accord-

ing to the standard deviation profile results, the difference between Figure 3.18(c) (with con-

sidering the electro-thermal effect) and Figure 3.18(d) (without considering the electro-thermal

effect) can be over 31%. These substantial differences indicate that the statistical electro-thermal

analysis is essential.

3.4.2 Accuracy and Efficiency

Given various ratios of WID variation and D2D variation to the total variation and 100 grids for

modeling device parameters, the results of Monte Carlo method with 2 × 105 samples are used

as the reference (golden) solution of statistical electro-thermal simulation.

The Level-1 Smolyak sparse grid formula that chooses the roots of H-PCs to be the sam-

pling points is executed for the stochastic collocation based method. To compare the accuracy
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(a) (b)

(c) (d)

Figure 3.18: Results of the Monte Carlo method with or without considering electro-thermal
effects. (a) The mean temperature profile with considering the electro-thermal effect. (b) The
mean temperature profile without considering the electro-thermal effect. (c) The standard de-
viation profile of temperature distribution with considering the electro-thermal effect. (d) The
standard deviation profile of temperature distribution without considering the electro-thermal
effect.
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between the stochastic projection based method and the stochastic collocation based method,

the temperature distribution is expanded by the second order H-PCs without the cross product

terms for the stochastic projection based method since it generate the similar form as that of

the Level-1 Smolyak sparse grid formula. The number of executing the deterministic electro-

thermal simulation is 53 for both of the stochastic projection based and stochastic collocation

based methods because the stochastic projection based method generates 2 × (NL + Ntox) + 1 H-

PCs to approximate the temperature distribution, and the Level-1 Smolyak sparse grid formula

uses 2 × (NL + Ntox) + 1 sampling points. Both NL and Ntox are 13 as shown in Table 3.3.

In Table 3.5, the first two columns are the ratios of WID variation and D2D variation to

the total variation, respectively. As shown in Table 3.5, the maximum errors of two proposed

statistical expression generators are less than 3% for both estimated mean and standard deviation

profiles among three different ratios of WID variation and D2D variation.

As shown in Table 3.5, the runtime of the stochastic collocation based method is larger than

that of the stochastic projection based method because the required number of iterations for

solving the deterministic electro-thermal problem of the stochastic collocation based method is

larger; especially for those samples hitting the (µ − 3σ) value of each KL expanded random

variable. The “Speedup” indicates the speedup of each developed method over the Monte Carlo

method. The speedup of the stochastic projection method and the stochastic collocation method

are over 179× and 164×, respectively. The results show that the proposed methods can be orders

of magnitude faster than the Monte Carlo method.

The mean and standard deviation profiles of the temperature distribution on the test chip

with 60% of WID variation and 40% of D2D variation to the total variation are shown in Fig-

ure 3.19(a)–(d). Figure 3.19(a) and (b) are the mean and standard deviation profiles estimated

by the stochastic projection based method, respectively. Figure 3.19(c) and (d) are the mean

and standard deviation profiles estimated by the stochastic collocation based method, respec-

tively. The error distributions of the mean and standard deviation of the temperature distribution

estimated by the stochastic projection based method are shown in Figure 3.19(e) and (f), respec-

tively.
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Figure 3.19: Simulation results of the developed methods. (a) and (b) the mean and stan-
dard deviation profiles of the estimated temperature distribution got by the stochastic projection
method, respectively. (c) and (d) the mean and standard deviation profiles of the estimated tem-
perature distribution obtained by the stochastic collocation method, respectively. (e) and (f) the
error distributions of the mean and standard deviation of the estimated temperature distribution
got by the stochastic projection method, respectively.
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Table 3.6: Accuracy and Efficiency Comparison of the Skew Normal Model and APEX for
Estimating Thermal Yield Profiles. The results are compared with the Monte Carlo method
with 2 × 105 samples.

Variation Skew Normal APEX
Tre f Projection Collocation Projection CollocationWID

WID+D2D
D2D

WID+D2D Runtime MaxError Runtime MaxError Runtime MaxError Runtime MaxError
40% 60% 88.40oC 0.013s 1.51% 0.013s 1.63% 2.80s 1.91% 2.80s 1.97%
50% 50% 88.48oC 0.013s 1.46% 0.013s 1.52% 2.80s 1.87% 2.80s 1.90%
60% 40% 88.54oC 0.013s 1.37% 0.013s 1.41% 2.80s 2.27% 2.80s 2.32%

Thermal Yield Estimation

Based on the second order H-PCs without the cross product terms for the stochastic projection

based method and the Level-1 Symolyak sparse grid formula for the stochastic collocation based

method, the skew-normal based statistical moment matching method and APEX [99] are imple-

mented for estimating thermal yield profiles. To avoid the instability of the Padè approximation

for APEX, the stable two pole model [100] is implemented for finding the poles/zeros. Based

on the average mean (µ̄T ) and the average standard deviation (σ̄T ) of temperature obtained by

the Monte Carlo method, the reference temperature (Tre f ) specified by the designer is set to be

µ̄T + 2.5σ̄T . With various ratios of WID variation and D2D variation to the total variation, the

results of the skew-normal based method and APEX for estimating thermal yield profiles are

summarized in Table 3.6.

The “Projection” and “Collocation” indicate that the statistical expressions of the temper-

ature distribution are generated by the stochastic projection method and stochastic collocation

method, respectively. The “Runtime” is the execution time to obtain the thermal yield profile,

and “MaxError” is the maximum error of the estimated thermal yield profile compared with the

golden solution obtained by the Monte Carlo method. As shown in Table 3.6, both our statis-

tical expression generators can provide accurate statistical on-chip temperature expressions for

the thermal yield estimation. The maximum error of the skew-normal based method is less than

1.63% for all test situations, and the maximum error of APEX is less than 2.32%. It can be

observed that the accuracy of the skew-normal based methods outperforms that of APEX.

Furthermore, as shown in Table 3.6, the proposed skew-normal based method can achieve

215× speedup over APEX. It is because of two reasons. First, APEX needs a high order of sta-

tistical moments to get a tight bound of their generalized Chebshev inequality for the PDF/CDF

shifting process. In our experimental results, it requires the first nine statistical moments to
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achieve an accurate thermal yield profile even though [100] only needs the first four statisti-

cal moments to get the first two dominated poles. Rather than APEX, the skew-normal based

method only needs to match the first three statistical moments to construct the model and can

accurately estimate the thermal yield profile. Second, after the first two dominated poles are

computed, APEX needs to solve equations to obtain the zeros of the first two dominated poles

for constructing its exponential model. Rather than APEX, the skew-normal based method only

needs to perform a constant-time lookup-table method to estimate the thermal yield profile after

the first three statistical moments have been computed.

With
(

WID
WID+D2D ,

D2D
WID+D2D

)
= (60%, 40%), results of the thermal yield profile estimation are

shown in Figure 3.20. The thermal yield profile got by the Monte Carlo method is drawn in

Figure 3.20(a). Figure 3.20(b) and (c) show the estimated thermal yield profiles of the proposed

skew-normal based method and APEX, respectively. Comparing with the Monte Carlo method,

the error distributions of the estimated thermal yield profiles of the proposed skew-normal based

method and APEX are shown in Figure 3.21. Figure 3.21(a) and (b) are the error distributions

of the proposed skew-normal based method and APEX, respectively. From Figure 3.20(a)–

(b) and Figure 3.21(a), it can be observed that the developed skew-normal based method can

accurately deliver the on-chip thermal yield profile. However, Figure 3.20(c) reveals that the

estimated thermal yield profile got by APEX exceeds 100% in some region since APEX doesn’t

guarantee to generate a statistical model for preserving the property of CDF.

To further demonstrate that the skew-normal model based method can accurately estimate

the temperature CDF at a position on the chip. Figure 3.22 plots the CDF curve of temperature

at position A in Fig 3.20(a) got by the Monte Carlo method and its estimated CDF curves got

by the skew-normal model bases method, and APEX with the 9-th order and the 4-th order for

the PDF/CDF shifting process.

As shown in Figure 3.22, the estimated CDF curve got by the skew-normal model based

method can tightly fit the CDF curve obtained by the Monte Carlo method. However, APEX

with the 4-th order can not meet the result got by the Monte Carlo method. Although the

accuracy of estimated CDF curve got by APEX can be improved by increasing the order to 9,

it still cannot accurately estimate the thermal yield for a smaller reference temperature value as
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(a)

(b)

(c)

Figure 3.20: Thermal yield profiles of the test chip with
(

WID
WID+D2D ,

D2D
WID+D2D

)
= (60%, 40%). (a)

Profile obtained by the Monte Carlo method. (b) Profile obtained by the proposed skew-normal
based method. (c) Profile obtained by APEX.
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Figure 3.21: The error distributions of the skew-normal based method and APEX. (a) Distribu-
tion of the skew-normal based method comparing with the Monte Carlo method. (b) Distribu-
tion of APEX comparing with the Monte Carlo method.
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Figure 3.22: The temperature CDF curve at position A in Figure 3.20(a) got by the Monte
Carlo method, and its estimated CDF curves obtained by the skew-normal model based method,
APEX with the 4-th oredr and the 9-th order for the PDF/CDF shifting process.
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illustrated in Figure 3.22.

Mixed-Mesh Thermal Yield Estimation

The mixed-grid thermal yield estimation strategy presented in section 3.3.5 has been imple-

mented into the statistical thermal expression generators to demonstrate its effectiveness. The

estimated thermal yield profile of the test chip with the stochastic projection based statistical

expression generator is shown in Figure 3.23. In this test case, the difference between the max-

imum and minimum mean temperatures, ∆T max, can be calculated as 11.1°Cwith the number

of fine grid being 128 × 128, and the temperature resolution, Tres, is set to be 0.65°C. Hence,

the number of coarse gird for the remaining NPC − 1 deterministic thermal simulations can be

calculated as 16 × 16. Comparing with the result from the Monte Carlo method, the maximum

error of the estimated thermal yield profile obtained by the mixed-grid strategy is only 2.24%

which is slightly larger than the result shown in Table 3.6. However, the runtime of building the

statistical expression of on-chip temperature distribution can be reduced to 0.019 seconds (The

runtime without using the mixed-grid strategy is 2.47 seconds as shown in Table 3.5.). Thus, the

mixed-mesh strategy achieves 130× speedup over the baseline statistical polynomial expression

generator. The runtime for estimating the thermal yield profile is still 0.013 seconds. Totally,

the runtime for executing the entire flow of the mixed-mesh thermal yield estimation is 0.032s.
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Figure 3.23: The estimated thermal yield profile and the error distribution of the mixed-grid
thermal estimation strategy.
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Chapter 4

Simulation Method III – LUTSim: A
Look-Up Table Based Thermal Simulator
for 3-D ICs

In this chapter, a look-up table based thermal simulator, LUTSim, is presented to efficiently

estimate the temperature profile of three-dimensional integrated circuits. With utilizing the

pre-built tables of the temperature response induced by a unit power source, the superposition,

interpolation, and a recursive table look-up techniques are applied to estimate the temperature

profile of the three-dimensional integrated circuits.

Look-Up Table
Based Thermal 

Estimation

Thermal-Aware 
Floorplanner of 3-D ICs 

TSVs/TTSVs Considered 
Thermal-Aware Placer 

of 3-D ICs

Early Stage Optimization Kernel of 
Physical Design for 3-D ICs

Design
Netlist

Design 
Constraints

Tier
Information

Tech. Library
(With TSVs)  

Temperature Tables
Library

Figure 4.1: Key points of LUTSim for the early physical design stages in 3-D ICs.
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As shown in Figure 4.1, LUTSim is conceptually similar with the circuit performance anal-

ysis, such timing and power analysis, using the standard cell library. For the thermal simulation

(the circuit performance analysis), the thermal (electrical) characteristics of modeling grids

(gates) are first pre-characterized by the detailed thermal simulation (the SPICE simulation),

and the temperature profiles (delays/powers of gates) are tabled in the library files. With the

pre-characterized tables of the temperature (electrical characteristics such as delays or powers),

the thermal analysis (the circuit performance analysis such as the static timing analysis) can be

efficiently performed via table look-up instead of executing the time-consuming detail thermal

simulation (SPICE simulation).

With the framework of look-up table (LUT), LUTSim can efficiently calculate full-chip tem-

perature profile without solving the large scale system of the modified nodal analysis (MNA),

which is the major computation effort of the prior arts [50–59], of the equivalent thermal cir-

cuit. More important, besides the advantage of the full-chip thermal simulation, if TSVs are

moved by the optimization engines, this simulation method can update the on-chip tempera-

ture by table looking-up without re-performing the dealing process of the large scale thermal

conductance matrix.

The organization of this chapter is summarized as follows. The compact thermal models for

early design stages of 3-D ICs is stated in section 4.1. Then, LUTSim is described in section 4.2.

Finally, the experimental results are given in section 4.3.

4.1 Thermal Model for Early Design Stages of TSVs based
3-D IC Structures

As mentioned in section 1.3, the TSVs based 3-D IC structures can provide much interconnect

density, and is the most popular implementation categories. Therefore, this work focuses on

thermal analysis of these structures of 3-D ICs. As exhibited in Figure 4.2, the thermal model

for the early physical design stages of TSVs based 3-D ICs consists of following portions1.

1. The primary heat flow path consists of the heat spreader, heat sink and package. The

secondary heat flow path consists of the input/output pads, the package substrate and the

1Although LUTSim adopts the thermal model of TSV based 3-D ICs, its framework can be extended to other
structures of 3-D ICs, e.g. face-to-face, contactless interconnection and wire-bound structures [3].
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print circuit board. Using the techniques stated in section 2.1, the heat transfer coefficients

of the primary and secondary heat flow paths can be equalized to two different effective

heat transfer coefficients hp and hs, respectively.

2. Interconnect layers consists of the interconnects and the dielectric. Because the routing

information is unknown in the early physical design stages, each interconnect layer can

be modeled as a homogeneous layer with an effective thermal resistance or conductiv-

ity using the modeling techniques in [56] with the empirical density and the regularity

structure assumption of wires.

3. Functional blocks of tiers are modeled as power sources attached to the thin layers that are

close to the top surfaces of the silicon bulk and the stacked silicon substrates, and there

are TSVs in each silicon substrate of each stacked tier, e.g. tiers 2 and 3 in Figure 4.2.

Tier 1

Tier 2

Tier 3

Ambient Air
Primary Heat Flow Path

Silicon Bulk

Interconnect Layer

Interconnect Layer

Interconnect Layer

TSV

Device

Secondary Heat Flow Path

ph

Silicon 
Substrate

Silicon 
Substrate

(x,y) = (0,0)

(x,y) = (Lx ,0)

sh
Ambient Air (x,y) = (Lx , Ly)

(x,y) = (0 , Ly)

z = Lz

z = 0

Figure 4.2: Thermal model for the early design stage of a 3-D IC with three tiers.

As stated previously, this work focuses on the steady-state thermal analysis because the

steady state on-chip temperature is more concerned in the physical design stages. With the
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above thermal model, the temperature profile of a TSVs based 3-D IC, T (r), can be governed

by the following steady-state heat transfer equation.

∇ · (κ(r)∇T (r)) = −p(r), (4.1)

subject to the boundary condition as

κ(rbs)
∂T (rbs)
∂~nbs

+ hbsT (rbs) = fbs(rbs). (4.2)

Here, r = (x, y, z) ∈ D, D = (0, Lx) × (0, Ly) × (0, Lz) is the domain of the chip, Lx and Ly

are the lateral sizes of the chip, Lz is the thickness of the chip, κ(r) is the thermal conductivity

(W/m·◦C) of the chip, and ∇ is the diverge operator. The bs is any specific boundary surfaces

of the chip, rbs is the position on bs, hbs is the heat-transfer coefficient on bs, fbs(rbs) is the heat

flux function on bs, ~nbs is the outward normal to bs, ∂/∂~nbs denotes the differentiation along the

outward normal to bs, and p(r) is the power density profile of the chip. Since the major portion

of device current flows through the channel, p(r) has its value only when r is in the thin layers

close to the top surfaces of tiers. The thicknesses of these thin layers are equal to the junction

depth of devices.

Although the steady state heat transfer equations shown in equations (4.1) and (4.2) are sim-

ilar with the steady state heat transfer equations for 2-D ICs stated in section 2.1, the difference

is that the thermal conductivity profile κ(r) in the silicon substrates and bulk can not be treated

as a constant value because there are TSVs these layers. Therefore, the analytical simulation

framework stated in Chapter 2 should be modified for the TSV based 3-D ICs. Nevertheless,

the author refers the above modification to be an open research topic. Instead of the analytical

simulation approaches, using the finite difference method (FDM), the steady-state heat transfer

equations (4.1) and (4.2) can be transformed into a SPICE-compatible equivalent thermal cir-

cuit [50], and the steady-state temperature profile of a 3-D IC can be obtained by solving the

following modified nodal analysis (MNA) system.

GT = p. (4.3)

Here, G is the thermal conductance matrix, and T is the temperature profile vector of simulation

grids. p is the power vector of modeling grids, its entries have non-zero values only for grids in
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S g, and S g is the set of grids close to the top surfaces of tiers. With equation (4.3), our target is

to estimate the temperature profile of the grids in S g because temperatures of functional blocks

are required to be well concerned in the early physical design stages.

Once the thermal conductance matrix of the TSV based 3-D IC is constructed, advanced

numerical simulation framework such as [51, 54, 55] can be adopted to solve the temperature

profile in simulation grids, T. However, since the positions of TSVs will be moved by early

stage design engines such as floorplanners or placers, the thermal conductance matrix, G, will

be different after an optimization step is executed. Therefore, the handling process2 of the ther-

mal conductance matrix needs to be re-performed for each optimization loop, and this decreases

the efficiency of [51,54,55]. Therefore, to avoid the re-handling process of the thermal conduc-

tance while thermal-aware design engines are executing, LUTSim employs the look-up table

framework to simulate the temperature profile of 3-D ICs.

With equation (4.3), our target is to estimate the temperature profile of grids in S g, TS g ,

because temperature values of functional blocks are required to be well concerned in early

physical design stages.

4.2 LUTSim

4.2.1 Overview of LUTSim

The flowchart of LUTSim is summarized in Figure 4.3. Before the design information, such

as the floorplan/placement and the powers of macros/gates, is given, the table establishment is

executed to pre-building the tables for the temperature response of unit powers. To execute the

table establishment, the following chip information is required. 1) The thicknesses of silicon

substrates and silicon bulk, and the material of TSV/TTSV; 2) The number of tiers and the

effective heat transfer coefficients of primary and secondary heat flow paths; 3) The thicknesses

and effective thermal conductivities of interconnect layers; 4) The outline of the chip.

As shown in Figure 4.1, since one of major objectives of the proposed thermal analyzer is the

temperature estimation for floorplanners, the table establishment is required being performed

2The handling processes of the thermal conductance matrix in advanced numerical simulation frameworks [51,
54, 55] are the LU decomposition of a tri-diagonal matrix in each propagating direction [51] and the multilevel
restriction-interpolation construction [54, 55].
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Figure 4.3: The flowchart of LUTSim.

before the floorplanning stage. Due to the following reasons, the chip information for the table

establishment is practically available before the floorplanning stage.

1. The thicknesses of the silicon substrates and silicon bulk, and the material of TSV/TTSV

are manufacturing parameters.

2. The number of tiers is practically determined by the partition [3,103] or is given during the

heterogeneous integration before the floorplanning stage. The heat transfer coefficients of

primary and secondary heat flow paths are generally determined in the high level system

design [68].

3. The thicknesses and effective thermal conductivities of interconnect layers can be esti-

mated by the modeling technique [57] before the floorplanning is processed.

4. Recently, the fixed-outline floorplanning [38,104–106] brings more and more attention in

modern ASIC designs of 2-D and 3-D ICs. It enables the hierarchical framework, which

is the prevalent framework for dealing with the rapid increasing design complexity and is
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not supported by the classical outline-free floorplanning [104], for modern ASIC designs.

The outline estimation technique of 2-D ICs has been proposed in [105], which is based

on the total area of blocks and whitespace threshold. Xiao et. al. [38] has further extended

the outline estimation technique to 3-D ICs, which can be written as

W = ((1 + ε)Aγ/L)1/2,H = ((1 + ε)A/γL)1/2. (4.4)

Here, W/H is the chip width/height, A is the total area of macros, L is the number of tiers,

γ is the aspect ratio of the chip, and ε is the maximum allowable fraction of the white

space. Therefore, outlines of 3-D ICs are practically available before the floorplanning

stage of modern VLSI designs.

Therefore, the table establishment can be executed before the floorplanning stage, and the pre-

built tables can be reduced while the floorplaners and placers are executed.

As the design information and the pre-built tables of the temperature responses are inputted,

a recursive look-up table technique is executed to calculate the temperature profile of the 3-D

IC. Finally, the temperature profile of grids on top surfaces of stacked tiers are reported.

The following sections will detail the technical contents of LUTSim. For the sake of simplic-

ity, “temperature response induced by a unit power source at a specific position with ignoring

the effect of TSVs/TTSVs” is abbreviated as “TR-UPS”.

4.2.2 Recursive Look-Up Table based Full-Chip Thermal Simulation
Framework

Since the junction depth is much thiner than those of silicon substrates and silicon bulk, while a

floorplanner or a placer [36,38,42,107] is executing, the thermal conductivity variation of a tier

due to the shifting of gates can be reasonably ignored. Therefore, with ignoring TSVs/TTSVs,

the thermal model of each tier can be characterized as a homogeneous-material layer. Replacing

the thermal model of this 3-D IC with a thermal model without considering TSVs/TTSVs, the

MNA equation for calculating its steady-state temperature profile becomes

GhTh = p. (4.5)

Here, Gh is the thermal conductance matrix of TSVs/TTSVs ignored 3-D IC, Th is the tem-

perature profile vector for the simulation grids of TSVs/TTSVs ignored 3-D IC, and Th can be

109



computed as

Th = G−1
h p =

∑
i∈S g

G−1
h pi =

∑
i∈S g

piG−1
h ei =

∑
i∈S g

piTI
i . (4.6)

Here, pi = piei, each pi is the power of grid i, ei is the vector with i-th component 1 and

everywhere else 0, and TI
i

def
= G−1

h ei is the temperature response induced by the unit power

source vector ei.
∑

i∈S g
pi = p because p j = 0 for each grid j < S g. Since the temperature values

of grids in S g are required to be well concerned, they are extracted as

Th,S g =
∑
i∈S g

pihi, (4.7)

where Th,S g is an NS g × 1 vector for the temperature profile of grids in S g, each hi is an NS g × 1

vector that extracts the values of TI
i for grids in S g, and NS g is the number of grids in S g.

Each hi can be pre-calculated and stored as the technology and chip information is given.3

With the pre-built hi’s, Th,S g can be computed by using the superposition of pihi’s. However,

the material of tiers, which have TSVs/TTSVs passing through, actually is non-homogeneous.

Hence, LUTSim is developed to calculate the temperature profile of TSVs/TTSVs considered

3-D ICs.

Considering the effect of TSVs/TTSVs, the MNA equation for calculating steady-state tem-

perature profile of the 3-D IC can be written as

(Gh + ∆G)T = p, (4.8)

where ∆G is the variation of thermal conductance matrix induced by TSVs/TTSVs correspond-

ing to Gh.

Before proceeding the rest of contents, the convergence of LUTSim is guaranteed by Propo-

sition 1, and its proof is presented in APPENDIX C.

Proposition 1. Given an FDM based SPICE-compatible equivalent thermal circuit for a 3-D

IC with the thermal conductance matrix G = Gh + ∆G, the temperature profile of this 3-D IC is

T =

∞∑
i=0

(−1)i
(
G−1

h ∆G
)i

G−1
h p. (4.9)

�
3In this work, although the sparse LU decomposition based fast MNA solver [10] is employed to calculate each

hi, advanced thermal simulation methods such as [51, 54] and the GIT based 3-D IC thermal simulation method
stated in section 2.3 can be adapted to speed up the pre-simulation runtime.
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Truncating the high order terms in equation (4.9), the q-th order approximation of T is

T ≈ Tq def
= m0 +

q∑
i=1

mi, (4.10)

where m0 = Th = G−1
h p, and mi = G−1

h bi−1 with bi−1 = −∆Gmi−1 for i ≥ 1.

Since mi = G−1
h bi−1 has the same form as Th, each mi can be recursively calculated by using

the look-up table technique. Because we mainly concern the temperature profile TS g for those

grids in S g, with equation (4.10), TS g can be written as

TS g ≈ Tq
S g

def
= Th,S g +

q∑
i=1

(mi)S g , (4.11)

where each symbol with the sub-index S g means that only the related values in set S g are

calculated and concerned.

The complexity of directly solving Th,S g from equation (4.7) is O(N2
S g

), and the memory

usage is O(N2
S g

) for storing hi’s. Moreover, the complexity for solving equation (4.11) is much

higher due to the recursive look-up table procedure. Hence, a double-mesh look-up table tem-

perature calculation technique is developed to improve the efficiency and save the memory

usage.

4.2.3 Fine-Mesh Table Establishment

Because the on-chip heat flow mainly passes through the vertical direction (the directions along

the primary and second heat flow paths shown in Figure 4.2) of the chip, TR-UPS has the

lateral locality property, which means that TR-UPS has significant values in the local lateral

region close to the grid with the inserted unit power source. Moreover, since the effective

lateral thermal conductances of simulation grids in a local region are similar, TR-UPS also has

the local similarity property, which means that the temperature responses of unit power sources

inserted at different grids in a local lateral region have similar waveforms. These two properties

are illustrated in Fig 4.4.

Based on lateral locality, as shown in Figure 4.5, the table establishing process for hi of

the grid i ∈ S g is proceed as follows. After inserting a unit power source to the grid i ∈ S g

(Figure 4.5.(a)), the thermal simulation is performed for calculating hi. Then, as shown in

Figure 4.5.(b), a truncation window W is chosen to extract the significant portion of hi. Then,
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4: Examples for the lateral locality and local similarity of the temperature response
induced by a unit power source. Each unit power source is inserted to a grid on the top-surface
of the tier adjacent to the secondary heat flow path. (a)–(f) are the temperature responses with
inserting a unit power source on grids (0, 0), (1, 1), (32, 0), (33, 0), (32, 32) and (33, 33), respec-
tively.
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Thermal
Simulation

Table
Establishment

Impulse_Power_Region: 6
Impulse_Power_Grid:  (5, 5)
Left_Length:  2
Right_Length:  2
Up_Length:  2
Down_Length: 2
Temperature_Table
Die: 1
0.0078  0.0086  0.0091  0.0087  0.0081 
0.0084  0.0099  0.0113  0.0100  0.0087 
0.0088  0.0111  0.0142  0.0113  0.0091 
0.0082  0.0097  0.0111  0.0098  0.0085
0.0074  0.0082  0.0087  0.0083  0.0077
Die: 2
0.0077  0.0085  0.0091  0.0087  0.0081 
0.0083  0.0099  0.0116  0.0100  0.0087 
0.0088  0.0115  0.0170  0.0116  0.0091 
0.0082  0.0097  0.0115  0.0098  0.0085 
0.0074  0.0081  0.0087  0.0083  0.0077
Die: 3 
0.0076  0.0083  0.0089  0.0085  0.0079 
0.0082  0.0096  0.0119  0.0098  0.0085 
0.0086  0.0118  0.0315  0.0119  0.0089 
0.0080  0.0095  0.0117  0.0096  0.0083 
0.0073  0.0080  0.0085  0.0081  0.0075

…
…

Tier 3

Tier 2

Tier 1

Low

High

Tem
perature

Window W

(a) (b) (c)

Figure 4.5: The table establishing process of TR-UPS of a specific grid in S g.

the values of hi for grids within the region of W are stored as a table, TRTABi. The following

strategy is applied to obtain the size of W. Based on the local similarity, we separately insert a

unit power source to a representative grid in S g among different regions of the chip, and simulate

their inducing temperature responses. As shown in Figure 4.4, although the minimal value of

each temperature response is are not equal to zero, the waveform of the temperature response

outside the region with significant values are smooth. Therefore, for hi of a representative grid

i, whether a grid k belongs to a window Wi is decided by the following criterion,

(hk
i − himin

i )

(himax
i − himin

i )
≥ η. (4.12)

Here, hk
i is the entry of hi corresponding to the grid k ∈ S g, himin

i is the minimum entry of hi, imin

is the grid having himin
i , himax

i is the maximum entry of hi, imax is the grid having himax
i , and η is a

user specified threshold value. In the experimental results, an accurate result can be achieved

with setting η as 5%. Then, the maximum distance between each grid k ∈ Wi and the grid imax

is set to be the window size of Wi. After the size of each Wi is obtained, the size of W is chosen

to be the maximum value among the sizes of Wi’s.

With local similarity, several grids in a local region can share the temperature response of
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Figure 4.6: An example of the selected representative grids in S g of a specific tier. Gray color
grids are the representative grids.

a unit power source located at a representative grid and still achieve the accurate temperature

profile. Therefore, to save the memory usage, only a small amount of representative grids (much

less than the total grids of simulation mesh) distributed on the simulation mesh are selected to

construct TR-UPS tables. As shown in Fig 4.4, the waveform of hm corresponding to the gird m

at the region around the corner of the chip is different from that of hn corresponding to the gird

n locates at the region around the center of the chip.

Hence, the selection of representative grids can be proceeded as follows. First, the grids at

the region around the corner of the chip are successively selected. After a grid i is selected, with

performing the table establishing process shown in Figure 4.5, the table of its hi is obtained and

saved. The above process is repeated until the waveform of hi in the x- or y-direction are similar

with that of the h j corresponding to the grid j at the region around the center of the chip. Then,

the rest area of the chip is uniformly divided into several regions, and the grid at the center of

each region is chosen as a representative grid for building the TR-UPS table. After performing

the above procedure, an example of the selected representative grids is shown in Figure 4.6.

To calculate Th,S g , we also need hl for the gird l ∈ S g but not a representative grid, i.e. lack of
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Grid m with the 
pre-built TRTABm

Grid n with the 
pre-built TRTABn

Grid q with the 
pre-built TRTABq

Grid r with the 
pre-built TRTABr

Grid l without the 
pre-built TRTABl

Grid m Grid n

Grid l

Grid q Grid r

Tables are shifted to grid 
l for interpolating TRTABl

Interpolation and 
Table Shifting 

Processes

TRTABm TRTABn TRTABq TRTABr

Figure 4.7: The table shifting and interpolation processes for the grid having no pre-built unit
power temperature response table.

the pre-built TR-UPS table (TRTAB). Thus, a proposed table shifting and interpolation process

is proceeded to obtain the approximated value of each entry of hl. As shown in Figure 4.7,

grids m, n, q and r are four representative grids that are the closest grids to grid l. TRTABm,

TRTABn, TRTABq and TRTABr are the tables of hm, hn, hq and hr, respectively. By shifting and

interpolating these four tables, the TR-UPS table of hl can be approximated and represented as

TRTABl. Here, TRTABl can be interpolated as [108]

TRTABl≈c1TRTABm +c2TRTABn +c3TRTABq +c4TRTABr, (4.13)

where each ci = d−1
i /

∑4
j=1 d−1

j with di =
√

(x∗ − xi)2 + (y∗ − yi)2 for 1 ≤ i ≤ 4. Here, (x∗, y∗),

(x1, y1), (x2, y2), (x3, y3) and (x4, y4) are the lateral position at the center of grids l, m , n, q and

r, respectively.

With the above table shifting and interpolation processes, an approximation of Th,S g can be

obtained by table lookup. However, the error caused by ignoring the temperature responses

outside the truncation window W will be accumulated.

With the above table shifting and interpolation process, Th,S g can be approximated by table

lookup. However, the error caused by ignoring the temperature response outside the truncation

window W will be accumulated. This phenomenon is illustrated in Figure 4.8. Because TRTABi

for grid i and TRTAB j for gird j do not cover grids m and n, the errors induced by ignoring the
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Figure 4.8: The error accumulation phenomenon of the fine-mesh look-up table strategy.

values of pihi and p jh j outside the window W are accumulated in grids m and n. To alleviate

the error, the size of window needs to be increased; nevertheless, the efficiency is degraded.

Therefore, in the next subsection, a double-mesh look-up table technique is developed to release

the trade-off between the efficiency and the accuracy of the fine-mesh look-up table technique.

4.2.4 Double-Mesh Table Establishment

As shown in Fig. 4.4, the portion of TR-UPS outside the truncation window is very smooth.

Therefore, we can construct the temperature response of a coarser mesh (fewer grids) to rep-

resent that portion by averaging the temperature values of fine grids in each coarse grid. The

establishing process of coarse-mesh table is shown in Fig. 4.9. First, a unit power is inserted to

a representative grid in S g (PT1 of Fig. 4.9), and the detail thermal simulation is performed to

generate its TR-UPS (PT2 of Fig. 4.9). After that, the chip is divided into a coarse mesh (PT3 of

Fig. 4.9), and those fine grids with the significant portion of temperature response are shown in

PT4 of Fig. 4.9. Finally, the temperature response in fine grids shown in PT4 is subtracted from

the temperature response in fine grids shown in PT3, and the results of fine grids in each coarse

grid are averaged (PT5 of Fig. 4.9) and stored into the coarse-mesh table (PT6 of Fig. 4.9).

Meanwhile, the temperature values of coarse mesh (PT5 of Fig. 4.9) in the significant region

are subtracted from those of fine grids (PT4 of Fig. 4.9) if they are overlapped. After that, the
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Figure 4.9: The double-mesh table establishment of the unit power temperature response.

results of fine girds in the significant region are stored into the fine-mesh table (PT7 of Fig. 4.9).

With the above fine-mesh and coarse-mesh tables, the double-mesh look-up table calculating

process is exhibited in Fig. 4.10. First, the temperature profile of fine mesh, TF, is computed

by TF =
∑

i∈S g
pi × TABFi . Here, TABFi is the fine-mesh temperature response table with a

unit power source at the fine grid i. Meanwhile, the temperature profile of coarse mesh, TC,

is computed by TC =
∑

i∈S g
pi × TABCi . Here, TABCi is the coarse-mesh temperature response

table induced by a unit power source at the fine grid i. Mapping each entry in TC into its

corresponding entries in TF, Th,S g can be approximated as TF + TC.

With the double-mesh look-up table technique, the complexity for solving Th,S g is

O
(
(NW + NC + 1)NS g

)
. Here, NW and NC are the sizes of the fine-mesh and the coarse-mesh

tables, respectively. NW is much less than NS g due to the lateral locality, and NC can be much

less than NW . The memory usage for storing double-mesh tables is O
(
(NW + NC)NRg

)
. Here,

NRg is the number of representative grids and is much less than NS g due to the local similar-

ity. Moreover, with the double mesh look-up table technique, the complexity for calculating

Tq
S g

is O
(
(NW + NC + 1) (NS g + qNTS Vg)

)
. Here, NTS Vg is the number of grids in S g that have

TSVs/TTSVs passing through.
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Figure 4.10: The calculating process of double-mesh look-up table technique.

4.3 Experimental Results

4.3.1 Experimental Settings

The developed thermal simulator, LUTSim, is implemented in C++ language and tested on

Intel Core 2 Quad 2.83-GHz CPU with 8GB memory. In our experiments, the material and

width of TSVs/TTSVs are copper and 45µm [109], and the thermal conductivities (W/(m×°C))

of silicon, copper, and oxide are set to 148, 406 and 0.83 under the room temperature 27°C,

respectively.

In the table establishing process, the mesh of equivalnet thermal circuit is set to 64×64×15,

and a fast MNA solver employed in [10] is adopted to build the pre-simulated tables. For

building TR-UPS tables, the size of truncation window W is 11 × 11. The sizes of Wd and Wp

are 10×10 and 7×7 for building TDR-TSV tables, respectively. The size of coarse-mesh tables

is set to 3 × 3 for both TR-UPS and TDR-TSV. The number of specific thermal conductivities

for building TDR-TSV tables is 3.
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4.3.2 Validation

In this section, LUTSim is compared with the commercial tool ANSYS to validate its accuracy.

An industrial 3-D IC design with two tiers is tested. It has about 254K and 258K macros/cells

in the top and bottom tiers, respectively, and the number of TSVs is 222. The thickness of

interconnect layer is 12µm, and its effective thermal conductivity is 243.9W/(m×°C), which is

composed of 60% copper and 40% oxide. Under the cooling system and package provided

by the industrial manufacturer, the heat transfer coefficients in the primary and secondary heat

flow path are 1903.55 (W/(m2×o C)) and 103.204 (W/(m2×o C)), respectively. The heat transfer

coefficients in lateral surfaces around the chip are 1112.65 (W/(m2 ×o C)). Its placement of

macros/gates is shown in Fig. 4.11(a), and the geometry of each tier is 4832µm×4832µm×50µm.

The power profile of each tier is shown in Fig. 4.11(b), and the power consumption of top and

bottom tier is 0.49W and 0.58W, respectively. The temperature profiles of top surfaces of tiers

estimated by ANSYS and LUTSim are shown in Fig. 4.11(c) and (d), respectively. Comparing

with these two figures, the result of LUTSim consists with that of ANSYS. Compared with

ANSYS, the error distribution of LUTSim is plotted in Fig. 4.12, and the errors are within

the range of [−0.76%, 0.56%]. Here, the error between the results of ANSYS, T ANSYS
i , and

LUTSim, T LUTSim
i , in gird i ∈ S g is measured as ei = (T ANSYS

i − T LUTSim
i )/T ANSYS

i .

4.3.3 Robustness Verification

Since the two-tier industrial design contains a small amount of TSVs, extra test cases with large

amounts of TSVs are generated to further demonstrate the accuracy and efficiency of LUTSim.

To generate the power profile of each test chip, millions of gates are randomly picked from the

TSMC 90nm standard cell library and randomly inserted into each test chip. Moreover, several

TSVs are randomly inserted to each test chip. Since the area occupied by TSVs is usually under

a threshold decided by designers, it is set to about 10% of chip area [36]. All experimental

settings of extra test cases are the same with those of two-tier industrial design. Since ANSYS

requires huge execution time for the model building and meshing process, the fast MNA solver

employed in [10] is adopted to generate the reference solution.4 Comparing with ANSYS, its

4The fast MNA solver [10] is employed because the TSV modeling of 3-D ICs is not yet explicitly supported
by the latest version of HotSpot [110].
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Figure 4.11: Placement, power profiles, estimated temperature profiles of a two-tier industrial
chip by ANSYS and R-LUTSim. (a) Placement. (b) Power profiles. (c) Estimated temperature
profiles by ANSYS. (d) Estimated temperature profiles by LUTSim.
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Figure 4.12: Error distribution of LUTSim compared with ANSYS.
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Table 4.1: Comparison between LUTSim and the fast MNA solver [10].
Test Tier Cell TSV Total Truncation Maximum †Runtime (second) Speedup
Chip Count Count Count Power (W) Order Error (%) MNA [10] LUTSim Ratio

industrial 2 0.5M 222 1.1 2 0.23 61.05 0.06 1000.8
g-chip1 3 8.3M 3320 5.8 2 0.27 256.92 0.41 626.6
g-chip2 3 8.4M 3320 6.3 2 0.26 257.92 0.42 614.8
g-chip3 3 8.2M 4000 6.0 2 0.25 257.65 0.42 613.5
† The runtime does not include the execution time for parsing files.

maximum error is only 1.6% for the two-tier industrial design but execution runtime is fairly

less. The insertion numbers of TSVs for a three tiers generated test chip is shown in Figure 4.13.
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15020011070
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100120110
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15018020040
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(a) Insertion numbers of TSVs in 
lateral regions between the tier 3 

and tier 2 shown in Figure 4.2.

(b) Insertion numbers of TSVs in 
lateral regions between the tier 2 
and tier 1 shown in Figure 4.2. 

110220

Figure 4.13: The distribution of insertion numbers of TSVs for the test chip, “g-chip3”, stated
in Table 4.1.

The comparison between LUTSim and the fast MNA solver are shown in TABLE 4.1. In

TABLE 4.1, “industrial” is the industrial design stated in section 4.3.2, and “g-Chip1”–“g-

Chip3” are the generated test chips with different power and TSV profiles. Columns 2–5 are the

tier count, cell count, TSV count and the total power consumption of test chips, respectively.

“Truncation Order” is the truncation order of R-LUTSim, and “Maximum Error” is the maxi-

mum absolute error of R-LUTSim comparing with the fast MNA solver. As shown in columns

7–8, with the maximum error only 0.27% for all test cases, R-LUTSim only requires the ap-

proximating order with two for accurately estimating the temperature profile. In summary, the

runtime of R-LUTSim is less than 0.42 seconds, and its speedup ratio to the fast MNA solver is

over 613.5 for all test chips. The power profile, the estimation temperature profiles of the fast
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Figure 4.14: Power profiles, estimated temperature profile of fast MNA solver, estimated tem-
perature profile of LUTSim and the error distribution between fast MNA solver and LUTSim of
the test chip “g-Chip3”. a two-tier industrial chip by ANSYS and R-LUTSim. (a) Power pro-
files. (b) Estimated temperature profile of fast MNA solver. (c) Estimated temperature profile
of LUTSim (d) Error distribution between fast MNA solver and LUTSim.

MNA solver and LUTSim, and the error distribution between fast MNA solver and LUTSim

of the test case “g-Chip3” are shown in Figure 4.14. As shown in Figure 4.14, the result of

LUTSim matches that of the fast MNA solver and the errors are in the range [−0.25%, 0.17%].

The results demonstrate that LUTSim can efficiently provide accurate temperature estimation

while the number of TSVs is large.

122



Chapter 5

Conclusion

5.1 Summary of Current Research Results

In this dissertation, issues of the thermal, power, and process variations in thermal-aware phys-

ical design flows of modern VLSI have been investigated. To predict the temperature induced

performance and reliability degradations, thermal-aware design engines require accurate and

efficient thermal simulators to calculate the their corresponding thermal costs. There, this dis-

sertation contributes three accurate and efficient thermal simulators for early design stages.

Under nominal values of physical parameters, after the positions, geometries and powers of

the marcos/cells is given by early stage design engines, the first proposed thermal simulator can

efficiently provide accurate temperature profile estimation. In the test results, the first simulator

presents accurate estimation comparing with the commercial thermal analysis tool ANSYS.

Moreover, comparing with the existing state of the art, Green function based thermal simulator,

the first simulator presents an order of magnitude speedup. Under the 1024×1024 thermal

simulation mesh, the first proposed thermal simulator can obtain the temperature distribution

of a chip with millions gates in 0.13 seconds. Besides thermal simulation of 2-D ICs, the first

proposed thermal simulator can accurately and efficiently provide the thermal simulation of

the stacked layer or the contactless interconnection 3-D ICs. Comparing with ANSYS, the

maximum error of the first proposed thermal simulator is 0.24% for a three tiers stacked layer

3-D IC. The simulation time of the first proposed thermal simulator for the test 3-D IC is only

0.48 seconds.

Under the physical device parameter process variations, the second proposed simulator has

took into account process variation inducing fluctuations and the temperature dependence of the
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leakage power models for the thermal reliability estimation. Two statistical polynomial expres-

sion generators, which have the ability to deal with complex leakage power models for more

advance technologies, are developed in the second proposed simulator to efficiently generate the

approximating expression of the statistical on-chip temperature distribution. Comparing with

the Monte Carlo method, both proposed statistical expression generators can approximate the

temperature distribution under 0.93% maximum error for mean estimation and 0.72% maximum

error for standard deviation estimation. As the results demonstrating, both proposed statistical

expression generators present the 164× speedup over the Monte Carlo method with the simula-

tion time being less than 2.74 seconds. Besides the statistical expression generators, the second

proposed simulator provides the thermal yield profile estimation to obtain the probability profile

that the temperature distribution being less than or equal to a user specified reference temper-

ature. Comparing with the Monte Carlo method, the developed thermal yield estimator can

obtain the thermal yield profile under the maximum error being 1.63%, and the execution is less

than 0.013 seconds. Comparing with an existing state-of-the-art, APEX, the developed thermal

yield estimator presents the 215× runtime improvement. To overcome the efficiency bottleneck

of the baseline algorithm of both proposed statistical expression generators, the second pro-

posed simulator provides a mixed-mesh thermal yield estimation strategy. Under an acceptable

accuracy, results have demonstrated that the mixed-mesh strategy can make the efficiency of the

thermal yield estimation to be catching up with that of the deterministic thermal simulation. In

the test results, the entire flow of mixed-mesh thermal yield profile estimation can be completed

in 0.032 seconds with 2.24% maximum error.

To provide the thermal estimation for early stage thermal-aware design engines of the

TSV based 3-D ICs, the third proposed simulator provides a look-up table based simulation

framework to avoid the time consumed dealing process of the thermal conductance matrix of

the SPICE-compatible thermal circuit. Comparing with the commercial thermal analysis tool

ANSYS, the third proposed simulator provide accurately thermal simulation for an industrial

test chip with the errors are within the range of [−0.76%, 0.56%]. To further examine the ro-

bustness, several test chips are generated and tested. Comparing with a fast MNA solver, under

0.26% maximum absolute error, the third proposed simulator achieves 613.5× runtime improve-
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ment.

5.2 Future Research Directions

5.2.1 Statistical Thermal Simulation of 3-D ICs

In this dissertation, a statistical thermal simulation framework of 2-D ICs has been proposed.

Therefore, a future research direction is to study the variation phenomenon of the physical

device parameters, model the variation of the physical device parameters, and develop an ex-

tension strategy of the proposed statistical thermal simulation framework for 3-D ICs.

5.2.2 Thermal-aware Timing Analysis

Since delays of gates and wires are temperature-dependent, the on-chip temperature should be

fed into the timing analysis tools for calibrating the error terms induced by the temperature vari-

ations. Thus, the future research direction is to complete the calibration of the timing variation

induced by the on-chip temperature.

5.2.3 Thermal-aware Design Engines

In this dissertation, we have provide the temperature calculation techniques for 2-D and 3-D

ICs. Therefore, the future research direction is to develop strategies that can incorporate the

proposed thermal simulators into the thermal-aware design engines, such as floorplaner, placer

and voltage island generator, of 2-D and 3-D ICs.
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Appendix A

Derivation of the time-varying coefficients
for GIT based thermal simulation method
and error bound analysis of GIT based
steady state temperature formulae

A.1 Derivation of the Analytical Expression of Time-Varying
Coefficients for the Approximated Temperature

The derivation of the un-coupled first order differential equation (2.20) for each time-varying

coefficient ψilq(t) is now proceeded. Both sides of equation (2.4) are multiplied by φilq(r) and

integrated over the region of die D. After that, we have∫
D
∇2T (r, t)φilq(r)dv =

σ

κ

∫
D

∂T (r, t)
∂t

φilq(r)dv −
1
κ

∫
D

p(r, t)φilq(r)dv, (A.1)

where
∫

D
(·)dv=

∫ 0

−Lz

∫ Ly

0

∫ Lx

0
(·)dxdydz.

Here, the inward and outward flows of equation (A.1) must be balanced to satisfy the law

of energy conservation. Therefore, the Divergence theorem [66] is then applied to the left hand

side of equation (A.1), and we have∫
D
∇2T (r, t)φilq(r)dv =

∫
S
φilq(r)

∂T (r, t)
∂n

ds −
∫

D
∇T (r, t) · ∇φilq(r)dv, (A.2)

where
∫

S
(·)ds is the surface integral of all the boundary surfaces S of die, and ∂/∂n is the normal

derivative on the boundary surfaces in the outward direction.

Then, the Divergence theorem is applied to the second term in the right side of (A.2), and

we have ∫
D
∇T (r, t) · ∇φilq(r)dv =

∫
S

T (r, t)
∂φilq(r)
∂n

ds −
∫

D
T (r, t)∇2φilq(r)dv. (A.3)
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By plugging equation (A.3) into equation (A.2) and the result is plugged into equation (A.2),

we have

σ

∫
D

∂T (r, t)
∂t

φilq(r)dv − κ
∫

D
T (r, t)∇2φilq(r)dv

= κ

∫
S

[
φilq(r)

∂T (r, t)
∂n

− T (r, t)
∂φilq(r)
∂n

]
ds +

∫
D

p(r, t)φilq(r)dv. (A.4)

By plugging equation (2.9), the expression of ψilq(t) (equation (2.19)), and boundary conditions

(equations (2.5)–(2.7) and (2.10)–(2.12)), into equation (A.4), we have the un-coupled first

order differential equation (2.20) for each time-varying coefficient ψilq(t).

A.2 Error Bound Analysis of GIT Based Steady State Tem-
perature Formulation

To proceed the error bound analysis of GIT based steady state temperature formulation stated

in section 2.2.3, the following lemma is introduced.

Lemma 1. The magnitude of each time-varying coefficient |ψilq(∞)| at the steady state is bounded

by

|ψilq(∞)|≤



2 jdPT

λ2
ilqκ
√

Nilq

(
κ
λzq

+
hp

λ2
zq

)
; i = 0, l = 0

4N jdPT

lλ2
ilqκπ
√

Nilq

(
κ
λzq

+
hp

λ2
zq

)
; i = 0, l , 0

4M jdPT

iλ2
ilqκπ
√

Nilq

(
κ
λzq

+
hp

λ2
zq

)
; i , 0, l = 0

8MN jdPT

ilλ2
ilqκπ

2
√

Nilq

(
κ
λzq

+
hp

λ2
zq

)
; i , 0, l , 0,

(A.5)

where PT is the total steady power consumption of die and jd is the junction depth of device.

Proof. Since the time domain waveform of steady power profile can be treated as a step func-

tion, the bound shown in Lemma 1 can be easily proved by plugging equations (2.13) and

(2.21) into equation (2.22), setting t to be infinity, and with several manipulations. �

With the above lemma, an error bound of GIT based formulation is given by the following

theorem.

Theorem 1. The absolute error of average steady state temperature for each grid cell (m, n) by

using the GIT based formulation with truncation points Nx, Ny, and Nz in x-, y-, and z-directions
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is bounded by ∑
(i,l,q)∈S 1

α1γq

i2l2λ2
ilq

+
∑

(i,q)∈S 2

α2γq

i2λ2
i0q

+
∑

(l,q)∈S 3

α3γq

l2λ2
0lq

+
∑
q∈S 4

α4γq

λ2
00q

, (A.6)

where

γq =
1
λ2

zq

(
κ +

hp

λzq

)
κλ2

zq
+ h2

p

κλ2
zq
− hphs

,

and S 1 = [1,Nx] × (Ny,∞) × [0,∞) ∪ (Nx,∞) × [1,Ny] × [0,∞) ∪ [1,Nx] × [1,Ny] × (Nz,∞),

S 2 = [1,Ny]× (Nz,∞)∪ (Nx,∞)× [0,∞), S 3 = [1,Nx]× (Nz,∞)∪ (Ny,∞)× [0,∞), S 4 = (Nz,∞),

α1 = 256M2N2 jdPT/(κLxLyLzπ
4), α2 = 32M2 jdPT/(κLxLyLzπ

2), α3 = 32N2 jdPT/(κLxLyLzπ
2),

α4 = 4 jdPT/(κLxLyLz).

Proof. As pointed out in [66,67], equation (2.18) is convergent in mean when truncation points

are infinities. Hence, the absolute truncation error is bounded as

|εmn(z,∞)| ≤
∑

(i,l,q)<S

∣∣∣∣∣∣ψilq(∞)
∆x∆y

∫ (n+1)∆y

n∆y

∫ (m+1)∆x

m∆x
φilq(r)dxdy

∣∣∣∣∣∣, (A.7)

where S = [0,Nx] × [0,Ny] × [0,Nz]. Plugging equation (2.13) into (A.7), utilizing Lemma 1

and with several manipulations, we can get the error bound (A.6). �

Since the decaying rate of γq is dominated by 1/λ2
zq

, the error decaying rate of GIT based

steady state temperature formulation stated in section 2.2.3 is dominated by i2l2λzq((iπ/Lx)2 +

(lπ/Ly)2 + λ2
zq

). To compare the error bond of GIT based formulation with [5] under same

boundary conditions and power source location, the error bound (A.6) can be simplified to∑
(i,l,q)∈S 1

α1

i2l2λ2
ilq

+
∑

(i,q)∈S 2

α2

i2λ2
i0q

+
∑

(l,q)∈S 3

α3

l2λ2
0lq

+
∑
q∈S 4

α4

λ2
00q

, (A.8)

where α1 = 128M2N2PT/(Vκπ4), α2 = 16M2PT/(κVπ2), α3 = 16N2PT/(κVπ2), α4 = 2PT/(κV),

V = LxLyLz, and the definitions of S 1, S 2, S 3, and S 4 are the same with these in Theorem 1.

The above result shows that the error decaying rate of our GIT based method can be in the order

of i2l2((iπ/Lx)2 + (lπ/Ly)2 + λ2
zq

).

On the other hand, the error bound of the Green’s function based method shown in [5] can

be similarly derived as ∑
(i,l)∈B1

β1

i2l2γil
+

∑
i∈B2,l=0

β2

i2γil
+

∑
i=0,l∈B3

β3

l2γil
, (A.9)
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where γil =
√

(iπ/Lx)2 + (lπ/Ly)2, B1 = (Nx,∞) × (Ny,∞), B2 = (Nx,∞), B3 = (Ny,∞),

β1 = 64M2N2PT/(LxLyκπ
4), β2 = 8M2PT/(LxLyκπ

2), and β3 = 8N2PT/(LxLyκπ
2). This bound

shows that the error decaying rate of the Green’s function based method [5] is in the order of

i2l2
√

(iπ/Lx)2 + (lπ/Ly)2.
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Appendix B

Derivation of the Projection Coefficients of
Subthreshold and Gate Tunneling Leakage
Powers

In this section, the calculation algorithms stated in Figure 3.7 and Figure 3.9 are derived. Before

going through the derivation, the following preliminary lemma is given.

Lemma 2. Given two constants, γ and λ < 1/2, then for a standard normal random variable,

x, we have

E
{
xneγx+λx2}

= σyeµ
2
y/(2σ

2
y )E {yn} , (B.1)

where y ∼ N(µy, σy) is a normal random variable with µy = γ/(1 − 2λ) and σy = 1/
√

(1 − 2λ).

Proof. The result of Lemma 2 is concluded by re-writing γx+λx2 as (x−µy)2/(2σ2
y)+µ2

y/(2σ
2
y),

and then substituting it into E
{
xneγx+λx2

}
. �

B.1 Derivation of the Evaluating Algorithm for the Projec-
tion Coefficient of Gate Tunneling Leakage Power

For the sake of notation simplicity, φ(ηL) = cT
Lm
ηL, ψ(ηtox) = cT

toxm
ηtox + a4η

T
tox
Gtoxmηtox , NL =

{1, 2, · · · ,NL}, and Ntox = {1, 2, · · · ,Ntox} are employed for the derivation. The objective is to

derive the expression for E{Φk(ξ)eφ(ηL)eψ(ηtox )} up to the second order HPs.

With φ(ηL), and ψ(ηtox), the projection equation of gate tunneling leakage power onto H-PCs

as shown in equation (3.35) can be rewritten as

E
{
Φk(ξ)Pgm(Lm, toxm, T̂m)

}
= µPgm

E
{
Φk(ξ)eφ(ηL)eψ(ηtox )

}
. (B.2)
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Since ηL and ηtox are mutually independent standard normal random vectors, we have

E
{
Φk(ξ)eφ(ηL)eψ(ηtox )

}
= E

{
ΦkL(ηL)eφ(ηL)

}
E

{
Φktox

(ηtox)e
ψ(ηtox )

}
. (B.3)

Here, ΦkL(ηL) and Φktox
(ηtox) are the H-PCs of ηL and ηtox up to the second order, respectively. kL

and ktox are indices for ΦkL(ηL) and Φktox
(ηtox), respectively; their values are {1, · · · ,NL(NL−1)/2}

and {1, · · · ,Ntox(Ntox − 1)/2} for ΦkL(ηL) and Φktox
(ηtox), respectively. NL = |ηL| and Ntox = |ηtox |.

The computation formulae of E
{
ΦkL(ηL)eφ(ηL)

}
corresponding to the zeroth, the first and the

second orders of ΦkL(ηL) are derived as follows.

The zeroth order of HPs : ΦkL(ηL) = 1.

Since entries of ηL are independent standard normal random variables, according to Lemma 2,

we have

E
{
eφ(ηL)

}
=

NL∏
i=1

E
{
ecLm [i]×ηLi

}
= ec

T
Lm
cLm/2. (B.4)

Here, each cLm[i] is the i-th entry of cLm .

The first order of HPs : ΦkL(ηL) = ηLi , i ∈ NL.

Applying Lemma 2, we have

E
{
ηLie

φ(ηL)
}

= cLm[i]E
{
eφ(ηL)

}
. (B.5)

The second order of HPs : ΦkL(ηL) = ηLiηL j − δi j, i ∈ NL and j ∈ NL.

Applying Lemma 2, we have

E
{(
ηLiηL j − δi j

)
eφ(ηL)

}
= cLm[i]cLm[ j]E

{
eφ(ηL)

}
. (B.6)

The zeroth order of HPs : Φktox
(ηtox) = 1.

Employing the eigen decomposition, Gtoxm can be written as Gtoxm = V T
toxm

ΛtoxmVtoxm . Here, Vtoxm

is the matrix composed of the eigenvectors ofGtoxm , and Λtoxm is the diagonal matrix with its i-th

diagonal entry, Λtoxm[i][i], being the eigenvalue corresponding to the i-th eigenvector of Gtoxm .

Plugging the eigen decomposition of Gtoxm into ψ(ηtox), setting c̃ = Vtoxmctoxm and z = Vtoxmηtox ,
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using the property of independent standard normal random variables for the entries in z, and

applying Lemma 2, we have

E
{
eψ(ηtox)

}
= E

{
ec̃z+a4z

TΛtoxmz
}

=

Ntox∏
i=1

E
{
ec̃[i]z[i]+d[i]z[i]2}

=
eu

Tu/2

Ntox∏
i=1
s[i]

. (B.7)

Here, c̃[i] is the i-th entry of c̃, z̃[i] is the i-th entry of z, d is a vector with its i-th entry

d[i] = a4Λtoxm[i][i], s is a vector with its i-th entry s[i] =
√

1 − 2d[i], and u is a vector with its

i-th entry u[i] = c̃[i]/s[i].

The first order of HPs : Φktox
(ηtox) = ηtoxi

, i ∈ Ntox .

E
{
ηtox j

eψ(ηtox )
}

= E
{(
vT

i z
)

ec̃z+a4z
TΛtoxmz

}
= ρ[i]E

{
ec̃z+a4z

TΛtoxmz
}

= ρ[i]E
{
eψ(ηtox)

}
. (B.8)

Here, ρ is a vector with its i-the ρ[i] =
(
vT

i m
)
, vT

i is the i-th row vector of V T
toxm

, and m is a

vector with its j-th entrym[ j] = c̃[ j]/ (1 − 2d[ j]).

The second order of HPs : Φktox
(ηtox) = ηtoxi

ηtox j
− δi j, i ∈ Ntox and j ∈ Ntox .

Plugging the eigen decomposition of Gtoxm into ψ(ηtox), setting z = Vtoxmηtox , and applying

Lemma 2 with several manipulations, we have

E
{(
ηtoxi

ηtox j
− δi j

)
eψ(ηtox )

}
=E

{(
zTviv

T
j z − δi j

)
ec̃z+a4z

TΛtoxmz
}

=Θ[i][ j]E
{
ec̃z+a4z

TΛtoxmz
}

=Θ[i][ j]E
{
eψ(ηtox )

}
. (B.9)

Here, Θ is a matrix with its (i, j) entry Θ[i][ j] = ρ[i]ρ[ j] +
∑Ntox

l=1 w[l]vi[l]v j[l] − δi j. Andw is

a vector with its l-th entry w[l] = 1/(1 − 2d[l]). vi[l] and v j[l] are the l-th entries of vi and v j,

respectively.

With the equations (B.3)–(B.9), the evaluating algorithm shown in Figure 3.7 is concluded.
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B.1.1 Derivation of Evaluating Algorithm for the Projection Coefficient
of Subthreshold Leakage Power

Expressing ψL(ηL) = cT
Lm
ηL + β2η

T
LGLmηL and ψtox(ηtox) = cT

toxm
ηtox + β4η

T
tox
Gtoxmηtox and em-

ploying the independent property of ηL and ηtox , we have

E
{
Φk(ξ)eψL(ηL)eψtox (ηtox )

}
= E

{
ΦkL(ηL)eψL(ηL)

}
E

{
Φktox

(ηtox)e
ψtox (ηtox )

}
. (B.10)

The computation formulae of E
{
ΦkL(ηL)eψL(ηL)

}
and E

{
Φktox

(ηtox)e
ψtox (ηtox )

}
can be derived by

using the deviation similar with equations (B.7)–(B.9). Consequently, the evaluating algorithm

shown in Figure 3.9 is concluded.
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Appendix C

Proof of Proposition 1

First, we introduce a lemma for thermal conductance matrices G = Gh + ∆G and Gh.

Lemma 3. Both conductance matrices G and Gh are positive definite.

Proof. Since G and Gh are conductance matrices, they are symmetric matrices that satisfy the

irreducible diagonal dominant property [111] and have positive real diagonal entries. Hence, G

and Gh are positive definite [112]. �

Based on Lemma 3, we have the following lemma.

Lemma 4. The absolute value of each eigenvalue of G−1
h ∆G is less than 1.

Proof. Let λ be an eigenvalue of G−1
h ∆G, and y be its corresponding eigenvector. Considering

yT (Gh + ∆G)y, we have

yT (Gh + ∆G)y = yT Gh(I + G−1
h ∆G)y

= (1 + λ)yT Ghy. (C.1)

From Lemma 3, we have yT (Gh + ∆G)y > 0 and yT Ghy > 0. Therefore, λ > −1.

Since a 3-D IC has a nonzero thermal conductivity value at any position, (Gh − ∆G) is also

a thermal conductance matrix. Applying a similar derivation to yT (Gh − ∆G)y > 0, we have

λ < 1. Therefore, |λ| < 1, and Lemma 4 is concluded. �

To complete the proof of Proposition 1, we require the following proposition stated in [113].
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Proposition 2. Let A ∈ Fn×n, and assume that spard (A) < 1. Then, the series
∑∞

i=0 Ai converges

absolutely, and

(I − A)−1 =

∞∑
i=0

Ai, (C.2)

where Fn×n is the set of n × n real or complex matrices, and spard (A) is the maximum absolute

eigenvalue of A.

With setting A = −G−1
h ∆G in equation (C.2) and using Lemma 4, we have

T = (Gh + ∆G)−1p = Gh(I + G−1
h ∆G)p =

∑∞

i=0
(−1)i(G−1

h ∆G)iG−1
h p. (C.3)

Consequently, Proposition 1 is concluded.
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