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低溫電漿平行化流體程式的發展及其應用

學生：洪捷粲 指導教授：吳宗信博士

國立交通大學機械工程學系

摘 要

本論文研究目的是發展與驗證一個平行化一維/一維軸對稱/二維/二維軸對稱低溫非熱平

衡電漿流體模型程式，數值方法主要是使用Fully-Implicit有限差分法以及混和解析解與

數值解的Jacobian矩陣，論文將詳細介紹模擬的實作方式。此程式可以廣泛的應用在各

種不同的氣壓以及不同的功率輸入頻率(從百萬赫茲射頻到數千赫茲的交流電壓)。模擬

的結果將會與實驗結果驗證比較，並且討論其中的電漿物理與化學。

本研究主要可以分成三部份。 第一部份，建立並且驗證一個平行化一維/一維軸

對稱/二維/二維軸對稱低溫非熱平衡電漿流體模型程式。程式中使用的流體模型是由

波茲曼方程式出發，推導出包含所有粒子的連續方程式、所有帶電粒子則使用Drift-

Diffusion近似的動量方程式以及電子的能量方程式。 Poisson方程式則用來解析空間中

的電位分佈。所有的待定變數都經過無因次化，必且使用完全耦合的 Newton-Krylov-

Schwarz (NKS)演算法將方程式離散。其中，Overlapping additive Schwarz方法被使用

來作為 preconditioner，而 Bi-CGStab及 GMRES方法被使用來解析線性方程式矩陣。

一系列使用氦氣與氮氣以及不同輸入頻率的一維電漿模擬結果與本研究室的實驗結果

相互驗證。二維的GEC氦氣電漿模擬結果也與文獻中的實驗數據與數值解析結果互相

驗證。平行程式的效率測試則是使用國立中央大學的 V’ger cluster system (Xeon 3GHz

dual-core dual-CPU)作為測試平台。測試結果顯示，在使用144個處理器的狀況下，平

行效率還可以達到超線性。而最好的平行計算組合是使用LU分解法preconditioner，搭

配 GMRES方法解析線性矩陣。

論文的第二部份：主要是利用第一部份所發展的平行化流體模型程式來研究氦

氣DBD在輸入一個變形正弦波下的研究。研究中我們選用了兩組不同氦氣電漿反應方

程式，模擬並驗證比較不同的實驗結果。結果顯示使用較為複雜的氦氣電漿反方程式

可以如實地得到與實驗接近的計算結果。根據模擬的結果發現電漿在驅動的過程中

經歷了複雜的模式轉換：從 long secondary Townsend like到 dark current like,接著 short
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primary Townsend like以及類 short secondary Townsend like。

論文的第三部份：主要是模擬研究通入混合著氫氣與矽烷的電漿輔助化學氣相沉積

電漿源。為了減少計算耗費的時間，模擬中是用了多尺度時間方法分別處理電子、離

子與中性粒子的時間進行。模擬所需要的背景氣體密度分佈以及溫度分佈則是引用一

個有限體積法 Navier-Stokes解析所計算的結果作為電漿模擬的初始條件。氫氣與矽烷

的電漿總共使用了15種不同的粒子並引用28個電漿反應方程式。結果顯示SiH3是最主

要的帶矽自由基，結果與文獻相符合。在假設表面反應site的比率為0.015的狀況下，我

們可以成功的計算出符合實驗結果的沈積速率與均勻度。

除了總結論文的研究結果之外，同時在論文最後章節亦條列出建議未來應進行研究

的研究部分。

關關關鍵鍵鍵字字字：：：電電電漿漿漿;流流流體體體模模模型型型;有有有限限限差差差分分分法法法;平平平行行行化化化;電電電漿漿漿輔輔輔助助助化化化學學學氣氣氣相相相沉沉沉積積積;介介介電電電質質質放放放

電電電
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Development of a Parallelized Fluid Modeling Code and Its Applications in
Low-temperature Plasmas

Student: Chieh-Tsan Hung Advisor: Dr. Jong-Shinn Wu

Submitted to Department of Mechanical Engineering
National Chiao Tung University

ABSTRACT

Development of parallelized 1D/1D-axisymmetric and 2D/2D-axisymmetric fluid modeling

codes using fully implicit finite-difference method with hybrid analytical-numerical Jacobian

evaluation for low-temperature, non-equilibrium plasma simulation has been reported in this

thesis. Implementation and validations against earlier simulations and experimental data are

described in detail. Applications with wide range of pressures and frequencies (radio frequency

in mega Hertz and alternating current in kilo Hertz) are demonstrated, compared with experi-

mental data wherever possible, and related plasma physics and chemistry are discussed therein.

Research in this thesis is divided into three major phases, which are briefly described in the

following in turn.

In the first phase, parallelized 1D/1D-axisymmetric and 2D/2D-axisymmetric fluid model-

ing codes based on distributed memory framework were developed and verified. Fluid modeling

equations, resulting from the velocity moments of Boltzmann equation, include continuity equa-

tions for all species, momentum equations with drift-diffusion approximation for all charged

species, diffusion approximation for neutral species, energy density equation for electrons and

Poisson’s equation for electrostatic potential distribution. All model equations were nondimen-

sionalized and discretized using fully coupled Newton-Krylov-Schwarz (NKS) algorithm, in

which the overlapping additive Schwarz method and Bi-CGStab/GMRES scheme were used as

the preconditioner and linear matrix equation solver, respectively. An atmospheric 1D helium

dielectric barrier discharge (DBD) (driven by 13.56 MHz and 20 KHz power sources) and an

atmospheric nitrogen 1D DBD (driven by 60 KHz power source) are simulated and validated by

excellent agreement of discharged currents with experimental results obtained in our laboratory.

In addition, a 2D-axisymmetric RF driven GEC chamber with helium discharge (capacitively
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coupled plasma) was simulated and the results agree reasonably well with previously reported

experimental data. Then, parallel performance of the fluid modeling code was investigated

using the same GEC case, which was simulated on a PC cluster system (V’ger cluster system

with Xeon 3GHz dual-core dual-CPU, the Center for Computational Geophysics, National Cen-

tral University, Taiwan.) up to 144 processors. The parallel performance showed superlinear

speedup up to 144 processors with the GMRES as the matrix solver combining with LU as the

preconditioner.

In the second phase, a one-dimensional helium DBD driven by 20 KHz distorted sinusoidal

voltages was investigated in detail using the developed fluid modeling code. Effect of selecting

plasma chemistry on simulations of helium DBD was investigated by comparing simulations

with experiments. Results show that the simulations, which include more helium related reac-

tion channels, could faithfully reproduce the measured discharged temporal current quantita-

tively. Based on the simulated discharge properties, we have found that there is complicated

mode transition of discharges from the long secondary Townsend like to the dark current like,

then to short primary Townsend like and to short secondary Townsend like. Related plasma

physics and chemistry are described in detail.

In the third phase, a chamber-scale gas discharge of plasma enhanced chemical vapor

deposition (PECVD) with silane/hydrogen as the precursors, which was used for depositing

hydrogenated amorphous silicon thin film, was simulated. A multiscale temporal marching

scheme for electron, ion and neutral species is designed to reduce the computational cost. Neu-

tral flow and thermal field obtained by a finite-volume Navier-Stokes equation solver was used

as the background gas. The plasma chemistry includes 15 species and 28 reaction channels.

Results show that SiH3 is the most dominating radical species with silicon that is directly re-

lated to silicon film deposition, which agree with previous experiments and simulations. The

deposition rate and uniformity evaluated from the simulation results agree with experiment data

if the fraction of reaction sites is assumed to be 0.015.

Recommendations of future research are also outlined at the end of this thesis.

Keyword: plasma; fluid modeling; finite difference method; parallel; PECVD; dielectric
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Chapter 1

Introduction

1.1 Background and Motivation

Gas discharge (or low-temperature plasma) plays an important role in modern industrial ap-

plications such as display technologies, lighting sources, materials processing, environmental

protection and surface treatment, to name a few [Lieberman and Lichtenberg, 1994; Meyyap-

pan, 1994]. Understanding of the plasma physics and chemistry employed in these applica-

tions has been generally difficult because it requires the multidisciplinary knowledge, which

may include advanced mathematics, electromagnetic theory, fluid mechanics, gas kinetic the-

ory, plasma physics and plasma chemistry, among others. Modeling of the gas discharges is

generally not an easy task essentially. Due to its intrinsic complexity, most researches in non-

thermal, non-equilibrium gas discharges are strongly relied on experimental observation or trial-

and-error approaches, which are often very expensive and time-consuming.

Recently, simulation has become an important method in understanding the plasma physics

and chemistry of gas discharges since the direct quantitative measurements inside the discharge

volume are either very difficult or very costly. Not only can an efficient and accurate modeling

provide detailed plasma physics and chemistry within complex gas discharges, but also may it

be used as an optimization tool for designing a new plasma source.

Among these developed numerical tools for gas discharges simulation, fluid modeling is

one of the fastest yet accurate methods, if the pressure is not too low (e.g., >50 mtorr), which

can greatly help the understanding of the plasma physics and chemistry. However, to cope

with practical gas discharge problems, multidimensional simulations (2 to 3 spatial dimensions)

using complex plasma chemistry (large number of species and reaction channels) are often

required to understand the insight of the plamas. However, it often takes up to weeks or even

months to complete a meaningful fluid modeling simulation, which is of course unacceptable

from the practical viewpoint of being a useful tool. In addition, developed fluid modeling codes

were often lack of extensive experimental validations, which may further prevent its use in
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industry from being a practical tool in helping the design of gas discharge related devices.

Fortunately, recent rapid advance in computer hardware and parallel computing (multicore

CPU and GPU) over the past two decades may help to reduce the runtime of a typical plasma

simulation. In addition, complex yet flexible software design has become possible by taking

advantage of different programming approaches such as OpenMP and MPI through high-level

computer languages like C/C++ and Fortran. Concept like object-oriented design pattern fur-

ther aids in the task of designing of complex software. Excellent performance capability has

been demonstrated through the development of efficient numerical schemes, such as the finite

difference, finite element, and finite volume methods, and algorithms, such as Krylov subspace

method for iteratively solving discretized equations. Combining progress in plasma physics,

scientific computing, storage capacities and calculation speeds, could lead to the development

of a simulation tool to help researchers understand the physics and chemistry of plasmas, de-

sign plasma equipment and to reduce costs associated with the current trial-and-error approach.

However, very few fluid modeling tools had taken advantage of these developments to further

speed up the simulation. In this thesis, as a first step, we intend to develop a parallelized fluid

modeling code for general gas discharge problems to brideg this gap in the plasma research

community.

1.2 Literature Survey

Since this thesis is concerned about the development of a simulation tool for gas discharges,

in the following we focus on introducing the available simulation methods in the literature and

some examples of plasma applications, which is relevant to the present study.

1.2.1 Numerical Approaches for Plasma Simulation

Generally speaking, there are four different types of approaches to plasma simulation, which

can be applied in different plasma conditions. They include: (1) direct Boltzmann equation

solver, (2) Particle-in-Cell with Monte-Carlo collision method (PIC-MCC), (3) fluid modeling,

and (4) hybrid fluid-PIC method. They are introduced in the following in turn.
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1.2.1.1 Boltzmann Equation Solver

Generally the transport phenomena for all kinds of gas discharges are governed by the Bolzt-

mann equation [Boltzmann, 1872]. If the Boltzmann equation, including the Lorentz force term,

can be directly solved to obtain the velocity distribution, then all the macroscopic properties

(mass, momentum and energy) related to gas discharges can be readily obtained. However, this

is a integrodifferential equation which has six-dimensional phase space (3 velocity and 3 con-

figuration spaces) plus one-dimensional time space along with a very complex collision integral

which is very hard to solve. Approximations must be applied to make the equation tractable

for numerical simulation The ’two-term’ spherical harmonics approximation is the most popu-

lar method for reducing the problem into a four-dimensional Fokker-Planck equation [Kolobov

and Arslanbekov, 2006]. The multi-term analysis also has been studied to distinguish between

electrons and ions [White et al., 2003]. In brief summary, there are two major drawbacks in this

approach. The first is its very high computational cost, while the second is that these approx-

imations of the collision integral are generally not realistic for most of the cases. Thus, most

researches do not adopt this approach.

1.2.1.2 Particle-in-Cell Monte Carlo Method

The Particle-in-Cell with Monte-Carlo Collision Method (PIC-MCC) is a kinetic particle-

based approach which yields the distribution functions as an output of the simulation, in which

each computational particle represents a large number of real particles with specific weights.

The results provide the positions and velocities of a representative set of particles, from which

the quantities of interest (i.e. densities, velocities, mean energy, and distribution function) can

be obtained directly. Alternatively, the Monte-Carlo technique can be used to obtain the trans-

port and rate coefficients of plasmas, which is needed in a continuum model. This method is

highly suitable for discharges at very low pressure (e.g., sputtering plasma), in which the energy

distribution function is far from equilibrium and cannot be modeled by continuum fluid mod-

eling. Some well-established studies using PIC-MCC include [Birdsall and Langdon, 1991]

and [Vahedi et al., 1993]. However, PIC-MCC required a sufficiently high number of particles

for tracking, making it much more computationally intensive than the fluid model, which is

introduced next.
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1.2.1.3 Fluid Modeling

Fluid model of plasma is based on partial differential equations which describe the macro-

scopic quantities such as density, flux, average velocity, pressure, temperature or heat flux. The

governing equations can be derived from the Boltzmann equation by taking velocity moments

of the Boltzmann equation with some assumptions [Meyyappan, 1994; Gogolides and Sawin,

1992; Pitaevskii and Lifshitz, 1981] including the continuity equation, momentum equation and

energy equation. The fluid descriptions break down for highly rarefied plasma, or intense non-

local effect induced by strongly electric filed. Related publications of fluid modeling could be

found in numerous articles, e.g. [Ventzek et al., 1993; Lymberopoulos and Economou, 1995;

Bukowski et al., 1996, and references cited therein], and are not reported here.

There are generally two types of fluid modeling techniques: (1) local field approximation

(LFA) and (2) local-mean-energy approximation (LMEA). The former assumes the input elec-

tric power into the plasma is fully balanced by the power dissipated by ionization, while the

later solves the electron energy density equation directly. Although the transport and rate coef-

ficients of electrons are obtained from the solution of stationary spatially homogeneous Boltz-

mann equation, the consequences are quite different. It has been shown that the use of LMEA is

generally much better than the LFA because of the former considers non-local effect of electron

energy distribution [Grubert et al., 2009].

There are two important numerical issues in plasma fluid modeling technique. First, the

model equations are often solved sequentially or partly coupled based on explicit or semi-

implicit scheme, which may constraint size of the time step or reduce the accuracy of the solu-

tion at each time step. This is mainly due to either the constraint of available memory or very

expensive calculation of Jacobian in a fully coupled scheme, which is now either untrue or can

be handled rather efficiently on modern computers. Until very recently, in computational fluid

dynamics (CFD) people began to develop so-called Newton-Krylov-Schwarz type scheme for

solving the inviscid compressible and viscous incompressible NS equations using the inexact

Newton iterative scheme [Cai et al., 1994]. Second, almost no scalable parallelized version of

plasma fluid modeling code on parallel distributed-memory machine is available for attacking

more realistic problems. For realistic simulation of gas discharges fairly complex plasma chem-
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istry has to be considered that is very time-consuming. This unavailability probably stems from

the fact that model equations are solved sequentially as mentioned in the above which renders

the performance of parallel computing unattractive. However, simulations for several practical

gas discharges at atmospheric pressure require efficient parallel computing, which is otherwise

impractical to do the simulations on a single computer.

1.2.1.4 Hybrid Model

Hybrid modeling techniques can take advantages of Boltzmann solver, particle method, and

fluid model, which can have compromise between computational cost and accuracy. A gen-

eral introduction to the hybrid model is provided by Kushner in his review paper [Kushner,

2009]. He discussed how a self-consistent modeling plasma can be decomposed into a set

of sub-tasks, and introduced algorithms for carrying these tasks in Hybrid Plasma Equipment

Model (HPEM), which was developed by author and his co-workers. The implementations

using HPEM, such as Electron Cyclotron Resonance Source (ECR), magnetically enhanced

reactive ion etching (MERIE), magnetron, Capacitively Coupled Plasma (CCP), Inductively

Coupled Plasma (ICP) and so on, are also demonstrated. Another contribution by Van Dijk et al

[van Dijk et al., 2009] described the various options for simulating plasmas on the Plasimo mod-

eling platform, which includes electromagnetic modules, Navier-Stokes solvers using SIMPLE

algorithm, transport coefficients modules and radiation trapping in an ortho-curvilinear coordi-

nate system. Studies using Plasimo toolkits are concerned with low/high pressure plasma light-

ing, spectrochemistry, plasma display technology, biomedical applications and other plasma

sources. The Plasimo toolkit was written in C++ and uses modern language features in object-

oriented sense such as templates through a graphical user interface (GUI). VORPAL is another

commercial package using a hybrid model which combines the particle-in-cell and fluid mod-

eling [Nieter and Cary, 2004; Messmer and Bruhwiler, 2004]. It is designed in both serial and

parallel code using MPI, and the large sparse system of linear equations is solved by Krylov

subspace and algebraic multigrid methods. However, the fluid modeling is relatively simple

with many approximations as compared to the other two codes (HPEM and Plasimo).
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1.2.2 Examples of Modern Plasma Applications Using Fluid Modeling

In the following sections, we only present two typical examples of modern plasma applica-

tions which applied fluid modeling, which we are interested in the current thesis, although the

fluid modeling code developed here is not only limited to deal with these problems.

1.2.2.1 Atmospheric Pressure Plasma

Recently, atmospheric-pressure plasma (APP) has attracted considerable attention, mainly

because, unlike low-pressure plasmas, APP does not require the use of vacuum equipment and

it is increasingly used in modern science and technology applications. Many studies have been

conducted into simulations of the aerodynamic actuator using DBD to connect the flow field

and plasma discharge, but very few numerical studies have been done concerning both the flow

field and plasma discharge for industrial applications. Kim et al introduced a hybrid simula-

tion of a spray-type DBD reactor, including a discharge module using fluid model and a flow

module by solving Navier-Stokes equations [Kim et al., 2009]. In the fluid model, only charged

particles were calculated by solving continuity equations with reduced fluxes without consid-

ering diffusion. An explicit upwind scheme in a structured non-uniform grid was used in the

discharge with a mixture ofN2 and additive SF6 chemistry including 26 species and 59 reac-

tions. However, for a thermal equilibrium discharge in a high pressure DBD, it was irrelevant

to neglect diffusion effect. The flow module assumed an incompressible flow, which was ques-

tionable since the heat conduction effect was important in DBD discharge and the gas density

would not be spatially constant. Using limited computing equipment (i.e. Pentium-4 2.8GHz

single processor), a spray jet simulation has been reduced to a single spray hole problem with

a total computation time of 10 hours for 10µs marching time in the simulation. Although the

simulation is based on a realistic chamber, no experimental results were available for validation.

Rare gases like helium and argon have generally been used in RF atmospheric-pressure

plasma jets, which dramatically increases operating costs [Walsh et al., 2006; Jung and Choi,

2007]. Thus, the efficient use of cheaper gases, such as nitrogen or air, has become an important

issue in the development and testing of practical applications. Nitrogen DBD is much easier to

sustain than those of air or oxygen since the latter is basically an electronegative discharge,
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which is comparably difficult to sustain. Several numerical studies have used one-dimensional

fluid modeling to simulate a nitrogen DBD, showing that mode transition from Townsend-like

to glow-like could be achieved by increasing the gap distance [Choi et al., 2006]. However,

the simulations were not validated by measurements, leading to questions as to whether their

descriptions are physically realistic. Of course, there exist tons of related studies in the literature

using fluid modeling technique, which we do not repeat here for brevity.

1.2.2.2 Silane Plasma Enhanced Chemical Vapor Deposition

Hydrogenated amorphous silicon (a-Si:H) thin films are commonly produced by plasma en-

hanced chemical vapor deposition (PECVD) and have been the subject of considerable research

over the last decade. Aside from its uses in the fabrication of thin film solar cells, a-Si:H has

is also extensively used in a broad in other devices, such as thin film transistors, liquid crystal

displays, light emitting diodes, etc. In the recent decade, numerical studies on silane plasma

usually focused on the details of the chemistry occurring during deposition and especially on

the formation of nano-particles. Gallagher [Gallagher, 2000] presented a simple homogeneous

plasma-chemistry model where particles primarily grow from SiH−
3 anions and SiHm radicals,

which play important roles in growth. Bhandarkar et al. [Bhandarkar et al., 2000] developed a

zero-dimensional chemical kinetic nucleation model in which linear and cyclic silicon hydride

species containing up to ten silicon atoms were considered with the assumption of a constant

positive ion density proportional to the rf power. An 1D fluid model for describing a silane/hy-

drogen discharge was developed by Nienhuis et al [Nienhuis et al., 1997; Nienhuis, 1998], in

which a one-dimensional fluid model is used incorporating silicon hydrides SinHm containing

up to 12 silicon atoms. A set of 68 species, including neutrals, radicals, ions, and electrons, was

taken into account. Similar studies using the 1D fluid model include [Bleecker et al., 2004a,b].

There are relatively few studies focusing on 2D fluid modeling of the silane discharge [Sal-

abas et al., 2002]. It is thus one of the objectives to present the simulation using the developed

parallelized fluid modeling code in this thesis.
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1.2.2.3 Summary

By directly solving the Boltzmann equation we calculate the distribution function f(r, c, t)

and hence obtain quantities of physical interest. Even if theoretical assumptions can reduce

the number of dimensions, a huge effort is still required to deal with the collision integral,

thus rendering it impractical. PIC-MCC can evaluate f(r, c, t) through tracking super particles.

However, a recognized disadvantage of the PIC-MCC method is its long calculation time, es-

pecially where statistical noise needs to be minimized and a high spatial resolution is required,

which is nearly impossible to implement for atmospheric pressure problems if the physical size

is not small. In addition the PIC-MCC method is very difficult to deal with problems with very

complex plasma chemistry because of very high computational cost.

In the fluid equation approach, we can obtain these moments without knowing the f(r, c, t).

The high order moment truncation is assumed either to vanish or to be expressible in terms of

lower-order moments, and the collisions are obtained by a specific f(r, c, t) or by swarm data

from experiments. The fluid modeling fails when the system cannot reach an equilibrium state,

usually in low pressure. The hybrid model can take advantages of all the models above to deal

with different problems.

It is clear that atmospheric pressure discharges incur lower costs and can be used in a broader

range of applications than traditional low-pressure plasma using nitrogen or air as an inlet gas,

also larger scale chamber such as PECVD with good uniformity is needed. Most numerical

research still uses zero or 1-dimensional simulations to compromise for the large number of

species and the complex chemistry reaction channels. These issues can be resolved through the

use of modern computational techniques and advanced numerical schemes, but there are still

few parallel implementations for realistic physical problems available in the community.

1.3 Specific Objectives

Fluid modeling, which describes discharges based on number density, mean velocity and

mean energy of the charged and neutral species, is often used to model low-temperature plasmas

by self-consistently coupling with Maxwell equations. Compared with the computationally-
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demanding particle-in-cell method, the fluid modeling approach allows the consideration of

more complex and realistic plasma chemistry, which is important in practical applications.

However, numerical simulation based on fluid modeling is still very time-consuming, espe-

cially for large-scale 2D or 3D computation involving more chemical reactions. Resolving

these problems with a reasonable runtime, while maintaining acceptable accuracy, requires par-

allelization of the fluid modeling code. Based on these, the specific objectives of this thesis can

be summarized as follows:

1. To develop a parallelized fluid modeling code using LMEA approximation;

2. To validate the developed fluid modeling code under low- and atmospheric-pressure gas

discharges by comparing with experiments and previous simulations wherever possible;

3. To study the details of plasma physics and chemistry of a helium dielectric barrier dis-

charge driven by distorted sinusoidal voltages and compare with available experimental

data;

4. To simulate the silane/hydrogen discharge inside a typical PECVD chamber and compare

with available experimental data.

1.4 Organization of the Thesis

The chapters of this thesis are organized as follows:

Chapter 2 will start with the Boltzmann equation and derive the moment equations including

the continuity equation, the momentum equation and the energy balance equation of charged

particles. Then, fluid modeling equation with approximations are derived and related transport

coefficients and rate constants are discussed. Practical implementation of numerical schemes,

methods or toolkits are introduced.

Chapter 3 details series cases including 1-D Helium RF discharge, 1-D Helium DBD dis-

charge, 1-D Nitrogen DBD discharge, 2-D Helium GEC discharge and validate by experimental

results.
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Chapter 4 discusses the effects of selecting plasma chemistry in simulations of helium DBD

by comparing simulations with experimental results.

Chapter 5 demonstrates a large-scale realistic PECVD using the mixture Silane/Hydrogen

gas and validates the deposition rate by experimental results.

Chapter 6 is the conclusions of this work and some possible directions for the future research

work are presented.
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Chapter 2

The Plasma Fluid Modeling

This chapter will start with the Boltzmann equation and derive the moment equations including

the continuity equation, the momentum equation and the energy balance equation of charged

particles. After the theoretical derivation, drift-diffusion approximation is introduced. The

empirical assumptions for collision terms in moment equations and the heat flux of energy

equation for truncation are employed. All the electron rate constants and transport coefficients

can be obtained from the Boltzmann equation solver BOLSIG+ [Hagelaar, 2009], integrated by

cross-section from experiments or swarm data. The transport coefficient of neutral will also be

introduced. Numerical methods will introduce the Sharfetter-Gummel scheme, nondimensional

coefficients, the discretization of fluid equations and boundary conditions. This chapter will

also introduce the Newton-Krylov-Schwarz method, pre-conditioners, linear equation solvers,

and domain decomposition algorithm which is implemented by means of PETSc toolkit [Balay

et al., 2001].

2.1 Boltzmann Equation and Fluid approximation

The Boltzmann kinetic equation for each charged component α of weakly ionized gas under

the influence of electromagnetic field can be written as [Pitaevskii and Lifshitz, 1981](
∂

∂t
+ c · ∂

∂r
+

qα
mα

(E + c×B) · ∂
∂c

)
fα = −J(fα, F0)−

∑
α′

J(fα, fα′) (2.1)

, where qα and mα are charge and mass of species α, and fα(r, c, t) is the phase distribution

function at the position r and velocity c. E and B are electric field and magnetic field re-

spectively. J(fα, F0) and J(fα, fα′) denote to the collision terms for charged-neutral species

collision and charged-charged species interactions, respectively. F0 is the velocity distribution

of neutral gas. The charged-neutral species collision term may include elastic collisions and

important conservative inelastic collision, for example, the excitation or dissociation process

of the electrons in collisions with the ground state atoms or molecules of the gas. The term

J(fα, fα′) describes the interaction between charged-particles via Coulomb force, which can be

ignored in the current thesis since we only deal with the problems of weakly ionizaed plasma.
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The macroscopic property can be obtained as the velocity moments of the distribution func-

tion as

< ϕ(c) >α=

∫
dc ϕ(c)fα(r, c, t)∫
dcfα(r, c, t)

(2.2)

, where ϕ(c) = 1,mc, 1
2
mc2 leads to number density nalpha, average velocity vα and average

energy εα. Starting with the number density,

nα(r, t) =

∫
dc fα(r, c, t). (2.3)

The average velocity can be written as

v(r, t) =

∫
dc cf(r, c, t)∫
dc fα(r, c, t)

. (2.4)

Finally, the average energy can be written as

εα (r, t) =
m

2

∫
dcc2f(r, c, t)∫
dcf(r, c, t)

.. (2.5)

A set of moment equations can be readily obtained by multiplying (2.1) by ϕ(c) and in-

tegrating over all velocity space. In other words, the continuity, the momentum and energy

density equations of the plasma fluid modeling equations can be obtained by set ϕ(c) = 1,

mc, and 1
2
mc2, respectively. Now, for later convenience we define Cϕ(c), the integral related to

general collision term as

Cϕ(c) = −
∫
dc ϕ(c)J(fα, F0). (2.6)

For ϕ(c) = 1, the first term of Boltzmann equation yields∫
dc

∂

∂t
fα(r, c, t) =

∂

∂t

∫
dc fα(r, c, t) =

∂

∂t
n(r, t). (2.7)

The second term is then written as∫
dc c · ∇rfα(r, c, t) = ∇r

∫
dc cfα(r, c, t) = ∇r(nα(r, t)v(r, t)). (2.8)

The rest terms on the left hand side vanish upon performing the integration over velocity space

and the result is the exact species continuity equation that is written as

∂

∂t
nα(r, t) +∇r · (nα(r, t)v(r, t)) = C1. (2.9)

where

C1 = −
∫
dcJ(fα, F0). (2.10)
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For ϕ(c) = mc, the momentum equation is obtained bymc and integrating over the velocity

space. Here I keep the particle massmα in the denominator for derivation convenience and yield

∂

∂t

∫
dc cfα +

∂

∂t

∫
dc cc · ∇rfα +

qα
mα

∫
dc c (E + c×B) · ∇cfα = Cmc (2.11)

The first term in the left hand side is

∂

∂t

∫
dc cfα =

∂

∂t
nαv. (2.12)

The integrand of the second term is rearranged as c c · ∇rfα = ∇r · (ccfα) and thus the second

term becomes
∂

∂t
∇r

∫
dc cc · fα =

∂

∂t
∇r · (nα < cc >) (2.13)

where

< cc >=

∫
dc ccfα
nα

. (2.14)

The third term is∫
dc c(E + c×B)fα =

∫
dc ∇c · (f c(E + c×B))

−
∫
dc fαc∇c · (E + c×B)−

∫
dc fα(E + c×B) · ∇cc. (2.15)

The first integral in the right had side of eq. (2.15) can be further converted into a surface

integral using divergence theorem. Here we would like to remind that the developed moments

are multiplied by the powers of the velocity vector and integrating over whole velocity space.

To complete the integrations we need to know the behavior of the distribution function at large

c value. From physical viewpoint, no particle can have infinite velocity and it’s reasonable to

assume the surface integral will be vanished while the distribution function fα(r, c, t) falls off

faster then the integrand in the velocity space as c→∞. The second term in the right hand side

would also vanish because the electric field is not a function of velocity c and c×B is always

perpendicular to∇c. The∇cc in the third term in the right hand side is obviously a unit tensor.

Thus, eq. (2.15) can be rewritten as

qα
mα

∫
dc(E+ c×B)fα = − qα

mα

∫
dc fα(E+ c×B) ·∇cc = − qα

mα

nα(E+v×B). (2.16)

By substituting eqs. (2.12-2.15) into eq. (2.11), then we can have the momentum equation as

∂

∂t
nαv +∇r · (nα < cc >)− qα

mα

nα(E + v ×B) =
Cmc

mα

. (2.17)
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Multipling mα, the mometum equation can be obtained as

∂

∂t
mαnαv +∇r · (mαnα < cc >) + qαnα(E + v ×B) = Cmc. (2.18)

Next we define c = v + w, where v is the mean velocity and w is the random thermal velocity

on the top of the mean velocity. Thus, the second term in the left hand side of eq. (2.18) can be

rewritten as

∇r · (nα < cc >) = ∇r · (nαvv) +∇r · (nα < ww >) + 2∇r · (nαu < w >). (2.19)

, where the last term vanishes because < w > is obviously zero. The quantity mαnα < ww >

is denoted by a stress tensor
←→
P , which leads to

∇r · (nα < cc >) = ∇r · (nαvv) +
1

mα

∇ ·
←→
P α (2.20)

= vα∇r · (nαv) + nα(vα · ∇r)v +
1

mα

∇r ·
←→
P (2.21)

Thus, the eq. (2.18) can be represented as

∂

∂t
mαnαvα+mαu∇r·(nαvα)+mαnα(vα·∇r)vα+∇r·

←→
P α−qαnα(E+vα×B) = Cmc. (2.22)

If we substitute the continuity eq. (2.9) into eq. (2.22), we can have the momentum equation as

mαnα
∂

∂t
vα +mαnα(vα · ∇r)vα +∇r ·

←→
P α − qαnα(E + vα ×B) = C ′

mc. (2.23)

, where C ′
mc = Cmc −mαC1.

For ϕ(c) = 1
2
mc2, the conservation of energy can be obtained similarly after tedious alge-

braic arrangement as

∂

∂t
nα <

1

2
mαc

2 > +∇r · (nα <
1

2
mαc

2c >)− qαnαE · v = C 1
2
mc2 (2.24)

where the third term can be derived through the following steps,

qα

∫
dc

1

2
c2(E + c×B)∇cfα = −qα

∫
dc

1

2
(E + c×B)fα∇cc

2 (2.25)

= −qα
∫
dc (E + c×B)fα · c (2.26)

= −qαnαE · v. (2.27)
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The resulting energy balance equation without including kinetic energy is written as

3

2
nαkB

(
∂Tα
∂t

+ vα · ∇rTα

)
+∇r · Jq,i +

←→
P α : ∇rv − qαnαE · v = C 1

2
mc2 (2.28)

, where kB is the Boltzmann constant, and the heat flux and pressure tensor are, respectively,

expressed as

Jq,i =
1

2
nαmα < w2w > (2.29)

and, as mentioned before, the pressure tensor

←→
P = nαmα < ww > . (2.30)

Note that all the nth order velocity moments of the Boltzmann equations of c will lead to n+

1 order of c in the moment equations. Thus, to obtain a complete description of gas discharges,

we need an infinite number of moment equations derived from the Boltzmann equation. Of

course we can move on to derive the higher moment equations; however, in practice, the moment

equations must be “closed” with some approximation based on physical argument. In many

practical problems this is made in the first order by substituting the energy equation by an

equation of the state, and in the second order by using algebraic expression for the heat flux as

closure approximation. Similarly, the evaluation of the respective collision term in practical way

usually needs cross section from experiments or ab initio calculations. Moreover, to complete

the derivation of the system of governing equations and to obtain a self-consistent descriptions

of gas discharges, we need to include the Maxwell equations describing the electromagnetic

behavior of charged particles. The derivation of fluid modeling employed in this study will be

discussed next.

2.2 Plasma Fluid Modeling Equations

Recalling the fluid modeling equations for a charged species α derived from the Boltzmann

equations, they include: Continuity equation as

∂

∂t
nα(r, t) +∇r · (nα(r, t)v(r, t)) = C1.

momentum equation as

mαnα
∂

∂t
vα +mαnα(vα · ∇r)vα +∇r ·

←→
P α − qαnα(E + vα ×B) = C ′

mc.
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and energy equation as

3

2
nαkB

(
∂Tα
∂t

+ vα · ∇rTα

)
+∇r · Jq,i +

←→
P α : ∇rv − qαnαE · v = C 1

2
mc2 .

However, the above fluid modeling equations are not used in practice and required some ap-

proximations which are shown next.

2.2.1 Drift-Diffusion Approximation

Start from the momentum equation, the divergence of pressure tensor
←→
P contains infor-

mation of inhomogeneity and viscosity of the gas discharges. Considering sufficient collisions

among particles, they will reach equilibrium with a velocity distribution close to Maxwellian

and the pressure tensor becomes a diagonal one, or even isotropic as

∇ ·
←→
P → ∇P. (2.31)

To form a closed set of moment equations, we use a thermodynamic equation of state to relate

P and nα as

P = nαkBTα (2.32)

In addition, assume temperature equilibrates in slow time variation, which leads to the following

form

∇P = kBTα∇nα. (2.33)

The collision term in momentum equation mainly includes momentum transfer collision and

inelastic collisions and is expressed as follows

C ′
mc = Cmc −mC1 (2.34)

= −
∑

mαnαναβ(u− uβ)−mu(G− L) (2.35)

, where G and L are rates of generation and destruction of species α, respectively. ναβ is

momentum transfer frequency for α particles collisions with β particles and uβ is the mean

velocity of species β. The contribution of the inelastic collision to the collision term, as compare

to that of momentum transfer collision, is small and can be ignored for most of the cases. Thus,

for slow time variation uβ → 0, the collision term can be rewritten as

C ′
mc = −mαnανmu (2.36)
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where νm is the momentum transfer collision frequency.

If we neglect the unsteady term and inertial term and consider the gas discharges only influ-

enced by electric field, then the momentum equation can be further reduced to

0 = qαnαE−∇P −mαnανmu. (2.37)

By solving for u, we can obtain

u =
qαE

mανm
− kBTα
mανm

∇nα
nα

. (2.38)

Farther, we can obtain the particle flux Γ as

nαuα = Γα = ±µαnαE−Dα∇nα (2.39)

where the direction of drift is decide by the particles’ charge, and the macroscopic mobility and

diffusion coefficients are, respectively, expressed as

µα =
|qα|
mανm

(2.40)

and

Dα =
kBTα
mανm

. (2.41)

Note eq. (2.39) is the so-called drift-diffusion approximation for the momentum equation, and

the coefficients of mobility µ and diffusion D are input parameters required in a typical plasma

simulation.

2.2.2 Electron Impact Reaction Rate Coefficients and Electron Transport Coefficient

Electrons always play a key role in gas discharges with much higher energy than other heavy

species in the non-thermal (non-equilibrium) plasma. Accordingly, electron impact reactions

are always the key issues in understanding the discharge behavior using analytical or numerical

approaches. Assuming an electron colliding with neural species, the source term for generation

or loss in the electron continuity equation can be evaluated as

C1 =
∑
r

kr(Te)neng (2.42)

where Te is the electron temperature, and kr is the reaction rate constant of collision type r. The

approximation of the collision term in the momentum transport equation leads to the resulting
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transport coefficient by a momentum collision frequency νm The related electron energy lost

because of momentum transfer to neutral species can then be derived as

Cmc2,momentum transfer = 3
me

M
nekBνm(Te − Tg) (2.43)

where νm is written as

νm = km(Te)ng (2.44)

where km is the momentum transfer reaction rate constant. As compare to the momentum

transfer, the inelastic collision is generally negligible in the momentum equation. However,

the electron energy consumption by electron impact inelastic collision is too significant to be

ignored and the corresponding energy lost can be written as

Cmc2,in =
∑
r=in

εinkr(Te)neng (2.45)

where the subscript “in” denotes to the inelastic reaction and εin is the threshold energy which

is the energy barrier required for the electrons to overcome in the inelastic reaction process.

2.2.2.1 Calculation of Rate and Transport Coefficients

The rate coefficient, i.e. kr and km discussed in Section 2.2.2, can be obtained by experi-

mental measurement or theoretical calculation through swarm data or experimental or numerical

cross section. Swarm data usually provide the relation to connect transport coefficient and rate

constant with a reduced electric field(E/p). The velocity distribution is usually assumed to be

equal to that of a particle swarm in a spatially uniform effective electric field that gives the same

mean energy as determined by the energy balance equation. This means we do not have to solve

the energy balance equation directly, which is often not a trivial task. On the other hand, to find

the rate constant through cross section data, we can calculate rate coefficient by integrating over

the electron energy ε

kλ =

∫ (
2ε

me

) 1
2

f(ε)σλ(ε)dε (2.46)

where σλ(ε) is the cross section of reaction λ, which can be either momentum transfer reaction

or inelastic reactions such as ionization and excitation, to name a few. f(ε) is the electron

energy distribution function (EEDF) which we will discuss in detail next.
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2.2.2.2 Electron Energy Distribution

The electron energy distribution function (EEDF) f(ε) (or f(c)) is generally unknown when

we derived the moments of the Boltzmann equation. In order to calculate the transport and

reaction parameters, the EEDF must be known. In thermal equilibrium, most common approach

is to assume Maxwellian energy distribution for the electrons. But in low-pressure plasmas, the

EEDF has been confirmed it is not a Maxwellian through several experiments and numerical

simulations (Particle-in-Cell) [Vahedi et al., 1993]. However, it could be approximated by some

special form such as the Druyvesteyn distribution function [Lieberman and Lichtenberg, 1994].

No matter what form of electron energy distribution function we adopt, we can readily calculate

the reaction rates and the transport coefficients through eq. (2.46).

One of the most well-known approach in the fluid modeling community is the so-called

local field approximation (LFA) The implicit assumption in this approach is that the energy

gained by charged particles from the electric field is locally balanced by the loss in various

collisional processes. Further, the energy distribution function in time and space is assumed to

be the equilibrium velocity distribution of the particles in a uniform dc electric field and the

value of electric field equal to that at their location and time in the discharge. Therefore, the

energy balance equation does not need to be explicitly solved when local field approximation

is enforced. This leads to that the rate constants determining the species generation, loss, and

transport can be expressed as a local function of the reduced electric field E(r)
n(r)

. However,

the local field approximation fails in regions of strong electric field gradient when non-local

charged particle flux is important in determining the discharge properties. In practice, at least

the electron energy equation has to be considered since the electrons are the most important

charged species in sustaining a plasma.

The electron transport coefficients and electron impact reaction rate constants are calculated

through a Boltzmann equation solver BOLSIG+ [Hagelaar, 2009] Prior to the fluid modeling,

all the necessary transport and rate constants are organized as function of electron temperature

in a lookup table.
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2.2.3 Neutral Species Transport Coefficient

The diffusion coefficient D of neutral species, which is a function of both temperature and

pressure, can be calculated between any two components (binary pair) of a mixture as

Dη,ξ =
3kBTgas

√
2πTgas

τη,ξ

16Ptotalπσ2
ηξΩD(ψ)

(2.47)

where Tgas is the gas temperature, Ptotal is the total pressure, τη,ξ is the reduced mass as

τη,ξ =
mηmξ

mη +mξ

(2.48)

and ση,ξ is binary “collision diameter”, which is a Lennard-Jones parameter that can be ex-

pressed as

ση,ξ =
ση + σξ

2
(2.49)

ΩD is collision integral in a form written as

ΩD =
A

ψB
+

C

eDψ
+

E

eFψ
+

G

eHψ
(2.50)

where ψ is

ψ =
kBTgas
εη,ξ

(2.51)

in which reduced energy εη,ξ is expressed as

εη,ξ =
√
εηεξ. (2.52)

, and A = 1.06036, B = 0.15610, C = 0.19300, D = 0.47635, E = 1.03587, F = 1.52996,

G = 1.76474, and H = 3.89411. Then, the diffusivity of a species η can be expressed as

Dη =
Ptotal∑

ξ=background
Pξ

Dη,ξ

(2.53)

, where Pξ is the partial pressure of species ξ.

2.2.4 Ion Species Transport Coefficient

Similar to neutral species, the mobility of an ion also can be applied between any two

components

µη,ξ = 0.514
Tgas

Ptotal
√
τη,ξαη

(2.54)
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where αη is the polarizability of ion η. Thus, mobility of species η can be written as

µη =
Ptotal∑

ξ=background
Pξ

µη,ξ

. (2.55)

The ion diffusivity coefficient can then be obtained by Einstein relation

Dη =
kBTion
q

µη. (2.56)

2.2.5 Fluid Modeling Equations

Summarizing the fluid modeling equation used in this thesis as presented in the above with

some approximations, we can write them in simplified forms in the followings in turn. The

electron continuity equation is expressed as

∂

∂t
ne +∇ · Γe = Se (2.57)

where the flux is estimated using drift-diffusion approximation as

Γe = −De∇ne − neµeE. (2.58)

The ion continuity equation is expressed as

∂

∂t
ni +∇ · Γi = Si (2.59)

where the flux is estimated using drift diffusion approximation as

Γi = −Di∇ni + sign(qi)ZniµiE. (2.60)

where Z the number of charges carried by ion. The neutral species continuity equation is

expressed as
∂

∂t
np +∇ · Γp = Sp (2.61)

where the flux is expressed as

Γp = −Dp∇np. (2.62)

Finally, the electron energy density equation is expressed as

∂

∂t
nε +∇ · Γε = −eΓe · E− Sε (2.63)
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where nε = 3
2
nekBTe and the energy flux is written as

Γε =
5

2
TeΓe −

5

2
neDe∇Te. (2.64)

Note that in the current thesis we do not consider the ion energy density equation like others in

the fluid modeling community since it is comparatively unimportant as compared to the electron

energy density in most gas discharges.

2.3 Numerical Methods and Algorithms

2.3.1 Sharfetter-Gummel Scheme for Mass Flux

It is well-known that it required very fine grid sizes for the convection-diffusion type PDE

to be numerically stable if standard finite-difference method is employed. The Scharfetter-

Gummel (SG) scheme, which originally had been developed for semiconductor device simula-

tions, provides an optimum way to discretize the drift-diffusion equation for particle transport

[Scharfetter and Gummel, 1969]. The idea of SG scheme is to approximate the flux by a bound-

ary value problem along each edge in a given grid, which yields an exponential approximation

to the potential distribution. Therefore, it’s also called an exponentially fitted method.

To demonstrate how the SG scheme works, we derive the corresponding formulation using

a one-dimensional example. Assume there are two grid points i and i+ 1, and the flux between

the grids is Γi+ 1
2
. The drift-diffusion equation of positive charged particle can be written as

Γp,i+ 1
2

= −Dp,i+ 1
2

∂np
∂x
− µp,i+ 1

2

∂φ

∂x
np. (2.65)

where the first and second terms in the RHS represent the diffusion and drift fluxes, respectively.

By the change of variables from position to potential through chain rule, we can obtain

∂φ

∂x

∂

∂φ
np +

µp,i+ 1
2

Dp,i+ 1
2

∂φ

∂x
np = −

Γp,i+ 1
2

Dp,i+ 1
2

(2.66)

in which assume that ∂φ
∂x

is independent of potential. After rearrangement, we can have the first

order ordinary differential equation as follows:

∂

∂φ
np +

µp,i+ 1
2

Dp,i+ 1
2

np = −
Γp,i+ 1

2

Dp,i+ 1
2

∂φ
∂x

. (2.67)
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The solution of above ODE is readily obtained as

np(φ) = Ce
−

µ
p,i+1

2
D

p,i+1
2

φ

−
Γp,i+ 1

2

µp,i+ 1
2

∂φ
∂x

(2.68)

By applying the boundary condition ni = ni(φi) and ni+1 = ni+1(φi+1), the constant C and

flux Γp,i+ 1
2

can be found easily as,

C =
ni − ni+1

e
−

µ
p,i+1

2
D

p,i+1
2

φi

− e
−

µ
p,i+1

2
D

p,i+1
2

φi+1

(2.69)

and

Γp,i+ 1
2

= −
Dp,i+ 1

2

∆x

 −
µ

p,i+1
2

D
p,i+1

2

(φi+1 − φi)

e
−

µ
p,i+1

2
D

p,i+1
2

(φi+1−φi)

− 1

ni+1 −

µ
p,i+1

2

D
p,i+1

2

(φi+1 − φi)

e

µ
p,i+1

2
D

p,i+1
2

(φi+1−φi)

− 1

ni

 (2.70)

or

Γp,i+ 1
2

= −
Dp,i+ 1

2

∆x
[ni+1B(−X)− niB(X)] (2.71)

, where X =
µ

p,i+1
2

D
p,i+1

2

(φi+1 − φi), and B is Bernouli function expressed as

B(x) =
X

eX − 1
. (2.72)

Similarly we can write the electron flux equation as

Γe = − 1

meν
∇ (nekBTe)−

qne
meν

~E (2.73)

= − ne
meν
∇ (kBTe)−

kBTe
meν

∇ne −
qne
meν

~E (2.74)

The corresponding ODE for electrons can be written as

kBTe
meν

∇ne +

(
∇ (kBTe)

meν
+

q

meν
~E

)
ne = −Γe (2.75)

or

∇ne +

(
∇ (kBTe)

kBTe
+

q

kBTe
~E

)
ne = − Γe

kBTe

meν

(2.76)

Again, for one-dimensional case, we can obtain the solution of the above ODE for electrons as

ne(φ) = Ce
− a

∂φ
∂x

φ

+
b

a
(2.77)

where C is a constant. a and b are defined, respectively, as

a =
∇ (kBTe)

kBTe
+

q

kBTe
~E, (2.78)
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b = − Γe
kBTe

meν

. (2.79)

The constant C and the flux Γe can be readily obtained from the boundary conditions. They are

written as

C =
ni+1 − ni

e−a′φi+1 − e−a′φi
(2.80)

Γe,i+ 1
2

= − 1

∆x

kBTe
meν

[B(−X)ni+1 −B(X)ni] (2.81)

where X = a′(φi+1 − φi) and a′ = a
∂φ
∂x

. Or equivalently, the electron flux can be expressed as

Γe,i+ 1
2

= −
De,i+ 1

2

∆x
[ni+1B(X)− niB(−X)] (2.82)

2.3.2 Non-dimensionalization

Let n0 denote the background gas density. The dimensionless potential, length, time, and

velocity are defined as follows:

φ′ =
eφ

kBT0

=
φ

φ0

, (2.83)

u′p =
up
u0

, (2.84)

u′e =
ue
u0

, (2.85)

where u0 is defined as

u0 =

(
kBT0

mp

) 1
2

. (2.86)

nε,0 =
nε

n0kBT0

. (2.87)

The dimensionless electron energy density is defined as

ε′ =
e

kBT0

ε (2.88)

, which the ε is in unit of eV .

x′ =
x

λ
(2.89)

, where the characteristic length is the mean free path

λ =
1

n0σp
. (2.90)

The characteristic time scale is thus defined as

t′ =
u0

λ
t. (2.91)
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The dimensionless diffusion and mobility coefficient are, respectively, defined as

D′ =
D

λu0

, (2.92)

and

µ′ =
mpu0

eλ
µ (2.93)

The ion flux, eq (2.65) , with drift-diffusion approximation can thus be non-dimensionalized

as

Γp,i+ 1
2

= −
λu0D

′
p,i+ 1

2

λ∆x′
[
n0n

′
i+1B(−X)− n0n

′
iB(X)

]
. (2.94)

Γ′
p,i+ 1

2
= −

D′
p,i+ 1

2

∆x′
[
n′
i+1B(−X)− n′

iB(X)
]
. (2.95)

Similarly, the electron flux, eq (2.74), can be non-dimensionalized as

Γ′
e,i+ 1

2
= −

D′
e,i+ 1

2

∆x′
[
n′
i+1B(X)− n′

iB(−X)
]
. (2.96)

With the above dimensionless expression for the flux, the general continuity equation can be

non-dimensionalized as

n0u0

λ

∂n′
e,p

∂t′
+

1

λ
∇′ · n0u0Γ

′
e,p =

n0u0

λ
S ′
e,p, (2.97)

or
∂n′

e,p

∂t′
+∇′ · Γ′

e,p = S ′
e,p. (2.98)

The dimensionless electron energy density equation can e written as

u0

λ
n0kBT0

∂n′
ε

∂t′
+

1

λ
n0kBT0u0Γ

′
ε = n0kBT0

u0

λ
S ′
ε (2.99)

or
∂n′

ε

∂t′
+∇′ · Γ′

ε = S ′
ε (2.100)

where the dimensionless electron energy density source term is written as

S ′
ε = −ε

′

e
S ′
e − ΓeE (2.101)

Finally, the dimensionless Poisson’s equation is expressed as

1

λ2
∇′2kBT0

e
φ′ = − 1

ε0

∑
s

qsn0ns (2.102)
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or

∇′2φ′ = −λ
2e2n0

ε0kTe

∑
s

(sign)n′
s (2.103)

or

∇′2φ′ = − 1

ε′

∑
s

(sign)n′
s (2.104)

where the dimensionless electron energy density is expressed as

ε′ =
ε0u

2
0mp

λ2e2n0

(2.105)

2.3.3 Finite-difference Discretization

Finite differences method (FDM) is widely used in the field of Computational Fluid Dy-

namics (CFD), which is based on results of Taylor series expansion. One of the advantages of

FDM is that it could be implemented easily, especially in the case of simple geometry. The error

caused by the discretization process depends on the number of terms in the Taylor series which

are kept. Generally, we can solve a PDE or a set of PDEs using the finite-difference method with

dependent variables as functions of spatial coordinates and time in implicit, explicit, or semi-

implicit approaches. The explicit approaches are relatively simple to implement; however, it is

often suffered by the stability constraint, which is known as the Courant-Friedrichs-Lewy (CFL)

condition, resulting in very small computational time step. In contrast, the implicit approaches

are stable even for larger values of the time step. However, a system of algebraic equations must

be solved at each time step using implicit techniques which is more complicated to implement

and possibly more time-consuming. In this thesis, we descritize the fluid modeling equations

through the use of finite-difference method. Since continuity equations for different species are

similar, we only present the discretizations for the eqs. (2.57), (2.59), (2.61) in the following

in turn . By employing the backward Euler scheme for time integration and the Sharfetter-

Gummel scheme for representing the particle flux and after tedious algebraic rearrangement,

the resulting discretized equation of a species continuity equation on a typical grid point (m,n)

can be written as,

nt+∆t
α,m,n − ntα.m.n

∆t
+

γ

xm
Γt+∆t
α,m,n +

Γt+Γt
α,m+ 1

2
,n
− Γt+∆t

α,m− 1
2
,n

∆xm
+

Γt+Γt
α,m,n+ 1

2

− Γt+∆t
α,m,n− 1

2

∆yn
=

sα∑
i=1

St+∆t
α,m,n

(2.106)
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where α can be electrons, ion, and uncharged species, xm is the distance from original point to

grid point m, ∆xm and ∆yn are the step length at grid (m,n), γ is a factor using to deal with

the coordinate system (for cylindrical coordinate is 1 and for Cartesian coordinate is 0) and Γα

are the flux defined between grids which can be expressed in Scharfetter-Gummel form as,

Γα,m+ 1
2

= −
Dm+ 1

2

∆xm+ 1
2

[
nα,m+1B

(
−sign(qα)Xm+ 1

2

)
− nα,mB

(
sign(qα)Xm+ 1

2

)]
(2.107)

Γα,n+ 1
2

= −
Dn+ 1

2

∆xn+ 1
2

[
nα,n+1B

(
−sign(qα)Xn+ 1

2

)
− nα,nB

(
sign(qα)Xn+ 1

2

)]
(2.108)

where X is a non-dimensional variable define as,

Xm+ 1
2

=
µm+ 1

2

Dm+ 1
2

(φm+1 − φm) (2.109)

Xn+ 1
2

=
µn+ 1

2

Dn+ 1
2

(φn+1 − φn) (2.110)

and B is the Bernoulli function which is defined as

B(x) =
x

ex − 1
. (2.111)

The electron energy equation is descritized as

3

2

nt+∆t
e,m,nT

t+∆t
m,n − nte,m,nT tm,n

∆t
+

Γ

xm
Γt+∆t
e,m,n +

Γt+∆t
e,m+ 1

2
,n
− Γt+∆t

e,m− 1
2
,n

∆xm
+

Γt+∆t
e,m,n+ 1

2

− Γt+∆t
e,m,n− 1

2

∆yn
=

− ~Γt+∆t
e,m,n · ~Et+∆t

m,n −
Sε∑
i=1

εiS
t+∆t
εi,m,n

+ 3
me

M
nekBνm

(
T t+∆t
e,m,n − Tg

)
(2.112)

where Te and εi are in unit of eV , νm is the electron collision frequency, and the descretized

form energy fluxes Γε are expressed as

Γε,m+ 1
2
,n =

5

2
Te,m+ 1

2
,nΓe,m+ 1

2
,n −

5

2

ne,m+ 1
2
,nTe,m+ 1

2
,n

meνm

Te,m+1,n − Te,m,n
∆xm

(2.113)

Γε,m,n+ 1
2

=
5

2
Te,m,n+ 1

2
Γe,m,n+ 1

2
− 5

2

ne,m,n+ 1
2
Te,m,n+ 1

2

meνm

Te,m,n+1 − Te,m,n
∆yn

. (2.114)

Finally, the Poisson’s equation is discretized as

γεm
2xm∆xm

(
φt+∆t
m+1 − φt+∆t

m

)
+

1

∆x2
m

(
εm+ 1

2

(
φt+∆t
m+1 − φt+∆t

m

)
− εm− 1

2

(
φt+∆t
m − φt∆tm−1

))
+

1

∆y2
n

(
εn+ 1

2

(
φt+∆t
n+1 − φt+∆t

n

)
− εn− 1

2

(
φt+∆t
n − φt∆tn−1

))
= −

nα∑
i=1

sign(qα)qαnα (2.115)
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2.3.4 Boundary Conditions

Boundary condition for electrons is applied on the electron flux to the wall as

Γe,BC =
1

4
neve,th −De∇ne − neµeE−

∑
i

γiΓi (2.116)

where γi is the secondary emission coefficient when ion species i bombarding on the wall and

the electron thermal velocity

ve,th =

√
8kBTe
πme

. (2.117)

The diffusion and drift terms of electron are considered only when the flux direction is to the

wall. The electrons moving to the wall are removed while on the dielectric wall the charges are

added to the net charge and are accumulated during runtime. Boundary condition for ions is

also applied on the ion flux to the wall

Γi,BC = −Di∇ni − niµiE (2.118)

where drift term of ion is considered only when the direction is to the wall. Similarly, the ion

moving to the conductor wall are removed while on the dielectric wall the charge are added to

the net charge and are accumulated during runtime.

For the non-excited and non-radical neutral species, Neumann boundary condition is em-

ployed at all solid walls. However, boundary condition for the excited or radical species is

assumed to be

Γp,BC = −Dp∇np (2.119)

where the resulting species on the wall is removed. Finally, the boundary condition of electron

energy density equation is expressed as

Γε = 2kBTeΓe. (2.120)

2.3.5 Newton-Krylov-Schwarz (NKS) Algorthm

In this thesis, the parallel fully coupled Newton-Krylov-Swartz(NKS) algorithm [Cai et al.,

1998a] was employed to solve the large sparse system of nonlinear discretized equations, which

were derived in the previous section. All the functionals for each dependent variables form a
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global functional vector. Jacobian matrix is then computed based on this global vector. Nev-

ertheless, this treatment results in a fully implicit scheme, which may allow larger time step as

compared to semi-implicit or explicit scheme. Another advantage of solving the coupled equa-

tions directly, rather than solving the equations one by one or some heuristic way of coupling,

is that it can have better time accuracy with appreciable time-step size and much better parallel

performance since the grain size is much larger. In this method, an inexact Newton method

is used to solve the coupled nonlinear discretized equations at each time step. The resulting

Jacobian system computed by using a hydrid analytical and numerical (finite difference) for the

Newton corrections are solved with a preconditioned Krylov subspace type method, relying di-

rectly only on iterative operations. With the use of hybrid analytical and numerical scheme, the

time required for evaluating Jacobian matrix is reduced greatly. The Krylov method requires

preconditioning for achieving acceptable convergence speed of inner interactions. A good pre-

conditioner saves time and memory by allowing small number of iterations in the Krylov loop

and smaller storage for the Krylov subspace. In this study, we have utilized a parallel additive

Schwarz(AZ) type preconditioner with an inexact or exact solver such as incomplete LU(ILU)

or LU factorizations in each subdomain. It was shown that this AS preconditioner can greatly

reduce the runtime required for inner iterations in an inexact Newton method [Hwang and Cai,

2005]. This results from that the smaller subdomain blocks maintain better cache residency

and shorter convergence time for an approximate solver. In addition, either scheme was used

to solve the preconditioned matrix equation at each time step. By combining the AS precon-

ditioner with Krylov type subspace method BiCG-STAB(or BCGS) [van der Vorst, 1992] or

GMRES [Saad and Schultz, 1986] in the present study within an inexact Newton method leads

to a coherent fully parallel solver: Newton-Krylov-Schwarz(NKS) algotithm [Cai et al., 1998b].

In practical implementation, we employed the PETSc package [Balay et al., 2001], which

features distributed data structure - index sets, vectors, and matrices - as functional objects. Iter-

ative linear and nonlinear solvers are combined modularly, recursively, and extensively through

a uniform application programmer interface. In addition, the Jacobian system within the inex-

act Newton method can be computed automatically by the finite-difference scheme within the

PETSc framework or by the user himself/herself. Portability is achieved through MPI, which is

a standard in message passing among processors nowadays, although the details are not requires
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in practical coding. All the codes were programmed in C/C++.
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Chapter 3

Verifications and Parallel Performance of the Fluid Modeling

Code

To validate the developed fluid modeling code, we have conducted several simulations in one-

dimensional and two-dimensional cases and results were compared with experimental data and

previous simulations wherever possible. For the one-dimensional cases, they include: (1) he-

lium discharge driven by RF power source, (2) helium discharge driven by AC power source

and (3) nitrogen discharge driven by AC power source. For the two-dimensional case, a GEC

chamber-scale simulation was conducted. At the end of Chapter 3, parallel performance of the

developed parallel fluid modeling code is presented using the 2D-axisymmetric GEC chamber-

scale simulation. These validations and parallel performance were described in the following in

turn.

3.1 One-Dimensional Simulation of Helium Discharge Driven by a Radio-

Frequency Power Source (13.56 MHz)

3.1.1 Simulation Conditions

A one-dimensional fluid modeling which mimics a parallel-plate atmospheric-pressure driven

by a radio-frequency power source (13.56 MHz) was conducted and validated with experimen-

tal data obtained in our group. Corresponding test conditions include: two electrodes of area

25 cm2 covered by dielectric layers with thickness of 1 mm each and relative permittivity of

11.63, power electrode applying a sinusoidal voltage waveform having frequency of 13.56 MHz

and peak-to-peak voltage of 496 V , discharge gap of 1 mm, and background gas pressure of

760 Torr.

3.1.2 Plasma Chemistry

This simulation employed a “complex” set of Helium reaction channels as summarized

in Table 4.1, which includes 7 species (electron, He∗m, He∗∗ex, He∗2, He+, He+
2 , He) and 27
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reaction channels. This set of helium plasma chemistry includes momentum transfer collision

(0), electron impact excitations (1)-(7), direct ionization (8)-(9), electron impact de-excitation

(10), electron impact dissociation (11), electron-ion recombination (12) (15)-(16), electron-ion

dissociative recombination (13)-(14), Hombeck-Molnar associative ionization (17), metastable

- metastable associative ionization(18), metastable - metastable ionization (19), ion conversion

(20), metastable - induced association (21), metastable - induced dissociative ionization (22),

metastable-induced ionization (23), dimer - induced dissociative ionization (24), dimer-induced

ionization (25), helium-atom induced dissociation (26).

3.1.3 Validation with Experiment Results

Figure 3.1 shows the comparison of the simulated discharged currents with the measured

data that was obtained in our group. It clearly shows that the present fluid modeling code

using the complex helium plasma chemistry can predict quantitatively the temporal evolution

of discharge current of helium RF discharge very well.

3.2 One-Dimensional Simulation of Helium Dielectric Barrier Discharge

Driven by AC Realistic Distorted Sinusoidal Voltages

3.2.1 Simulation Conditions

A one-dimensional fluid modeling which mimics a parallel-plate atmospheric-pressure driven

by a distorted sinusoidal AC power source was conducted and validated with experimental data

obtained in our group. Corresponding test conditions include: two electrodes of area 25 cm2

covered by dielectric layers with thickness of 1 mm each and relative permittivity of 12, power

electrode applying a distorted sinusoidal voltage waveform having frequency of 60 KHz and

peak-to-peak voltage of 14000 V, discharge gap of 2.5 mm, and background gas pressure of

760 Torr.

3.2.2 Plasma Chemistry

Again, we have applied the same set of “complex” Helium plasma chemistry as the previous

RF helium discharge.

32



3.2.3 Validation with Experiment Results

Figure 3.2 shows the comparison of the simulated discharged currents with the measured

data that was obtained in our group. It clearly shows that the present fluid modeling code

using the complex helium plasma chemistry can predict quantitatively the temporal evolution

of discharge current of helium DBD very well.

3.3 One-Dimensional Simulation of Nitrogen Dielectric Barrier Discharge

Driven by AC Realistic Distorted Sinusoidal Voltages

3.3.1 Simulation Conditions

Similar to those test conditions as described in Section 3.1.1 for the helium RF discharge,

one-dimensional fluid modeling is conducted for the same configuration using pure nitrogen

gas, which was driven by a distorted sinusoidal power source (60 kHz) with a gap distances of

0.5 mm.

3.3.2 Plasma Chemistry

The nitrogen plasma chemistry employed in the present study includes 9 species (electron,

N2, N+
2 , N+

4 , N2(X
1Σ+

g , ν = 1− 8), N2(A
3Σ+

u ), N2(B
3Πg), N2(C

3Πu), and N2(a
′1Σ−

u )), and

31 reaction channels, which are summarized in Table 3.1. This set of nitrogen plasma chem-

istry includes direct ionization (1), excitation into excited, metastable and vibration states (5),

de-excitation (6), recombination (3), associative ionization (3), light emission from excited,

metastable states (4) and excitation into vibration states (10). Note we have ignored the N+ and

N+
3 in the simulation since they have been found to unimportant in nitrogen plasma simulation

[Choi et al., 2006].

3.3.3 Validation with Experiment Data

Figure 3.3 shows that comparison of simulated and measured discharged currents of nitro-

gen DBD driven by a quasi-pulsed power (60 kHz) for different gap distances (0.5, 0.7, 1.0

and 1.2 mm) along with the experimental photo images (0.2 sec exposure time) of discharge
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on the right. Note the measured relative permittivity and thickness of the ceramic material is

11.63 and 1 mm, respectively. In general, the simulations agree very well quantitatively with

the experimental data for the cases of d = 0.5 mm and 0.7 mm, but begin to deviate slightly

from the measurements as d = 1.0 mm and exhibit large discrepancy with the measurements

as d = 1.2 mm. For the cases of smaller gap (0.5, 0.7 and 1.0 mm), the simulations demon-

strate they are typical homogeneous Townsend-like discharges with much fewer electrons than

ions (not shown here). For the case of larger gap (d = 1.2 mm), the simulation shows it is a

glow-like discharge (quasi-neutral in the bulk) with very high current density during the break-

down phase. However, this is obviously against the measurements. This is attributed to the fact

that the discharge has transitioned from Townsend-like to filamentary-like (microdischarge),

as shown in the photo images in Figure 3.3, which makes the one-dimensional fluid modeling

invalid. This shows that one has to be very cautious about the use of one-dimensional fluid

modeling for simulating parallel-plate nitrogen DBD. In ref. [Choi et al., 2006], the conclusion

of transition from Townsend-like to glow-like discharge was misleading without the validation

of experiments. To capture the correct physics with a larger gap, one should employ at least

two-dimensional fluid modeling, which is currently in progress and will be reported elsewhere

in the near future.

Figure 3.4 shows the spatial-average temporal discharge properties as d = 0.7mm. Results

clearly demonstrate that the total number density of ions (N+
2 and N+

4 ) is always larger than

electron number density throughout a cycle. The simulated electric field across the gap is almost

linear without any distortion by the charge density at all times during a cycle (not shown here).

Both the above two phenomena show that this is a typical Townsend-like discharge. In addition,

N+
2 is found to be most abundant during the breakdown process (same period of those current

peaks in Figure 3.3), while N+
4 is found to be dominant after the breakdown caused by the

associative ionization of excited/metastable nitrogen species.
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3.4 Two-dimensional Helium Discharge Simulation in a Gaseous Elec-

tronics Conference (GEC) Reference Cell

3.4.1 Simulation Conditions

A GEC discharge simulation is conducted for validating the two-dimensional fluid model-

ing code as developed in the thesis. The simulation conditions are summarized as follows. The

power and grounded electrodes are both 2 inches in radius, the electrode gap is 1 inch in length,

the applied peak-to-peak voltage is 150 V, the radio frequency is 13.56 MHz, and the back-

ground gas is pure helium at 500 mTorr. This validation employed a “complex” set of Helium

reaction channel listed in Table 4.1, in which the details are discussed in Chapter 4. Gas temper-

ature is assumed to be 400 K. A non-uniform grid and the total of 200 time steps per RF cycle

are employed. Additive Swartz with a minimal overlapping and LU as a subdomain solver were

used. The relative stopping condition of the Newton method and the Krylov subspace method

were 10×−5 and 10×−4, respectively.

3.4.2 Validation with Experimental Data

The numerical simulations of the cycle averaged parameters are shown in Figure 3.5, includ-

ing (a) electron, (b) He+, (c) He+
2 , (d) He∗2, (e) He∗, and (f) Hemeta. The results indicate that

the maximum value occur near the outer edge between two electrode gaps, where the electric

field is the strongest. In addition, the dominant ion species are the molecular ions, rather than

the atomic ions. Similar observations were found in the previous study [Martens et al., 2007b].

Figure 3.6 shows a comparison of the simulated peak electron densities with the theoretical

prediction and the experimental data [Riley et al., 1994] for various applied voltages. Note that

only the 1-D electron Boltzmann equation was used for the theoretical prediction, which was

questionable for the present 2-D case. Thus, the data were included for reference only. In gen-

eral, the simulation data followed the trend of the measurements reasonably well, except for the

lowest (50 V) and the highest (200V) cases. Note that the electron densities were measured by a

microwave interferometer probing through the center along the radial direction at the midpoint

between the electrodes by integrating the data along the line-of-sight path. The data were only
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correct if the densities were uniform throughout the microwave path, which was obviously not

true for the current test cases. Nevertheless, the simulated data were in reasonable agreement

with the measurements.

3.5 Parallel Performance Test of Fluid Modeling Code

3.5.1 Test Conditions

The simulation conditions used for parallel performance studies are similar to those for the

validation of the parallel 2D-axisymmetric fluid modeling code, except that we now consider a

122× 123 uniform grid and 200 V of peak-to-peak value of applied voltage. 400 timesteps per

RF cycle were used throughout the simulation. We investigated the parallel performance of the

solver by using two types of Krylov subspace method, GMRES and BiCGStab in conjunction

with standard AS preconditoners, where the subdomain problems were solved by either the

LU decomposition or ILU(0) (incomplete LU decomposition with zero level fill in). All the

calculations were done on the V’ger cluster system (Xeon 3GHz, dual core, dual CPU) at the

Center for Computational Geophysics, National Central University, Taiwan.

3.5.2 Results and Discussion

Figure 3.7 illustrates the parallel performance including speedup analysis and runtime per

time step as a function of the number of processors. In the parallel computing we have applied

either GMRES or BiCGStab as the KSP solve and LU of iLU as sub-domain solve. Runtime

per timestep was calculated by averaging the total time of 5000 timesteps. The cases of 96

processors using GMRES or BiCGStab with iLU combination performs the best. Generally,

resulting speedup shows a typical super-linear behavior when the number of processors is in the

range of 321̃44 except the case of BiCGStab linear solve with LU preconditioner.

3.6 Brief Summary of This Chapter

In Chapter 3, several validations of the fluid modeling codes by comparing with experimen-

tal data or previous simulations and parallel performance were presented. Results show that

the developed fluid modeling code is able to predict one- and two-dimensional atmospheric-
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and low-pressure gas discharges very accurately. Superlinear speedup up to 144 processors of

the parallel fluid modeling code with proper selection of the simulation parameters was also

demonstrated.
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Chapter 4

One-Dimensional Simulation of Helium Dielectric Barrier Dis-

charge Driven by AC Realistic Distorted Sinusoidal Voltages

This chapter discusses the effects of selecting plasma chemistry in simulations of helium DBD

by comparing simulations with experimental results. Simulated temporal discharged currents

using the complex plasma chemistry are in excellent agreement with the measurements obtained

in the present study, which validates the fluid modeling code. It also indicates that the inclusion

of heavy particle related reactions is critical in accurately predicting the helium DBD because of

the slow varying electric field in the range of the tens of kilohertz. Detailed temporal variations

of spatial-average plasma properties are discussed by partitioning in time.

4.1 Background and Motivation

Atmospheric-pressure plasmas (APP) have attracted tremendous attention in the past two

decades mainly because of: (1) without the use of vacuum equipment, and (2) increasingly

numerous applications in modern science and technology. The former drives the cost down

dramatically as compared to those which have been using in materials processing and also offer

the possibility of in-line processing in industry. The latter may include surface cleaning, sur-

face modification, thin film deposition, etching, biological decontamination, ozone generation,

pollution control, flat plasma display panels, and gas lasers, to name a few.

Types of APP are generally classified based on the power sources, which may include ra-

dio frequency (RF) capacitively coupled discharge, AC dielectric barrier discharge (DBD) and

microwave discharge. Among these, helium DBD may represent one of the most popular dis-

charges because of their easier implementation and numerous applications. In addition to exper-

imental diagnostics, the fluid modeling has been proved to be a very useful tool in understanding

the plasma physics and chemistry of helium discharges. Indeed, the outcome of fluid modeling

strongly depends on the selection of the plasma chemistry and other parameters such as trans-

port coefficients, in addition to the numerical accuracy of the simulation itself. Thus, in this

chapter we intend to present the effect of selecting simple and complicated plasma chemistry
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on simulating helium DBD driven by a realistic bipolar pulsed power supply using fluid model-

ing by comparing with experimental data and to elucidate the underlying physics based on the

simulation data.

In this chapter, the parallel-plate helium dielectric barrier discharge (DBD) driven by a real-

istic 20 KHz bipolar quasi-pulse voltage waveform has been investigated by means of simula-

tions and compared with experimental data obtained in-house from our group. A self-consistent

one-dimensional fluid modeling code considering the non-local electron energy balance was

applied to simulate the helium DBD. Effect of selecting plasma chemistry on simulations of

helium DBD was investigated by comparing simulations with experiments. Results show that

the simulations, which include more helium related reaction channels, can faithfully reproduce

the measured discharged temporal current quantitatively. Based on the simulated discharge

properties, we have found that there is complicated mode transition of discharges from the long

secondary Townsend like to the dark current like, then to short primary Townsend like and

to short secondary Townsend like forthe helium DBD that is driven by a realistic bipolar AC

quasi-pulsed power source.

Types of APP are generally classified based on the power sources, which may include ra-

dio frequency (RF) capacitively coupled discharge, AC dielectric barrier discharge (DBD) and

microwave discharge. Among these, helium DBD may represent one of the most popular dis-

charges because of their easier implementation and numerous applications. In addition to exper-

imental diagnostics, the fluid modeling has been proved to be a very useful tool in understanding

the plasma physics and chemistry of helium discharges. Indeed, the outcome of fluid modeling

strongly depends on the selection of the plasma chemistry and other parameters such as trans-

port coefficients, in addition to the numerical accuracy of the simulation itself. Thus, in this

paper we intend to present the effect of selecting simple and complicated plasma chemistry on

simulating helium DBD driven by a realistic bipolar pulsed power supply using fluid model-

ing by comparing with experimental data and to elucidate the underlying physics based on the

simulation data.

In the literature, there are many fluid modeling studies on the topics of helium DBD under

atmospheric-pressure condition. On one hand, in the case of RF AP discharge, one-dimensional
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fluid modeling was often used to elucidate the plasma physics by varying parameters such as

gap distance, amplitude of sinusoidal voltage, frequency of sinusoidal voltage, mixture of im-

purities and secondary electron emission coefficient [Park et al., 2001; Yuan and Raja, 2003,

2002; Shang et al., 2008; Chirokov et al., 2009; Wang et al., 2006]. In these studies, very

simplified helium plasma chemistry was used and generally was in reasonable agreement with

experimentally measured discharge currents. On the other hand, in the case of AC DBD, one-

dimensional fluid modeling was also often used to study the discharge physics by parametric

studies. These include changes of gap distance, dielectric thickness, dielectric permittivity,

amplitude and frequency of sinusoidal voltage in the range of 10-130 kHz, mixture of impuri-

ties, voltage waveform (e.g., pulsed or others), and secondary electron emission, among others

[Kanazawa et al., 1988; Massines et al., 1998; FumiyoshiTochikubo et al., 1999; Mangolini

et al., 2004; Golubovskii et al., 2003; Bartnikas et al., 2007; Martens et al., 2007a,b; Wang

et al., 2009]. In these studies, relatively complicated helium plasma chemistry was adopted

to simulate the discharge physics. These plasma chemistries generally included more reaction

channels related to excited and metastable helium. Results generally followed the trends of the

experimental data, although quantitative comparison is still not favorable to the best knowledge

of the authors.

There seems no previous study focusing on the detailed comparison of the selection of

plasma chemistry in fluid modeling of helium DBD driven by a realistic quasi-pulsed power

source and its direct validation by comparing with the experimental data, although this is im-

portant in conducting useful fluid modeling for this type of discharge. Thus, it is the objective

of this present study to present effect of selecting plasma chemistry in helium DBD simulations

and to compare the simulation with experimental data. In this chapter, we will show the simula-

tion of helium plasmas DBD driven by bipolar quasi-pulsed 20 kHz power source using simple

and complicated plasma chemistry, respectively, and compare with experimental discharge cur-

rents obtained in the present study. In addition, several temporal and spatial distributions of

important properties are presented to explain in detail the effect of selecting helium plasma

chemistry. Results show that inclusion of more excited and metastable species related chan-

nels into the plasma chemistry is critical in predicting the correct discharge currents in the fluid

modeling of helium DBD.
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4.2 Helium Plasma Chemistry

For the simulation, we have considered two sets of plasma chemistry (termed as “simple”

and “complicated”), which are summarized in Table 4.1 and schematically sketched in Figure

4.1 for easy visualization. For the simple plasma chemistry, we have considered 6 species and

10 reaction channels, which have been used frequently and successfully for RF discharge simu-

lations. They include 6 species (electron, He∗m, He∗2, He+, He+
2 , He) and 10 reaction channels.

For the complicated plasma chemistry, we have considered 7 species ( electron, He∗m, He∗∗ex,

He∗2, He+, He+
2 , He) and 27 reaction channels, with one more species (He∗∗ex) as compared to

the simple one. In general, the complicated plasma chemistry includes more reaction channels

related to heavy particles, referring to Table 4.1, such as Ion-e recombination (12), ion-electron

dissociative recombination (14), ion-electron recombination (15,16), Hornbeck-Molnar asso-

ciative ionization (17), metastable-metastable associative ionization (18), metastable-induced

dissociative association (22), Metastable-induced association (23), dimer-induced dissociative

ionization (24), dimer-induced ionization (25), He-atom induced dissociation (26). The trans-

port coefficients and the rate constants related to electron are calculated by solving the Boltz-

mann equation (BOLSIG+). Note these coefficients were predicted and stored in a lookup table

as a function of electron temperature. The transport coefficients (mobility and diffusivity) of

ions (H+ and He+
2 ) are adopted from those experiments by Mason et al. (1976) as a function of

reduced field (E/N) and are calculated assuming species transport in helium background gas at

a temperature 400 K. As for the diffusion coefficient of neutral species (atomic and molecular

helium), they are the same as [Yuan and Raja, 2003].

4.3 Simulation Conditions

A planar atmospheric-pressure DBD as the sketch in Figure 4.2 conducted by our group

member consists of two parallel copper electrodes (50 ××× 50 ××× 8 mm each) and each of the

electrodes was covered with a 70 ××× 70 ××× 1 mm ceramic plate with measured relative per-

mittivity of 11.63. Distance between the two dielectric plates was kept at 1 mm throughout

the study. This DBD assembly was driven by a quasi-pulsed power supply (Model Genius-2,

EN technologies Inc.) at a fixed frequency of 20 kHz and input power from the power supply
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was fixed at 500 W. Input voltage and output current waveforms across the electrodes of the

parallel-plate discharge were measured by a high-voltage probe (Tektronix P6015A) and a Ro-

gowski coil (IPC CM-100-MG, Ion Physics Corporation Inc.), respectively, through a digital

oscilloscope (Tektronix TDS1012B). The measuremented voltage waveform was obtained and

then used as input condition in the fluid modeling. Pure helium gas is at pressure 760 Torr with

the reaction channels and species introduced in Section 4.2.

4.4 Results and Discussion

4.4.1 Comparison of Discharged Current between Simulation and Experiment

The input voltage waveform for simulations was obtained by Fourier series expansion of the

measured voltage waveform across the electrodes using 50 terms of sine and cosine functions

with 20 KHz as the fundamental frequency. In general, this fitting method can be applied

to any arbitrary realistic voltage waveform. The simulated temporal discharge currents along

with the measurements are presented in Figure 4.3. Results show that the predicted temporal

currents using the complex plasma chemistry are in excellent agreement with the measurements;

while those using the simple plasma chemistry fail to reproduce the measurements during some

periods in a cycle. These regions of discrepancy include over-prediction of major discharge

current peaks and under-prediction between major current peaks. This implies that inclusion

of the excited and metastable helium related reaction channels is responsible for the successful

fluid modeling of the helium AC DBD, which is different from the simulation of the helium RF

discharge under atmospheric-pressure condition that application of the simple plasma chemistry

was able to reproduce the experimental data under similar geometry (1 mm gap with 1 mm

ceramic dielectrics). In the Figure 4.4a shows that, in the helium RF discharge, most of the

electrical power input is absorbed by the electrons in the plasma bulk region, similar to that

in low-pressure condition, since the oscillating frequency of the voltage is very fast and the

electrons are unable to drift to the dielectric surfaces in such a short period of time before

applied voltage changes direction. However, in the helium AC DBD, it is a typical Townsend

discharge most of the time during a cycle period (current density ∼ 10mA/cm2 in Figure 4.3

and in Figures 4.5-4.8), because most of the electrons are able to drift away in the gap to hit
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the dielectric surfaces with a small gap (1 mm) during a half cycle. This makes most of the

electrical power absorbed by the ions (He+
2 ), rather than by the electrons as in helium RF case.

In brief summary, the present fluid modeling code using the complex plasma chemistry can

predict quantitatively the temporal evolution of discharge current of helium DBD driven by

an AC bipolar quasi-pulsed power source very well, which is rarely reported in the literature.

This quantitative validation provides us the confidence in interpreting the discharge physics of

helium DBD based on the simulations using the complex plasma chemistry, which are presented

next.

4.4.2 Spatial Profiles of Cycle-averaged Plasma Properties

Figure 4.9 shows the cycle-average spatial power absorption by the plasma, respectively,

through various mechanisms. It shows that the molecular ions (He+
2 ) absorb much more power

than the electrons do near both the dielectric surfaces, which is caused by the much higher

concentration of the molecular ions than that of the electrons, as can be seen clearly in Figure

4.10. Figure 4.10 illustrates the cycle-average spatial distribution of various plasma properties.

It shows that the cycle-average number density of He+
2 is much higher than that of the electrons

(∼ 1 order) and He+ (2-3 orders), which leads to the observation that power absorption by the

electrons and He+ is very small and essentially negligible, respectively. This also confirms

that it is a typical Townsend discharge in the average sense. This was also obtained by the

early high pressure helium experiments. The abundant He+
2 is formed through ion conversion

channel (He+ + 2He → He+
2 +He) which was first found by Phelps and Brown [Phelps and

Brown, 1952]. The average electron temperature is nearly uniform across the gap and is as high

as 5.4 eV . The two most populated neutral species are He∗m and He∗2 ( He∗2 > He∗m >> He∗∗ex)

mainly due to a series of ion-electron recombination, in addition to the direct electron-impact

excitation, as shown in Table 4.1.

4.4.3 Temporal Variation of Spatial-average Plasma Properties

Figure 4.11 shows the temporal variation of the power absorption through various mech-

anisms similar to those presented in Figure 4.9. Again it shows that molecular helium ions

absorb most of the electrical power input the quasi-pulsed power source at any instant during a
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typical cycle. Figure 4.12 shows a series of temporal variation of several important discharge

parameters in a cycle, which include: a) the applied voltage, discharge current, dielectric volt-

age, gap voltage, and accumulated charge densities on both power and ground electrodes using

the complex plasma chemistry, b) the spatial-average concentrations of charged particles and

electron temperature using the complex plasma chemistry, and c) the spatial-average concen-

trations of charged particles and electron temperature using the simple plasma chemistry. We

have divided the first half cycle (rising voltage period) into several distinct modes of discharge,

which include long Towsend like region (region A), dark current like (region B), primary short

Towsend like discharge (region C), and secondary short Towsend like discharge (region D), for

the convenience of discussion described next. Figure 4.12a shows that the gap voltage has very

strong “memory effect” because of the shielding caused by the accumulated charges on the di-

electric surfaces. Also the dielectric voltage is almost the same across both dielectrics, in which

we have plotted only one for clarity. It is also clear that the temporal variation of the accumu-

lated charges on the ground electrode correlate very well with the change of dielectric voltage.

This is attributed to the linearity of the electrostatic Poisson equation. The surface charges at

the dielectric surface of the ground electrode contribute to the volumetric charge density (source

term of the Poisson equation) and thus influence the potential distribution near the interface in

a linear fashion. Interestingly, the magnitudes of the surface charges at both dielectric surfaces

are almost the same with opposite signs. In Figure 4.12b, they show that the molecular helium

ions (max. 1017m−3) are the most dominant species at any instant (regions A, C and D), instead

of the atomic helium ions, except in the early stage of region B, where the electrons are approx-

imately the same amount as the molecular helium ions. This is attributed to the pronounced

Hornbeck-Molnar associative ionization (No. 17 in Table 1). However, in Figure 4.12c (simple

plasma chemistry), the concentration of the molecular helium ions in region A becomes much

smaller than that by using the complex plasma chemistry. This reduces the discharge current

as shown earlier in Figure 4.3 by using the simple plasma chemistry, which deviates very much

with the experimental data in this region. Reason behind this observation will be explained later.

In regions A, C and D, they are all typical Townsend-like discharges, in which the concentration

of the ions are much more than that of the electrons with very high electron temperature of ∼7

eV. In addition, region B is termed as dark current like region because of the quasi-neutrality
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in the plasma bulk, the very low discharge current (< 1mA/cm2) and the very low electron

temperature. Typical detailed distribution of the discharge parameters in each region will be

presented next to elucidate the underlying physics.

4.4.3.1 Region A - Long Townsend like region

In this region A, the gap voltage decreases with time because of the memory effect as men-

tioned earlier, although the applied voltage increases with time (Figure 4.12a). The magnitude

of maximum current density is ∼ 2mA/cm2, which is a typical characteristics of Townsend

discharge and the temporal width is ≈ 15 µs in region A. It is termed as “long” because it lasts

for 15 µs for a cycle period of 50 µs. Snapshots of plasma properties and source/sink terms of

electron related channels are shown in Figure 4.5a and Figure 4.5b, respectively, as the applied

voltage reaches 1,150 volts. At this instant, the electrons and ions are attracted to the anode and

cathode, respectively, and the average electron temperature is as high as 7 eV (Figure 4.12). In

general, the electron density is far less than the molecular helium ion density across the gap,

except in the small region near the anode, which is a typical characteristic of a Townsend like

discharge. Similar to those presented in Figure 4.10 for the cycle-average data, the densities

of excimer (He∗2) and metastable (Hem*) helium are in the range of 1018 − 1019m−3, which

are 2 and 3-4 orders of magnitude larger than the density of molecular helium ions and elec-

trons, respectively. However, the excited atomic helium (He∗∗ex) is much smaller and in the

order of 1014m−3. Note the life time of the excited atomic helium is very short and is easily de-

excited which can emit visible fluorescence. In Figure 4.5b, source terms of the heavy particle

related channels are presented, which show that abundant electrons can be produced through

these channels. In turn, these electrons generate abundant molecular helium ions through chan-

nels like the electron impact and the Hornbeck-Molnar associative ionization, which are oth-

erwise impossible by using the simple plasma chemistry (comparing Figure 4.12b and Figure

4.12c). The electron impact channels generate abundant excited and metastable helium, while

the Hornbeck-Molnar associative ionization leads to the creation of plenty molecular helium

ions as found in this region. Thus, the use of complex plasma chemistry by including more

heavy particle related channels in the fluid modeling can faithfully reproduce the experimental

discharge current in the region A.
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4.4.3.2 Dark current like discharge

In region B, the gap voltage decreases decreasing applied voltage and the magnitude of

maximum current density is only ¡ 1mA/cm2, which is even smaller than the current in the

previous long secondary Townsend-like discharge (Figure 4.12a). This region lasts for only

≈ 4 µs. Snapshots of plasma properties and source/sink terms of electron related channels are

shown in Figure 4.6 as the applied voltage reaches≈ 2, 000 volts. At this instant, a clear quasi-

neutral plasma bulk region with very high plasma density in the order of 1017m−3 having ≈

0.5mm in width is formed in the center of the gap; however, the electron temperature becomes

very low, except near the sheath (≈ 2 eV ). The sheath potential is very small since the positive

charge density is very low resulting from the very low ion density (e.g., 1017m−3 at the cathode

side). The electrons in the bulk are not accelerated to gain energy because the electric field

across the gap is very small (Figure 4.6a) at this instant. This leads to the rapid disappearance

of short-lived excited helium (He∗∗ex), which requires energetic electrons to “pump up“ their

population at higher energy states (Figure 4.6a ). However, the metastable and excimer helium

are still as abundant as those in region A because they are relatively long-lived as compared

to the excited helium. After this instant, the recombination of electrons and molecular ions

depletes their population very soon, as can be seen in the later half of this period in region B

(Figure 4.12b). In addition, Figure 4.6b shows that the electron impact related reactions and

the Hornbeck-Molnar associative ionization become unimportant because of very low-energy

electrons. By summing up the above observations, we can conclude that it is a dark current

like, instead of a glow like, discharge in region B because of the very small discharge current,

the very small amount of short-lived excited helium and the very low electron temperature,

although abundant charged species still exist in the gap.

4.4.3.3 Primary short Townsend like discharge

In region C, the gap voltage increases rapidly initially from −250 volts up to ≈ 750 volts

and remain at this voltage for a period of 2 − 3µs because of shielding from the negative and

positive accumulated charges on dielectric surface of anode and cathode, respectively, although

the applied voltage keeps increasing with time (Figure 4.12a). The magnitude of the maximal

discharge current is about∼8 mA/cm2 and the electron density is much less than the ion density

46



(especially the molecular ion); while the electron temperature is relatively high (∼7 eV on the

average) (Figure 4.12b). Snapshots of plasma properties and source/sink terms of electron

related channels are shown in Figure 4.7a as the applied voltage is at ∼ 3, 000 volts, where the

discharge current is peaked. The discharge phenomena are very similar to those described in

region A; however, this is termed as “primary short” because of the period of the discharge is

shorter (3−4µs ) and the discharge current is much larger. This short and large discharge current

is mainly caused by the very large rate of increase of the applied voltage (pulse; from ∼1,500

to ∼3,000 volts in less than 1 µs ), which in turn causes the gap voltage increases in a similar

fashion. This rapid increase of the voltage attracts a large amount of electrons and molecular

ions to move very fast towards the anode and cathode, respectively. The rapid drop of the

discharged current is mainly because faster accumulation of electrons at the dielectric surface

(anode side), which quickly shields the applied voltage and then after this short current peak the

gap voltage keeps at approximately constant by the balance of electron accumulation (slowing

decrease of the gap voltage) and increase of applied voltage. Note that accumulation of electrons

and dielectric voltage at the anode side still increase slightly even if the applied voltage begins

to decrease at the end of region C until the secondary short Townsend like discharge appears,

which is described next.

4.4.3.4 Secondary short Townsend like discharge

In region D, a secondary short Townsend like discharge (≈ 1 − 2 µs ) is induced as the

applied voltage rapidly decrease from≈ 3500 down to≈ 2400 volts within 1 µs (the gap voltage

reverses from positive to negative). The maximal current density is only≈ 5mA/cm2. Because

of the polarity change of the gap voltage the ions rapidly accumulate on the dielectric surface

of the power electrode, which reduces the magnitude of negative surface charges accordingly,

as shown in Figure 4.12a. In contrast, the electrons rapidly accumulate on the ground side,

which reduces the magnitude of positive surface charges. When this short secondary Townsend

like discharge occurs, the dielectric voltage decreases dramatically. In other words, this short

secondary Townsend like discharge is formed due to the gap voltage reversing. The snapshots

of plasma properties and source/sink terms of electron related channels are shown in Figure

4.8 where the discharge current is at the peak value. Again these data show that it is a typical
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Townsend like discharge. In addition, Figure 4.8b shows that the inclusion of heavy particle

related channels in the fluid modeling can reproduce quantitatively the measured discharge

current as shown in Figure 4.3 in region D, in which the simple plasma chemistry fails to do so.

4.4.3.5 Phase diagram of discharge properties

To better elucidate and to have an overview of the helium DBD, we present spatial-temporal

phase diagrams of several important discharge properties next. Figure 4.13, Figure 4.14 and

Figure 4.15 illustrates the phase diagram of the electron density, He+
2 density and electron tem-

perature distribution respectively along with the vertically placed temporal simulated discharge

current in the center for better visualization. As can be seen, in the long Townsend like dis-

charge region (region A), most of the electrons are distributed close to the anode, while the

He+
2 mainly dominates in the region close to the cathode (grounded). Also the ions outnumber

electrons across the gap, except in the region very close to the anode. Electron temperatures are

generally very high in the order of 7 − 8 eV close to the cathode side. In the dark current like

region (region B), both the distributions of electrons and He2+ are very similar, which form a

quasi-neutral zone near the center. This quasi-neutral zone moves from the anode side towards

the cathode side at a slow speed of ∼100 m/s. At the same time, the electron temperatures

are nearly zero in the most central part of the gap, except the narrow regions very close to the

two dielectric surfaces. This results in the rapid disappearance of excited atomic helium (He∗∗ex)

(also shown in Figure 4.6a) and thus almost no fluorescence is emitted. Thus, we term this

region as the dark current like region. After the dark current region, i.e., in the primary short

Townsend like discharge (region C), similar to region A, the electrons move to the region close

to the anode side, while the ions move to the cathode side with much higher concentration as

compared to region A. Also the electron temperatures are much higher in the region close to the

cathode in the range of 8 − 10 eV . In region D, the secondary short Townsend like discharge

region, the electrons move to the cathode side, while the ions move to the anode side since the

current is reversed as compared to that in regions A and C. The electron temperatures are also

high close to the powered electrode side (left-hand). After this region, the discharge repeats the

region A-D, but with opposite polarity because of the reversed applied voltage. One interesting

thing to be noticed in Figure 15 is that there are two very short regions (less than 0.3 µs; in the
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early stage of region C, and between regions C and D), in which the electron temperatures are

nearly zero across the gap, except the regions close to the dielectrics. In these two regions, all

data show that they are also typical dark current like discharges, although very short in time.

4.5 Conclusion and Brief Summary of This Chapter

In this chapter, we have investigated in detail the non-equilibrium helium dielectric barrier

discharge driven by a realistic bipolar quasi-pulse power source (20 KHz) using a self-consistent

one-dimensional fluid modeling code. Two sets of helium plasma chemistry which are often

found in the literature were used to model the helium DBD. Simulated temporal discharged

currents using the complex plasma chemistry are in excellent agreement with the measurements

obtained in the present study, which validates the fluid modeling code. It also indicates that

the inclusion of heavy particle related reactions (especially the Hornbeck-Molnar associative

ionization) is critical in accurately predicting the helium DBD because of the slow varying

electric field in the range of the tens of kilohertz. Based on the simulations, the helium DBD

with 1 mm in width shows several interesting mode transitions, which can be classified into

long secondary Townsend like (region A), dark current like (region B), short primary Townsend

like (region C), and shortsecondary Townsend like discharges (region D), based on predicted

discharged properties. In addition, the externally supplied electrical power is absorbed mostly

by the molecular helium under the frequency of 20 KHz, rather than by the electrons like in a

RF discharge.
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Chapter 5

Two-dimensional Simulation of Silane/Hydrogen Gas Discharge

in a Plasma Enhanced Chemical Vapor Deposition Chamber

This chapter demonstrates a large-scale realistic PECVD using the mixture Silane/Hydrogen

gas. A multiscale temporal marching scheme is employed to obtain a quasi-steady gas discharge

with a steady neutral diffusion flow field in several thousands of RF cycles. The spatial plasma

parameters of electron density, electron temperature and plasma potential are demonstrated in

difference phase of a RF cycles. The cycle averaged prosperities of ion and neutral densities are

presented. The a-Si:H deposition rate evaluated from radical species upon substrate is shown

and compared with experimental results.

5.1 Background and Motivation

Hydrogenated amorphous silicon (a-Si:H) thin films are commonly produced by plasma en-

hanced chemical vapor deposition (PECVD) and have been the subject of many researches over

the last decade. Not only being used in the fabrication of thin film solar cells, a-Si:H has also an

extensive field of applications in other devices, such as thin film transistors used in liquid crys-

tal displays, light emitting diodes, etc. In the recent decade, numerical studies on SiH4 plasma

usually focused on the details of the chemistry occurring during deposition and especially of the

nano-particles formation. Most of the recent studies focused on the zero-dimensional chemical

kinetic study or 1-D fluid modeling study with complex chemistry considered. To understand

the deposition uniformity on a substrate, a 2-D fluid modeling of the PECVD is necessary. In

this chapter, we demonstrate a 2-D silane/hydrogen fluid modeling with complex chemistry and

validate the inferred deposition date with experiment results.

5.2 Silane/Hydrogen Plasma Chemistry

In the simulation, we hav employed a set of silane/hydrogen plasma chemistry, which con-

sists of 15 species and 28 reaction channels [Nienhuis, 1998], which is summarized in Table 5.1.

This set of plasma chemistry include: electron inpact dissociative ionization (1) (2), electron im-
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pact vibrational excitation (3) (4) (10) (11) (12), electron impact dissociation (5) (6) (7) (13),

electron attachment (8), electron impact ionization (9), and we consider the species SinHm

containing up to 4 silicon atoms. Note that the vibrational excited state species (SiH(1∼3)
4 ,

SiH
(2∼4)
4 , and Hv 6=0

2 ) in this study are assumed to be back to ground state immediately and are

not solved in the fluid modeling.

5.3 Simulation Conditions

Figure 5.1 shows the schematic diagram of the PECVD chamber. Simulation conditions

include: (1) chamber pressure (600 mtorr); (2) a square glass plate (20 × 20 cm); (3) sub-

strate temperature (250oC); (4) gap distance between shower-head and substrate (10 mm) and

(5) inflow rate ratio of silane to hydrogen (80 : 50 sccm). A multi-scale temporal simula-

tion algorithm is proposed to speed up the simulation caused the wide range of time scales

present in the discharge, which include those of electron (10−10 s), positive and negative ions

(10−7 s) and neutral radicals (10−4 s). In addition, a neutral Navier-Stokes solver with auto-

matic slip boundary conditions was used to obtain the background gas distributions including

the number density, temperature and mass-averaged velocities. These properties were then used

in the plasma fluid modeling as the background gas properties. Note the flow solver, which is

a pressure-based, SIMPLE-like, all-speed code, was developed by another group member [Hu,

2010].

5.4 Multiscale Temporal Marching Scheme

To ease the computational cost caused by the large disparity of the time scales for electrons,

ions and neutral species, we have designed a multiscale temporal marching scheme, which is

sketched in Figure 5.2. In this special temporal marching scheme, we only implicitly solve

the electron continuity equation, electron energy density equation and the Poisson’s equation

together at each electron time step to obtain the instantaneous electric field and electron tem-

perature. The electron time step usually decide by the minimum value of reciprocal plasma

frequency or plasma relaxation time. Take the advantage of ion’s larger characteristics time

than electron, we solve ions fluid equations after electrons march some number of steps, usu-

ally is 10 in this study. In the small electron time step, the force induced by the variation of
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electric field is generally small for ions since ions have larger inertia than electrons. Thus, we

only record the data of the last electron time step and obtain the instantaneous transport coeffi-

cients of ions using the latest electric field. At the same time, neutral species and ion densities

are solved implicitly with much larger neutral time step size ( 10,000 electron time step size).

By using this strategy, a quasi-steady gas discharge with a steady neutral diffusion flow field

can be obtained after several thousands of RF cycles.

5.5 Results and Discussion

Figure 5.3 shows the initial background density of H2 and SiH4, gas temperature, and flow

velocity. Results show that the temperature distribution across the electrode gap is almost lin-

ear, which means that it is conduction dominated. This is reasonable since the chamber is

under low-pressure condition (600 mtorr), which leads to low Reynolds number gas flows. In

this case, the Reynolds number is only 0.035 with inflow velocity of silane/hydrogen and gap

distance as the characteristic velocity and length, respectively. In addition, the density near

the substrate surface decreases greatly because of the heated substrate at elevated temperature

(250oC). Non-uniform background density is important in determining the ionization rate dur-

ing the simulation.

Figure 5.4 shows the plasma potential at difference phase (a) φ = 0 (b) φ = 0.5π, φ = 1.5π

and (d) φ = 2π. Results show that in most of the region between the electrodes the potential

distribution is similar to a quasi-1D case. Electric field is found to be very strong near the edge

of guard ring close to the ground electrode (e.g., x = 13 cm and y = 1 cm), although the

corners of the guard rings were rounded.

Figure 5.5 show that the time-average potential distribution across the electrode gap at the

center of the chamber, in which the plasma potential is 48.82 V. There is a 20 V averaged

potential drop y = 0 0.7 cm due to the negative net charges accumulated on the glass surface,

which provides protections from ion bombarding at the substrate surface.

Figure 5.6 and Figure 5.7 shows the electron and related electron temperature at difference

phases respectively, which also shows high peak value close to the corner, where the strong elec-

tric field is induced. Apart from the corner of guard ring close to power electrode where plasma
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properties are strongly related to edge electric field, electron density and electron temperature

show the homogeneity between the electrodes. It’s the benefit that a large scale PECVD can

simplify the two or three dimensional effects into a pure one dimensional behavior. Thus, ho-

mogeneous distribution of species densities above substrate glass are observed which help the

uniformity of deposition. However, the non-uniformity of large scale PECVD with very high

frequency (VHF) power source (i.e. microwave) are limited due to standing waves generated on

the electrode surfaces [Schade et al., 2006], which needs further study in the future. Figure 5.8

shows the ion species densities include positive ions (a) H+
2 (b) SiH+

2 (c) Si2H+
4 and negative

ion (d) SiH−
3 . The dominated positive ion is SiH+

2 , and negative charged species is SiH−
3 .

Figure 5.9 show that the time-average charged densities distribution across the electrode gap at

the center of the chamber. It shows that a quasi-neutral region is form in the center part of the

gap with positive charge density in the sheath close to the electrodes. The bulk dominated by

SiH+
2 and SiH−

3 at y = 0.85 cm, while electron density shows pick value of 5.2× 1014m−3 at

y = 0.64 cm. Si2H+
4 species density is three order smaller than the density of SiH+

2 .

Figure 5.10 shows a series of time-average spatial distribution of several important radi-

cal species related to the a-Si deposition in the PECVD chamber. These include: (a) H (b)

SiH2 and (c) SiH3. Note their concentrations are almost stationary and do not move with the

oscillating field because they are neutral species. It is clear that SiH3 is the most dominant

radical species include silicon atom, which is important in film deposition, as found in earlier

simulations and experiments [Bleecker et al., 2004a]. The predicted uniform radical density

distribution above the substrate glass can lead to a uniform a-Si deposition rate over the glass,

which will be shown later. Figure 5.9 show that the time-average radical densities distribution

across the electrode gap at the center of the chamber. H and SiH3 radical have peak value at

y = 0.85 cm of 2.9×1018m−3 and 2.02×1018m−3 respectively, while SiH+
2 has 8.7×1015m−3

at y = 0.64 cm.

Figure 5.12 present the comparison of deposition rate from numerical simulation and ex-

perimental data as well as SiH3 radical species flux to the glass. The numerical deposition rate

is estimated by combining the simulated SiH3 density and the deposition rate coefficient [Lin,
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2010],

SiH3(g) + db→ SiH3(a) (5.1)

with its reaction rate coefficient

kgas = 6.39× 10−7T−1.2
g exp(

−159.62

Tg
) (5.2)

where the gas temperature is assumed 500 K. The surface rate coefficient can be expressed as

ksurface =
kgas
As

(5.3)

where As is the area of the gas on the site which is assumed as 1015cm2, and θ is the fraction of

available surface sites. The numerical deposition rate can obtain by

d[X]surface
dt

= ksurface[X]g (5.4)

While the fraction θ is assumed as 0.015 in order to coincide the experimental result. In conclu-

sion, both numerical and experimental results qualitatively and quantitatively show the uniform

deposition rate on the glass with the choosing of relevant number fraction θ.

Figure 5.12 shows that, with the present simulation data, the calculated deposition rate

agrees very well with the experimental data under the same test conditions [provided by Prof.

Tsai at NCTU], if the fraction θ is assumed as 0.015. In addition, the deposition rates of both the

simulation and experiment at the edge increase slightly probably due to the enhanced electric

field as shown in Figure 5.4.

5.6 Brief Summary of This Chapter

In this chapter, we have demonstrated a 2D-axisymmetric chamber-scale simulation of a

realistic silane/hydrogen PECVD chamber using the developed parallel fluid modeling based on

a set of fairly complicated plasma chemistry. Major finding of this chapter can be summarized

as follows:

1. In most of the region between the electrodes, the plasma can be approximated by a quasi-

1D discharge, in which a quasi-neutral region in the center is formed with sheaths near

the electrodes.
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2. SiH3 is the most dominant radical species include silicon atom predicted in the simula-

tion, which coincides with previous findings using simulations and experiments.

3. Calculated deposition rate on the substrate agree very well with the measured value if the

fraction of available reaction site is set to 0.015.

4. Slightly increased deposition rate at the edge of the substrate was found due to the en-

hanced electric field in this region, which also have been observed in the experiments.
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Chapter 6

Conclusion and Recommendations for Future Study

6.1 Summaries of the Thesis

In this thesis, development of parallelized 1D/1D-axisymmetric and 2D/2D-axisymmetric

fluid modeling codes using fully implicit finite-difference method with hybrid analytical-numerical

Jacobian evaluation for low-temperature, non-equilibrium plasma simulation has been reported.

Implementation and validations against earlier simulations and experimental data are described

in detail. Applications with wide range of pressures and frequencies (radio frequency in mega

Hertz and alternating current in kilo Hertz) are demonstrated, compared with experimental data

wherever possible, and related plasma physics and chemistry are discussed therein. Validated

codes are the applied to simulate one-dimensional helium dielectric barrier discharge driven by

realistic distorted sinusoidal voltages and two-dimensional silane/hydrogen gas discharge in an

PECVD chamber. Major findings of the thesis can be summarized as follows:

1. Parallelized 1D and 2D fluid modeling code using finite-difference method was developed

and validated against experiments and previous simulations. (Chapter 3)

2. Parallel speedup was demonstrated to be super-linear for the number of processors up

to 144 using a GEC chamber-scale simulation with 120,048 degrees of freedom with a

suitable combination of preconditioning and matrix solvers. (Chapter 3)

3. Major Towsend-like behavior along with complicated mode transitions were found for a

helium dielectric barrier discharge driven by a 20 KHz distorted sinusoidal power source

under atmospheric-pressure condition. (Chapter 4)

4. In the silane/hydrogen gas discharge in a low-pressure PECVD chamber driven by a RF

power source (27.12 MHz), SiH3 was found to be the most dominant radical species with

silicon atom, which leads to the deposition of silicon film on the substrate. Relatively

uniform film deposition rate was found across the substrate, except slightly increased

value near the edge. (Chapter 5)
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6.2 Recommendations for Future Work

Base on the viewpoint for improving the fluid modeling code, there are several possible

directions of research are recommended for further studies and are summarized as follows:

1. To apply the fluid modeling code for simulating several challenging gas discharge prob-

lems in the frequency range of RF and AC.

2. To further reduce the computational time in larges-scale low-pressure (or diffusion domi-

nated) fluid modeling problem that may involve large number of ion and neutral species,

we may adopt the following multiscale temporal marching scheme:

(a) Solve the electron continuity equation, electron energy density equation and Pois-

son’s equation together with fully implicit scheme with an electron time step and

repeat until an ion time step size (∼10-50 electron time steps) is reached.

(b) Solve the (linearized) continuity equations for all ion species implicitly one by one

using the most updated (or mean) electric field for evaluating the transport coeffi-

cients of ions.

(c) Repeat Step a and Step b until a neutral time step size (∼10,000-100,000 electron

time steps) is reached.

(d) Solve the (linearized) continuity for all neutral species implicitly one by one using

the most updated (or mean) electric field for evaluating the transport coefficients of

ions.

(e) Repeat Steps a through d until the preset steady-state condition is reached.

In Step b, the steady-state continuity equation for each neutral species may be solved at

each time step to further reduce the computational cost to reach steady-state flow condi-

tion.

3. For treating gas discharges at higher pressure, in which the convection by the neutral flow

is important, the Navier-Stokes equation needs to be solved at each neutral time step in

the above after Step d.
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4. For treating gas discharged with complex geometry, the fluid modeling equations need to

be solved in the curvilinear coordinate frame.

5. To develop a Maxwell equation solver for solving discharge involving EM waves such as

high-frequency and large-area PECVD and inductively coupled plasma (ICP) problems.

6. To incorporate an automatic DC-bias adjustment function into the fluid modeling code.

7. To couple an external circuit module with the fluid modeling code.

8. To extend the fluid modeling code into a three-dimensional version and couple with a

time-dependent Maxwell equation solver (e.g., time-dependent finite-difference, TDFD)

for several realistic PECVD cases, such as solar cell film deposition.
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Figure 3.1: Comparison of simulated and experimental voltages and currents for atmospheric-
pressure discharge with 1 mm gap spacing using sinusoidal 13.56 MHz power source.
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Figure 3.2: Current-voltage characteristic of numerical results and experimental data, using
helium gas dielectric barrier discharge at 760 torr, applied wave frequency 60 KHz.
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(a)

(b)

(c)

Figure 3.3: Comparison of simulated and measured discharged currents along with photo im-
ages of discharge at the right. 61



Figure 3.4: Spatial-average temporal discharge properties of nitrogen DBD (60 kHz, d =
0.7 mm).
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(a) (b)

(c) (d)

(e) (f)

Figure 3.5: Simulated cycle averaged plasma properties of helium GEC including (a) electron,
(b) He+, (c) He+

2 , (d) He∗2, (e) He∗, and (f) Hemeta.
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(a)

(b)

Figure 4.1: Schematic diagram of (a) simple and (b) complicated helium plasma chemistry
based on the magnitude of energy level.
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Figure 4.2: Schematic diagram of (a) simple and (b) complicated helium plasma chemistry
based on the magnitude of energy level.
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Figure 4.3: Comparison of simulated and measured discharge currents in a quasi-pulse AC
cycle (20 kHz).
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(a)

(b)

Figure 4.4: (a) Comparison between experimental current and simulation using the simple
plasma chemistry. (b) Power absorption by various mechanisms.
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(a)

(b)

Figure 4.5: Snapshots of distribution of (a) plasma properties and (b) rate of generation of
species in several reaction channels in region A (Long Townsend like) of a helium DBD driven
by a quasi-pulse power source (20 kHz).
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(a)

(b)

Figure 4.6: Snapshots of distribution of (a) plasma properties and (b) rate of generation of
species in several reaction channels in region B (Dark current like) of helium DBD driven by a
quasi-pulse power source (20 kHz)
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(a)

(b)

Figure 4.7: Snapshots of distribution of (a) plasma properties and (b) rate of generation of
species in several reaction channels in region C (Primary short Townsend like) of a helium
DBD driven by a quasi-pulse power source (20 kHz).
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(a)

(b)

Figure 4.8: Snapshots of distribution of (a) plasma properties and (b) rate of generation of
species in several reaction channels in region D (Secondary short Townsend like discharge) of
a helium DBD driven by a quasi-pulse power source (20 kHz)
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Figure 4.9: Time-average spatial power absorption by various mechanisms.
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Figure 4.10: Spatial profiles of cycle-averaged discharge parameters
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Figure 4.11: Spatial-average temporal power absorption by various mechanisms.
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Figure 4.12: Temporal variation of spatial-average plasma properties (20 kHz).
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Figure 4.13: Phase diagram of electron number density distribution.
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Figure 4.14: Phase diagram of He+
2 number density distribution.
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Figure 4.15: Phase diagram of electron temperature distribution.
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Figure 5.1: Sketch of the PECVD chamber
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(a)

(b)

(c)

(d)

Figure 5.3: Fluid modeling initial conditions which are obtained form Navier-Stock equations
solver include: (a) Gas temperature (b) Background gas flow velocity (c) H2 density distribution
and (d) SiH4 density distribution.
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(a)

(b)

(c)

(d)

Figure 5.4: Plasma potential at difference phase of a RF cycle, where (a) φ = 0 (b) φ = 0.5π,
φ = 1.5π and (d) φ = 2π.
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(a)

(b)

(c)

(d)

Figure 5.6: Electron density at difference phase of a RF cycle, where (a) φ = 0 (b) φ = 0.5π,
φ = 1.5π and (d) φ = 2π.
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(a)

(b)

(c)

(d)

Figure 5.7: Electron temperature at difference phase of a RF cycle, where (a) φ = 0 (b) φ =
0.5π, φ = 1.5π and (d) φ = 2π.
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(a)

(b)

(c)

(d)

Figure 5.8: Ion species distributions include positive ions (a) H+
2 (b) SiH+

2 (c) Si2H+
4 and

negative ion (d) SiH−
3 .
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(a)

(b)

(c)

Figure 5.10: Important radical species relate to s-Si deposition, include(a) H(b) SiH2 and (c)
SiH3.
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Figure 5.12: Comparison of deposition rate from numerical simulation and experiment data as
well as SiH3 flux to the subtract glass.
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Table 3.1: Nitrogen plasma chemistry reaction channels.
No. Reaction Channel Threshold Energy (eV) Rate Coefficient
1 e + N2 → e + N2 0.00 cross section
2 e + N2 → 2e + N+

2 15.58 cross section
3 e + N2 → e + N2(rot) 0.02 cross section
4 e + N2 → e + N2(res) 0.29 cross section
5 e + N2 → e + N2(v = 1) 0.29 cross section
6 e + N2 → e + N2(v = 2) 0.59 cross section
7 e + N2 → e + N2(v = 3) 0.88 cross section
8 e + N2 → e + N2(v = 4) 1.17 cross section
9 e + N2 → e + N2(v = 5) 1.47 cross section
10 e + N2 → e + N2(v = 6) 1.76 cross section
11 e + N2 → e + N2(v = 7) 2.06 cross section
12 e + N2 → e + N2(v = 8) 2.35 cross section
13 e + N2 → e + N2(A3Σ+

u ) 6.17 cross section
14 e + N2 → e + N2(B3Πg) 7.35 cross section
15 e + N2 → e + N2(a′1Σ−

u ) 8.40 cross section
16 e + N2 → e + N2(C3Πu) 11.03 cross section
17 e + N+

2 → N2 0.0 2.8× 10−13 (Tg/Te)
0.5

m3s−1

18 e + N+
4 → N2(C3Πu) + N2 0.0 2.0× 10−12 (Tg/Te)

0.5
m3s−1

19 N2(vib) + N2 → 2N2 0.0 1.0× 10−18m3s−1

20 N2(a′1Σ−
u ) + N2(A3Σ+

u )→ e + N+
4 0.0 5.0× 10−17m3s−1

21 N2(a′1Σ−
u ) + N2(a′1Σ−

u )→ e + N+
4 0.0 2.0× 10−16m3s−1

22 N2(a′1Σ−
u ) + N2 → 2N2 0.0 2.0× 10−19m3s−1

23 N2(a′1Σ−
u ) + N2 → N2(B3Πg) + N2 0.0 2.0× 10−19m3s−1

24 N2(A3Σ+
u ) + N2(A3Σ+

u )→ N2 + N2(C3Πu) 0.0 3.0× 10−16m3s−1

25 N2(A3Σ+
u ) + N2(A3Σ+

u )→ N2 + N2(B3Πg) 0.0 7.7× 10−17m3s−1

26 N2(C3Πu) + N2 → N2(a′1Σ−
u ) + N2 0.0 1.0× 10−17m3s−1

27 N2(B3Πg) + N2 → N2(A3Σ+
u ) + N2 0.0 5.0× 10−17m3s−1

28 N2(a′1Σ−
u )→ N2 + hν177nm 0.0 1.0× 102s−1

29 N2(A3Σ+
u )→ N2 + hν293nm 0.0 5.0× 10−1s−1

30 N2(B3Πg)→ N2(A3Σ+
u ) + hν1045nm 0.0 1.5× 105s−1

31 N2(C3Πu)→ N2(B3Πg) + hν336nm 0.0 2.7× 107s−1
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Table 5.1: Silane/Hydrogen plasma chemistry reaction channels.
No. Reaction Rate Coefficient Threshold Energy(eV)
01 SiH4 + e− → SiH+

2 + 2H + 2e− cross section 11.9
02 Si2H6 + e− → Si2H+

4 + 2H + 2e− cross section 10.2
03 SiH4 + e− → SiH(1∼3)

4 + e− → SiH4 + e− cross section 0.11
04 SiH4 + e− → SiH(2∼4)

4 + e− → SiH4 + e− cross section 0.27
05 SiH4 + e− → SiH3 + H + e− cross section 8.3
06 SiH4 + e− → SiH2 + 2H + e− cross section 8.3
07 Si2H6 + e− → SiH3 + SiH2 + H cross section 7.0
08 SiH4 + e− → SiH−

3 + H cross section
09 H2 + e− → H+

2 + 2e− cross section 15.4
10 H(v=0)

2 + e− → H(v 6=0)
2 + e− → H(v=0)

2 + e− cross section 0.54
11 H(v=0)

2 + e− → H(v 6=0)
2 + e− → H(v=0)

2 + e− cross section 1.08
12 H(v=0)

2 + e− → H(v 6=0)
2 + e− → H(v=0)

2 + e− cross section 1.62
13 H2 + e− → H + H + e− cross section 8.9
14 H + SiH4 → SiH3 + H2 3.39e−19

15 H + Si2H6 → Si2H5 + H2 1.38e−18

16 H+ Si2H6 → SiH3 + SiH4 1.11e−18

17 H + SinH2n+2 → SinH2n+1 + H2 2.4×10−10×exp(-1250/Tgas)
18 H2 + SiH2 → SiH4 3.2×e−18

19 SiH2 + SiH4 → Si2H6 5.45×e−16

20 SiH2 + Si2H6 → Si3H8 6.6×e−16

21 SiH2 + SinH2n+2 → Sin+1H2n+4 4.2×10−10×[1-(1+0.0033p0)−1]
22 SiH3 + SiH3 → SiH4 + SiH2 1.5×e−16

23 SiH−
3 + SiH+

2 → SiH3 + SiH2 1.2×e−13

24 SiH−
3 + Si2H+

4 → SiH3 + 2SiH2 1.0×e−13

25 SiH−
3 + H+

2 → SiH3 + H2 4.8×e−13

26 Si2H5 + Si2H5 → Si4H10 1.5×e−16
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