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Abstract

The problem solving+eapability-is important' for ‘students in the Programming
course of Computer Science. While given the problem; students need to firstly
analyze the problem and 'select an appropriate problem solving strategy for further
flow chart design and code implementation. ‘Problem solving in programming is
generally considered to be difficult because different-students usually have different
error symptoms and the symptoms usually-have different root causes. Therefore, to
provide the adaptive learning guidance, ‘a"behavior model is needed to describe the
students’ learning status. In Web 2.0-based e-Learning environment, the students’
portfolio on the platforms of social network service, web forum, social bookmark,
Wikipedia, web games, etc. can be used as the potential resources to build the
students’ behavior model precisely. However, the changing of learning context such as
social networks on the Web 2.0 platforms make it more difficult to predefine the
students’ behavior model using one shot approach. Therefore in Web 2.0-based
e-Learning, there are three technical issues for behavior modeling which are the
extensibility for modeling the evolving behaviors, the stability for noise handling, and
the understandability for learning behavior assessment. How to provide a learning
behavior model which can be self-organized to maintain and discover the evolving
behaviors becomes an important and challenging issue.

In this dissertation, the learning behavior modeling problem is defined as that
given the learning content and context of learning activity, how to model the students’

behaviors to provide adaptive learning guidance. Under different learning contexts,
I



the behavior modeling problem can be reduced to the problem solving strategy
formulation and realization problem for self programming learning, the trustworthy
experts modeling problem for inquiry learning, and the consensus building problem
for folksonomy-based knowledge sharing activity.

With our observations, students could have meaningful learning actions when the
purposes of the actions in specific learning context are obtained. Accordingly, to build
the students’ behavior model, the Purpose-based Ontology is built to model the
purpose of the actions. Next, the ontology-based learner behavior modeling approach
IS proposed to analyze the frequent action patterns and organize the obtained patterns
with the structure of ontology as learning behaviors. Therefore, the learning guidance
issues under different contexts can be resolved by the following behavior modeling
approaches to provide the adaptive learning guidance based on the built behaviors.
Under the context of intelligent tutoring system, the Generalized Model Tracing
approach is proposed to organize the diagnosis results of different program model
tracing with Problem Solving Strategy Ontology. The diagnosis result can be used to
provide the learning guidance for problem-solving strategy. Under the context of
learning forum, the Cascading Topic.Clustering. ‘Algorithm and Self-organized
Ontology Maintenance Scheme are-proposed.to organizesthe forum experts’ inquiry
activities with the Purpose-based Ontology. Building the forum experts’ behavior
model can provide trustworthy expert finding service for inquiry-based learning.
Under the context of collaborative” constructed sharable content repository, the
IRT-Based Metadata Reengineering Scheme is proposed to evaluate the effectiveness
of folksonomy tags and resolve the synonym; redundancy and incompleteness
problem of metadata by the domain taxonomy. “Accordingly, the tag effectiveness
value can detect the conflict and provide the tagging guidance to resolve the
consensus building problem to obtain the well-tagged metadata. To evaluate the
proposed behavior modeling approach, the applications with different learning
contexts are investigated including adaptive programming misconception diagnosis,
game rule tuning learning activity, trustworthy expert finding service for inquiry
learning on the programming learning forum, and intelligent solution retrieval system.
The experiments for students’ learning effectiveness have been done. The
experimental results show the applications with behavior models have higher learning
effects.

Keywords: ontology, self-organizing behavior model, programming learning,

metadata reengineering, adaptive learning, social network service, folksonomy,
collective intelligence
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Chapter 1 Introduction

The problem solving capability is important for students in the Programming
course of Computer Science. While given the problem, students need to firstly
analyze the problem and select an appropriate problem solving strategy for further
flow chart design and code implementation. Problem solving in programming is
generally considered to be difficult because different students usually have different
error symptoms and the symptoms usually have different root causes. Therefore, to
provide the adaptive learning guidance, a behavior model is needed to describe the
students’ learning status.

With the growth of Web 2.0 technology, students use lots of Web applications
such as social network service, web-forum, social. bookmark, Wikipedia, etc. during
learning or homework timesand:thus several practitioners start the new research field
of Web 2.0-based e-Learning. As Shown'in‘Figure 1.1, current students’ programming
learning activities such as online ‘testing, social network-service, Web forum, social
bookmark, Wikipedia, sharing technical-articles, etc. are getting more and more

popular.
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Figure 1.1 Web 2.0-based programming e-Learning

In Web 2.0-based e-Learning environment, the learning contexts such as computer
adaptive testing, learning companions on the“social network platforms, technical
documents on the forum, etc. can-be used.as the potential resources to build the
students’ behavior model precisely to provide the adaptive learning guidance.

However, the multidisciplinary” knowledge and 'the changing of learning
community on the Web 2.0 platferms make the students>behaviors more complex. In
addition, the new Web 2.0 applications and' technologies of learning environment
emerge rapidly. The learner’s behavior models evolve as well. Therefore in Web
2.0-based e-Learning, there are three technical issues for behavior modeling which are
the extensibility for modeling the evolving behaviors, the stability for noise handling,
and the understandability for learning behavior assessment. How to provide a learning
behavior model which can be self-organized to maintain and discover the evolving
behaviors becomes an important and challenging issue.

In this dissertation, the learning behavior modeling problem is defined as given
the learning content and context of learning activity, how to model the students’

behaviors to provide adaptive learning guidance. Under different learning contexts,



the behavior modeling problem can be reduced to the problem solving strategy
formulation and realization problem for self programming learning, the trustworthy
experts modeling problem for inquiry learning, and the consensus building problem
for folksonomy-based knowledge sharing activity.

With our observations, students may have meaningful learning actions when the
purposes of the actions in specific learning context can be obtained. Accordingly, to
build the students’ behavior model, the Purpose-based Ontology is built to model the
purpose of the actions. Next, the ontology-based learner behavior modeling approach
is proposed to analyze the frequent action patterns and organize the obtained patterns
with the structure of Purpose-based Ontology as learning behaviors. Therefore, the
adaptive learning guidance can be provided based on'the built behavior models.

The behavior modeling approaches for adaptive learning guidance are proposed in
three learning contexts which are the self-assessment activity on the online tutoring
system, programming inquiry. activity on.the learning forum, and knowledge sharing
activity on the content repository:

For the self-assessment activity. on-the-online ‘tutoring system, the Generalized
Model Tracing approach is proposed to organize the diagnosis results of different
program model tracing with Problem Solving Strategy Ontology. The diagnosis result
can be used to provide the learning guidance for problem solving strategy.

For the programming inquiry activity on the learning forum, the Cascading Topic
Clustering Algorithm and Self-organized Ontology Maintenance Scheme are proposed
to organize the forum experts’ inquiry activities with the Purpose-based Ontology.
Building the forum experts’ behavior model can provide trustworthy expert finding
service for inquiry-based learning.

For the knowledge sharing activity on the content repository, the IRT-Based



Metadata Reengineering Scheme is proposed to evaluate the effectiveness of
folksonomy tags and resolve the synonym, redundancy and incompleteness problem
of metadata by the domain taxonomy. Accordingly, the tag effectiveness value can
detect the conflict and provide the tagging guidance to resolve the consensus building
problem to obtain the well-tagged metadata.

To evaluate the effectiveness of proposed behavior modeling approach, the
learning guidance applications with different learning contexts are investigated
including adaptive programming misconception diagnosis, game rule tuning learning
activity, trustworthy expert finding service for inquiry learning on the programming
learning forum, and intelligent solution retrieval system. The effectiveness evaluation
of behavior modeling is based. on-the“comparisen between learning effects of the
applications with and without.the behavior model. The experimental results show that
the applications with behavior models have higherlearning.achievements.

The rest of this dissertation is organized as follows, In=Chapter 2, we review the
previous work on related research. Then, the overview of the proposed framework is
presented in Chapter 3. Next, the behavior-modeling approaches of three learning
activities are introduced in Chapters 4, 5 and 6, respectively. Finally, a discussion of

the main contribution and the concluding remarks are shown in Chapter 7.



Chapter 2 Related works

In this chapter, the literature reviews of ontology-based modeling approaches and

programming learning behavior modeling are provided.

2.1 Ontology-based modeling approaches

e Ontology-based intelligent tutoring system
In e-Learning domain, the ontology is widely used to denote the representative
concepts and associated relations among learning materials. To manage a large
number of learning materials, many Learning Content Management Systems (LCMS)
have been proposed by .means- - of #the ontology-based approach
[1]1[25][32][33][42][48][66]..“The e-learning=was considered as the “learning of
organizational memory”; thus the ontology and.semantic web technology were used
to capitalize the learning kmowledge and.index the learningresources. In [31][53], the
concept map was applied to visualize the learner’s /thought and then connect the
concepts to the learning contents in LkCMS. Thus; the students were able to browse
and explore the relevant leaning contents to extend their understanding via the
concept maps. In QBLS [24], the ontology with domain model and pedagogical model
was proposed to support the design and annotation of the learning resources. Thus, the
QBLS can provide the efficient concept information and reasoning mechanisms for
the adaptive learning system. It was mentioned that the reusing of existing ontology
was a quite conclusive approach. However it also outlined the difficulty of finding
acceptable match between different visions of a domain while using the ontology.
Besides the annotation of the learning contents for adaptive learning, in [36][37] the
ontology was used as the intelligent assessment model. After the exam, each learner

can have a personal assessment result to indicate the misconception and possible
5



remedial suggestions by referring the structure of concept map. The Salisbury [65]
indicated that to achieve efficient performance in a higher level skill, it was required
to have some basic perquisite concepts. Thus, the concept effect relationship was
applied to annotate the concepts of test items and remedial learning information.

In summary, the effectiveness of the surveyed adaptive e-learning systems and
assessment systems were highly dependent on the well defined domain ontology.
However, how to construct an acceptable ontology for more complex or larger domain

is still a challenging issue.

e Taxonomy-based Ontology Construction and Folksonomy-based Ontology

Construction
In order to assist the experts constructing ontology;“traditional taxonomy-based
ontology authoring tools such as Protégé [78], OilEd[8], JOE [45], and SWOOP [38]
with Graphical User Interface have been developed to visualize the concepts and their
associated relations. These. tools< are designed /for. individual user ontology
construction with top-down domain analysis-process. However, in some dynamic or
complex domain, it is costly and time-consuming for individuals to construct an
acceptable ontology. Therefore, the collaborative ontology construction approaches
are proposed with different incremental ontology learning strategies.

With rapid growth of Web 2.0, one of the emerging visions is the “collective
intelligence” of a community of users to contribute their knowledge. The
folksonomies mean the user-generated classification keywords, emerging through
bottom-up consensus [80]. In this dissertation, we regard folksonomies as an ontology
constructed by community. According to Wikipedia experience, we know that

communities can provide knowledge more quickly and widely than small group of



experts. Therefore recent researches tended to propose the collaborative
folksonomy-based ontology construction approaches. Researches such as Ontolingua
[30], Collaborative Ontology Building (COB) [7], and OntoWiki [4] construct a web
space where members of the ontology developers community can access, browse, edit,
and modify ontologies. Each member of community can contribute to ontology with
their background knowledge. Although various knowledge can be rapidly collected
from the community members, the system administrator still has to manage the
ontology manually. Furthermore, the growth of the amount of data brings more
conflicts and noises. The lack of a convergence methodology may result in ontology

distortion.

2.2 Programming learning behavier modeling

e Model tracing

To support the programming learning, ‘previous, studies [22][61] proposed the
algorithm animation to demonstrate. the~execution process of program. With the
progress of the program development kit, most of the debugging tools allow the
program to be traced step by step and assist the programmer discover the bugs with
less effort. However, these tools are basically designed for programmers who can
trace the program by themselves, since the provided messages are too difficult for
novice learners to understand.

To support the programming learning, the Intelligent Tutoring Systems such as
LISP Tutor [3] or DISCOVER [60] are proposed with the interactive practice system
using model tracing approach. In the debugging test, the designed buggy patterns are
placed in the program and the novice learner is asked to discover them. In [40], a

tutoring system with program debugging interface was proposed. However, for the
7



novice learners who can’t write the correct program, how to assess their possible
misconception from mistake symptoms and provide the appropriate remedial learning

is also an interesting and challenging issue.

e Programming learning with context of game design

To motivate the students’ learning interest, the game design is widely accepted as
an effective way [47][52]. The researches about game design with learning models
such as the learning through project-based learning [20] or problem-based learning
[64] with innovative programming laboratories were proposed. These researches show
that the interesting game design as learning scenario can effectively engage the
students’ learning. With our observation, the. common attractive point of these
learning models is that the game design' learning contentprovides interesting scenario
instead of abstract concepts.provided by traditional lecturing approach.

The narrative and storytelling has.a long history of userin structuring, organizing
and communicating human. The benefits of using cases and stories for instruction
have been demonstrated in many studies.In"[77], the narrative-based interactive
learning environment generates the cases from knowledge base to support the training
of novice in decision making. In [39], the Case-Based Reasoning approach has been
applied to support the construction of cognitive model of simulation-based learning
system and serious games. These studies used the knowledge base system to support

the generation of learning cases with meaningful scenario for the students.

e Social network assisted programming learning
Besides the syntactic level learning, the training of problem solving skills such as

the learning through project-based learning [11][17][20][65] or problem-based



learning [35][64] with innovative programming laboratories were investigated. The
interesting learning context such as game design was adopted to motivate the learners’
engagement. As even small projects are usually implemented in teamwork, the
collaboration among members becomes a new issue. Thus, researches based on the
social-culture constructivism were proposed to provide the collaborative
programming environments [14][15][17][51][56][58][60][70] or the peer assessment
activities [9][44][69]. The collective, collaborative learning tools such as discussion
board, e-mail, etc are integrated in the learning platform. The assessment through
portfolio analysis usually applied to model the behaviors of students

[16][18][41][50][63][67].



Chapter 3
Self-organizing Behavior Modeling

Problem solving is the most important capability for learners in Programming
Language subject. While given the problem, students need to firstly analyze the
problem and select an appropriate problem solving strategy for further flow chart
design and code implementation. Therefore, how to provide the adaptive learning

guidance for problem analysis is our concern.

3.1 Behavior modeling problem

Current students’ programming-learning aetivities such as programming forum
discussion, online testing, reading ontine technical articles, download sample codes,
content sharing, etc. are getting more and more popular= To provide the adaptive
learning guidance for problem analysis,-the learning contexts such as visualization
tools, inquiry learning companions, technical documents; etc. are important resources
in Web 2.0-based e-Learning enviroanment.-The platforms of social network service,
web forum, social bookmark, Wikipedia, web games, etc. can act as the potential
activity resources to build the students’ behavior model. As Shown in Figure 3.1, the
students’ behaviors of learning diagnosis, project-based game creation, inquiry
learning, and knowledge sharing activities can be obtained from the accessing of

resource contexts and interaction or collaboration with social contexts.
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Figure 3.1 The e-learning activities with'different contents and contexts
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However, the multidisciplinary knowledge and' the changing of learning

community on the Web 2.0 platferms make the students’ behaviors more complex.

Therefore, how to acquire and‘update the learning behavior models becomes an

important and challenging issue. In‘this dissertation, the learning behavior modeling

problem is defined as followings.

Definition 3.1 The Learner Behavior Modeling Problem (LBMP)

Given the learning content and context of learning activity, LBMP is how to

model the students’ behaviors to provide adaptive learning guidance.

To simplify the discussion, the inquiry-based programming learning scenario is

proposed with three learning activities as shown in Figure 3.2 and the behavior

modeling are discussed in Chapter 4, Chapter 5 and Chapter 6, respectively. While
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students participate in the inquiry-based programming e-learning, they firstly
participate in the self-assessment activity on the online testing system to discover the
possible misconceptions. While the misconception for specific programming topic is
discovered, the learner can inquire the solution with other community members on the
Web forum by posting questions. After several iterations of discussions, while the
students figure out the misconception, they can share the learned knowledge on the
Web content repository by uploading the learning reports or extending the concept
ontology to annotate the new discovery. Besides, the students can retrieve the contents

related to the learned concepts and adds their comments for the contents.

& @ &%

Self-Assessment Inquiry learning Knowledge
to find out for problem |:> sharing with
misconception solving new discovery
Learning .
Status of d_Soc;a'l
concept C T iseussion ">
Content editing
& sharing

Figure 3.2 Theingquiry-based programming e-learning

Students on different platforms usually have different behaviors due to different
contexts. Therefore, under different learning contexts, the behavior modeling problem
can be reduced to the problem solving strategy formulation and realization problem
for self programming learning, the trustworthy experts modeling problem for inquiry
learning, and the consensus building problem for folksonomy-based knowledge

sharing activity.
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3.2 The idea

With our observations, students could have meaningful learning actions when the
purposes of the actions in specific learning context are obtained. To model this
property in the learning platform, the knowledge-based programming learning
platform is proposed to provide learning guidance based on the high level knowledge
structure as shown in Figure 3.3. The learning content ontology is used to construct
the metadata and assessment rule for the learning status of students. From the
obtained portfolio, the guidance rules of learning platform can be extended by the

ontology evolving process called ontology crystallization.

Extend by

LearningConcept

Learningobjectives of
Ontology

behaviors

Crystallization

Metadata &
assessment rules

Learning
guidance

Learning
guidance

feedback

feedback

Ohtology-based
attribute value
asforum
behavior

Ontology-basé
attributevalueas
programming

behavior

Compute
adaptive testing

Symptom patterns from

Learning
portfolioraw data

Portfolio raw data

Figure 3.3 The knowledge-based programming learning platform

With the knowledge-based learning platform, the knowledge engineering
approach is applied to obtain the self-organizing behavior model as shown in Figure
3.4. There are four steps in the self-organizing model which are the knowledge

representation to define the extensible ontology structure, the knowledge acquisition
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to extend the knowledge from folksonomy and maintain the stability using the

proposed Folksonomy-based Delphi method, the knowledge reasoning to provide

learning guidance using the assessment rules generated from constructed Ontology

and the knowledge retaining to discover new behaviors and maintain the stability by

proposed cascading data mining.

Knowledge Representation:
Extensible Ontology to model
evolving behaviors

Extensibility:
« folksonomy

Knowledge Retaining:
Cascadingdata mining
algorithm to extend
the Ontology

« portfolio mining

Understandability:
« —assessment rules

Stability: Knowledge Acquisition:
« social-agreement Folksonomy-based Delphi
« ‘metadata evaluation method to extend the

Ontology

generated from ontology

Knowledge Reasoning:
Assessmentrules generated from
Ontology for understandability

Figure 3.4 The knowledge engineering for self-organizing behavior modeling

Accordingly, to build the students’ behavior model, the Purpose-based Ontology is

built to model the purpose of the actions. The definition of Purpose-based Ontology is

as followings.

Definition 3.2 The Purpose-based Ontology (O) is defined as O = (P, C, A, R), where

® P={pi, p2, ..., pn} is a finite set of purpose nodes in the Purpose Layer to represent

predefined purposes in the domain.
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® For each purpose p;j, the concepts Ci={pi.c1, pi.Cz, ...} is a finite set of topic nodes
in the Concept Layer to represent different topics discussed in the forum. Topic
nodes are linked to the corresponding purpose node by the “A Part OF” relations.

® For each purpose p; and concept ¢;, the action Aip={ pi.cj.a1, pi.Cj.a, ...} is a finite
set of nodes in the Action Layer to represent the linkages associated to the original
action log. The action nodes are linked to the corresponding concept node by the

“Instance Of” relations.

The Purpose-based Ontology can be instantiated to different concepts definition in
different learning contexts. Next, the ontology-based learner behavior modeling
approach is proposed to analyze. the frequent action patterns and organize the obtained
patterns with the structure of.ontologyas learning behaviors. Therefore, the learning
guidance issues under different contexts can be resolved.by the following behavior
modeling approaches to provide the adaptive learning guidance based on the built
behavior models.

Under the context of intelligent tutoring.system, the Generalized Model Tracing
approach is proposed to organize the diagnosis results of different program model
tracing with Problem Solving Strategy Ontology. The diagnosis result can be used to
provide the learning guidance for problem solving strategy. The learning guidance
applications of adaptive programming misconception diagnosis and game rule tuning
learning activity are investigated to evaluate the self-assessment behavior model.

Under the context of learning forum, the Cascading Topic Clustering Algorithm
and Self-organized Ontology Maintenance Scheme are proposed to organize the forum
experts’ inquiry activities with the Purpose-based Ontology. Building the forum

experts’ behavior model can provide trustworthy expert finding service for
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inquiry-based learning. The learning guidance application of trustworthy expert
finding service for inquiry learning on the programming learning forum is
investigated to evaluate the inquiry behavior model.

Under the context of collaborative constructed sharable content repository, the
IRT-Based Metadata Reengineering Scheme is proposed to evaluate the effectiveness
of folksonomy tags and resolve the synonym, redundancy and incompleteness
problem of metadata by the domain taxonomy. Accordingly, the tag effectiveness
value can detect the conflict and provide the tagging guidance to resolve the
consensus building problem to obtain the well-tagged metadata. The learning
guidance applications of metadata reengineering and intelligent solution retrieval

system are investigated to evaluate the -knowledge sharing behavior model.
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Chapter 4
Behavior modeling of self-assessment
activity on online testing system

Comprehending the program examples is important for students in the course of
Introductory to Programming to develop their problem solving capability. With our
observation, well-trained programmers usually have the capability to explain the
problem solving strategic concept of program examples. For example, the linear
recurrence strategy is used in the Selection Sort Program to reduce the original
sorting problem of n elements into the'sub-problem of sorting n-1 elements. The
recurrence strategy can be usedin-a series.of programming designs such as quick sort,
binary search, printing multiplication table, ete..In this chapter, the behavior

modeling to provide adaptive learning guidance for problem analysis is discussed.

4.1 Programming behaviormodeling to provide adaptive testing

and learning guidance

To model the programming learning behavior, the Bloom’s taxonomy [10] can be
used to classify the programming learning achievement into different capability levels.
The first is knowledge level in which the students can recognize the syntax and
statement of program. The second is comprehension level in which the students can
understand the semantic flow chart of program. The third is application level in which
the students can understand the problem solving strategy used in the algorithm [21].
The fourth is problem analysis level in which the learner can analyze the properties of

problem and select suitable problem solving strategy. However, most students can
17



only understand the knowledge level of the program examples. Thus, students are
usually frustrated by the high barrier of program designing in the advanced
programming course.

In the researches of behavior modeling on programming testing, the model tracing
approach [3][40][60] is the most well-known. The traditional model tracing approach
is based on a sample program of specific problem. Before testing, the student’s
possible coding actions should be modeled already. Thus, the testing process would
interactively ask student to write down the code step by step. During the model
tracing process, once the student encounters troubles in some step, the corresponding
remedial instructions can be triggered to assist the student to finish the program
coding. However, traditional . ‘model~tracing. -approach can only support the
intra-program behavior assessment-e:g:; It can only provide the syntax and semantic
level instructions of single.program statement.

To solve the problemythis chapter‘applied the pedagogical theory of VWgotsky’s
Zone of Proximal Development, torsupport students learning the problem solving
strategy with the metacognitive scaffolding..-The Problem Solving Strategy Ontology
is constructed to connect the relationship between low level programming statements

and high level problem solving strategic concept.

Definition 4.1 Problem Solving Strategy Ontology (PSSO)
There are three layers in PSSO:

® Problem Strategic Layer: the algorithms of specific problem for students want to
learn.

® Semantic Layer: the pragmatic semantic concepts that may be the misconceptions

in comprehension level for students.
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® Compound Statement Layer: the primitive semantic concepts that students can

understand if learn diligently.

. i Problem: Sorti
+A Kind OF Sorting Problem Usinpléelection Sort Strate _’?ff‘_”_nﬂt_'(_)r_‘_ Sifatezn;: Sglrelcr:%” sort
-e=P :Isa g g 9y Data structure: Array
. P1.1: .
St[ate%w Find the maximum number Recurrenczlézljb— roblem
aye sub-problem P
\ A

Semantic Cu C:
Layer Compare Swap

R
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Ci:
Repetition

Compound S : : Ss:
Statement Multiple Access
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Symptom Control variable Misuse array Boundary value Star'tlng value] Start|_ng value /
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Figure 4.1 Problem Solving'Strategy Ontology (PSSO)

Lev Vygotsky’s theory of Zone of Proximal.Development (ZPD) is a core of the
theory of cognitive development which explores the development of the psychological
function by analyzing the relationship between actual development level learning and
developing. That is to say, we want to know the students' current status and their
potential capabilities in the learning.

Students often have the primitive semantic knowledge, but they mostly do not
have the pragmatic semantic knowledge. To refer to the ZPD theory, we thought that
the students have the misconceptions in program understanding, because there is the
knowledge boundary in the comprehension level of programming learning, as shown

in Figure 4.2.
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Figure 4.2 Knowledge Boundary in programming learning domain

Therefore, based on the Problemy Salving Strategy Ontology, the classical
program examples such as selection sort, bubble sort, binary search, etc are collected
as learning scaffolding forstraining-the recurrence 'strategy: In addition, the primitive
program examples of the textbook are collected to provide‘the diagnosis of students’
actual development level. The collected program-examples are tagged with concepts
of the Problem Solving Strategy.Ontology.

According to the tagged program examples, the students’ programming
behaviors including frequent used pattern and error patterns can be built from mining
the programming testing log. Once the behavior is built, the adaptive learning
guidance service can be provided to assist students during the training of problem

solving.

4.2 The behavior mining to discover error patterns

In this section, the debugging testing activity is proposed to assess the students’

debugging capability. There are predefined buggy patterns as followings.
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1).

2).

3).

The detection of syntax error that violates the grammar of programming

language.

® Missing token: student can detect the token omitted in the statement such as
the missing token “;” omitted in the end of the statement “printf("hello
world!")”.

® Extra token: student can detect the redundant token which should be
removed such as extra token “;” in statement “for(....),; printf(**");”.

® lllegal delimiter: student can understand that delimiter is a sequence of one
or more characters used to specify the start and end boundary between
separate regions of program expressions such as the curly brackets “{* and
“p

The detection of misuse token error that happened in the mapping of pseudo

code to program.

® Misuse operator: student can- detect” the wrong usage of comparison
operator “=="with assignment expression “="in the statement “if(a=1)".

® Misuse operand data type:-student can detect-the incorrect operand usage
with wrong data. type or constraint-'such™ as.integer variable “a” is
mismatched with'the wrong data type in the statement “inta = c’; ”.

The detection of logical error that happened in the-design of pseudo code for

solving a given problem:

® Unawareness of operator/precedence: student can detect the computational
priority of operators such as the programming for formula “(a+b)*h/2” may
be written as “Area_Trapzium = a+b*h/2;” where the unawareness of
operator precedence may cause the wrong result.

® Absence of boundary condition of some variable: student can detect the
boundary condition of variables such as the “divided by zero” error in
statement “b=0; a=1000/b;”.

® Unawareness of infinite loop: student can detect if the stopping criterion of
“for/while” or “if” the branching condition of expression is unreachable such
as the infinite loop in statement “for(i=1, i<10, i--)" or “i=1;

while(i>1){ i++; 1.

Accordingly, the buggy patterns database can be constructed and indexed by the
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taxonomy of the Problem Solving Strategy Ontology. Buggy patterns can be

embedded in the selected programs and the students are asked to detect those buggy

patterns by tracing the program to facilitate the error detection assessment. Two

examples of “selection sort” and “factorial number generation” programs with

embedded buggy patterns are shown in Example 4.1.

Example 4.1 Examples of program with em

bedded buggy patterns

With the constructed buggy patterns database, the buggy programs needed for

error detection assessment can be provided.

As shown in Figure 2, the example of

selection sort with Program No. Q001 is embedded with buggy patterns “misuse

token” in line 5, the “infinite loop” in ling 8,

and the “missing token” in line 15; the

example of factorial number, generation. with_Program_No. Q002 is embedded with

buggy patterns “Misuse operand data-type ":in line 7, the® “Misuse operator” in line

10 and line 12.
Y Pragram Ne.: 0001 K Program No.: Q002
Y Eroblem Description: selection sort # Eroblem Description
Y Flease write a program to sort the numbers in the input array ¥ Plaase write a program to show the factorial number
Y Inputr  numerical array, array size K Iputr numerical number n
Y Output: the sorted array # Chutputs the factorial number fram | to n
1. wvoid selectionSort{int munbers[], int array size) 1#incude <stdio h>
2.9 2#ndude <stdibh=
3 inti, g 3int main ()
4. int min, temp; 4.{
5 for1=0i=array_size-1,itt)  Hbug: Misuse aperator 3. intinsum=1
[ 6. prntf"Tnput a integer, which will be used to ca culate factonalin),
7. min=t, 7. scanf("%d" n); Hbug: Misuse operand data Hhpe
8. for(j=itl; < array_size, j--)  Sbug: firte loop 8. for(i=lis=ni+t)
9. 9.
100 if (numbers[j] < numbers[min]) 10. surn *=sum; Hbug: Misuse operator
11 min=j 11.
12. 12, prntf("VodI=Yd\n" 1 sum); SYbug: Misuse operator
13 temp = numbers[i]; 13 system("pause");
14, numbersi] = numbers[min]; 14, retumn 0,
15 numbers[min] = temp Hhug: Missing token 15}
16.}
17}

Figure 4.3. Buggy programs of “selection sort” and “factorial number generation”

Definition 4.2 The student’s portfolio
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The portfolio of a student is composed of a set of testing results: P = {ss, S, S3, ...}
where symptom s;=(Program_no, line_no, position_no, symptom_id) represents the
novice student’s mistake on program detection. The Program_no, line_no and
position_no denote the position information of the occurred symptoms. The

symptom_id denotes the identification of buggy pattern.

Example 4.2 The portfolio
Assume that the student failed to detect the “misused operator” or “infinite loop”
buggy patterns in program QO001, then the portfolio is {(Q001, 5, 10,

Bug_misused_token), (Q001, 8, 1, Bug_infinite_loop)}.

Thus, the assessments of different symptoms are as follows.

® Assessment based on.symptoms of syntax error: the.symptoms of syntax error
are including “missing token”, “extra token”, and “illegal delimiter”. The root
causes for these symptoms.can be most likely/identified as misconception in
“program structure” if the student-only“has symptoms in illegal delimiter;
“unfamiliar with the statement” if the student fails in most of the symptoms; and
“incautious” if the student only has symptom in partial program.

® Assessment based on symptoms of misuse token: the symptoms of misuse
token are including “misuse operator” and “misuse operand data type”. The root
cause can be mostly identified as misconception in the “operator” if the student
only has symptom in program operator; “the operand data type” if the student
only has the corresponding symptoms; “fail in the mapping of pseudo code to
program” if the learner has both symptoms.

® Assessment based on symptoms of logical error: the symptoms of logical error
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are including “unawareness of operator precedence”, “absence of boundary
condition of variable”, and “unawareness of infinite loop”. The root cause can be
mostly identified as the corresponding misconception only when learner passes

the syntax assessment but has the logical error symptoms.

Therefore, if the major symptoms in novice’s portfolio matched the symptoms of
repertory grid, it can be identified as major root cause misconception. Besides,
cooperating with other minor symptoms, the possible misconceptions can also be
provided to the learner for further remedial learning.

To build the students’ behaviors, 20 students who participated in “Introduction to
programming language” in the Asia- University,of Taiwan are involved. In the
assessment, 11 programs are collected including 37 buggy. patterns.

Next, the association=rule..mining.is applied to_generate the Concept effect
relationship (CER) to demonstrate how the learning status of certain error patterns can
be influenced by the other error patterns.

With the students’ portfolio, we-use.the~software WEKA 3.4.10 to mine the
relation between the misconceptions of the students by Apriori Association Algorithm.
This algorithm is used to mine the relation between the misconceptions of the student.
There are fifty records and fifty-five attributes proceed in the WEKA. The result we
have found is shown in tables below.

Table 4.1 Large 1 Itemsets of buggy pattern

Large Itemsets L(1):

Minimum support: 0.6

Minimum metric <confidence>: 0.9

Number of cycles performed: 8

The Buggy Pattern Support(%)
printf; 60%
printfg 65%
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printfyo 70%
scanf, 85%
Scanfs 70%
ify 80%
ify 80%
ifs 60%
for; 60%
while, 75%
doWhile; 75%
Table 4.2 Large 2 Itemsets of buggy pattern
Large Itemsets L(2):
Minimum support: 0.6
Minimum metric <confidence>: 0.9
Number of cycles performed: 8
The Buggy Pattern Support(%)
printfyp ~ scanf, 65%
printfyp ~ ify 60%
printfyp ~ ify 65%
printf;o ~ doWhile, 60%
Scanf, - Scanfs 60%
Scanf; ~ if; 70%
Scanf; ~ ify 65%
Scanf, ~ while; 65%
Scanf; ~ doWhile; 65%
Scanfs ~ ify 65%
Scanfs ~ doWhile; 60%
ify ~ ify 65%
ifl > fOI'z 60%
ify ~ while; 70%
if, ~ doWhile, 65%
if4 > While]_ 60%
if4 ~ doWhile; 70%
Ifs ~ doWhile, 60%
for, ~ whileg 60%
while; ~ doWhile, 65%
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Table 4.3 Large 3 Itemsets of buggy pattern

Large Itemsets L(3):

Minimum support: 0.6

Minimum metric <confidence>: 0.9

Number of cycles performed: 8

The Buggy Pattern Support(%)
printfyp ~ scanf;, ~ ify 60%
printfyp ~ ify ~ doWhile; 60%
scanf, ~ if; ~ while; 60%
scanf, ~ ifs ~ doWhile; 60%
scanfs ~ if; ~ doWhile; 60%
ify ~ ify ~ doWhile, 60%
ify ~ for, ~ while; 60%
if; ~ while; ~ doWhile; 60%
If4; ~ while; ~ doWhile; 60%

Table 4.4 Bestrules found,from large itemsets

Best rules found:

Minimum support: 0.6

Minimum metric <confidence>: 0.9

Number of cycles performed: 8

Best Rules Found Confidence(%)
if4—>Whi1€1—>d0Whi1€1 100%
for,—if;—while; 100%
if;—for,—while; 100%
for,—while;—ify 100%
scanfs—doWhile;—if} 100%
pl’i ntf10—>doWhile1—>if4 100%
for,—while; 100%
if4—>d0While1—> 100%
for,—if; 100%
doWhile;—if; 93%
whi |91if1 93%
scanfs—ify 93%
printf;p—ify 93%
printfp—scanf; 93%
Whi|e1—>doWhile1—>if4 92%
ifi—doWhile;—while; 92%
while;—doWhile;—if; 92%
if;—if;—doWhile, 92%
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ifi—doWhile;—ifs 92%

scanfs—if;—doWhile; 92%

With the discovered behavior patterns, the relations of behavior patterns are
shown in Figure 4.3. If the students made the mistake with misuse token of the
statement “if”, then the students most likely made the mistake with misuse
declaration to the statement “printf” as well. Furthermore, we can point out the
misconception of the student who made several mistakes at the same time. For
example, if the students misuse token in the statement “if ”, then the students may
have logical error in the statement “do-while” and misuse token in the statement

“while ¢ at the same time.

scanf("%od , 2od" . &start,&end):

Figure 4.4 The relations of behavior patterns

After analyzing students’ symptom portfolio, there are different error patterns
discovered as followings.
® Assessment for statement “printf”: There are 55% students with symptom on the
detection of “printf”. With the consideration of more symptoms, 15% students
failed to detect almost all bugs. Therefore, their misconception can be judged as

unfamiliar with the statement “printf”. The other 40% students only failed in the
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misuse operator buggy pattern of “printf”’. Therefore, their misconception can be
judged as misuse operator with the statement “printf™.

® Assessment for statement “scanf”’: There are 80% students with symptom on the
detection of “scanf”. With the consideration of more symptoms, 25% students
failed to detect almost all bugs. Therefore, their misconception can be judged as
unfamiliar with the statement “scanf”. The other 55% students only failed in the
misuse operand data type of “scanf”. Therefore, their misconception can be judged
as misuse operand data type with the statement “scanf”.

® Assessment for the statement “if”: There are 85% students with symptom on the
misuse operator of “if”. With the consideration of more symptoms, 45% students
failed to detect almost all. bugs—of “the misuse operator. Therefore, their
misconception can be judgedras-rmiisuse operator.with the “if”’. The other 40%
students also failed .in the bugs of operator” precedence, therefore, their
misconception can be judged as “unawareness of operator precedence”.

® Assessment for the statement, “for”: There are 65% students with symptom on the
missing token of “for”. Since they-only failed in this bug; therefore their

misconception can be judged as unfamiliar with the “for” statement .
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4.3 Evaluation

With the discovered programming error patterns, scaffolding-based assessment
which is the adaptive learning guidance service can be provided. Our learning activity
is implemented by using cloze testing to obtain student’s knowledge boundary and
guide students to comprehend the problem solving strategy.

As shown in Figure 4.4, there are four processes for the scaffolding-based learning
by example process. The first is to collect classical sample programs as the example
database. The second, the programming comprehension starts from providing a target
program for the learner to learn. While learner has misconception on the target
program, instead of give the answer directly,-the third process provides more sample
programs for learner to practice by-decomposition the program structure of original
sample program. Thus, for; each: concept of program. structure, it retrieves several
programs from the program database which are similar t0.the provided sub-structure
of the target program as the remedial sample-program.Since the remedial sample
programs are easier than the original one;-the-learner may easier to comprehend. Next
in the forth process, once the provided remedial sample programs are learned, the
scaffolding-based learning by example process applies the remedial learning using
these programs as the scaffolding examples to hint the learner. Thus, with the sample
programs as learning scaffolding, the learner can easier comprehend the target
program.

During the scaffolding-based learning by example process, when a program is
provided for leaner to learn, we still want to know if she can really understand the
program or not. Therefore, our idea is to apply the cloze test on program structure to
facilitate the assessment during the programming comprehension learning. Since the

assessment using cloze test is open-ended for the learner to provide her answer, it
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motivates the learner to comprehend context and structure of the sample program in
order to answer the cloze test item. Moreover, since the cloze box can be set in the
program structure level, block statement level and statement element level, for one
sample program, it can further detect the learner’s misconception is happened in what

kind of comprehension level. Thus, it can provide more informative feedbacks.

Collect Classical
Sample Programs

. Target = &
Programmlr)g }(@
Comprehension 2

Program 1st Test
structure
JL P, ok
-
. S P> | oK
Provide More ()\%\2
Sample Programs p, | Ok 2ndTest

iy

Target ¥ =
Scaffolding-based program D

Learning

by example LEJ P, Remedy

Figure 4.5. The scaffolding-based learning by example process

® Scaffolding-based cloze item generation

With the retrieved sample programs, the learning of programming comprehension
is based on the structured programming model. The cloze test is provided for the
learner level by level based on the program structure. As shown in Figure 4.5, the
cloze test item of the sample program is generated by replacing the program
statements of each level by empty sign. Thus, the learner can follow the assessment

process to learn the programming comprehension.



Problem Description

Dim T a5 integer
ForI=11o 100

If Irmod3 =0Then

Print I

Structured programming learmning
guidance by cloze testing

End If
Mewt I

]

ForI=1to 100
If Imod3 =0Then
Print I
End If
Next I

If Tmod 3 = 0 Then i
Print 1

Dim I a5 integer
Forl=lw100 .

Print I

Figure 4.6 Structured programming learning using cloze test

® Remedial scaffolding-based cloze test generation

Dim I as integer
ForI =110 100
If Imod3 = 0 Then

Edlf
Mext I

Once the sample program has been learned by the learner, it can be used as the

learning scaffolding example to,learn-the derived problems. As shown in Figure 4.6,

remedial cloze test is shown.with sample program as referred example that the learner

answered before. Furthermore, to inform the similar and difference between referred

example and derived problem, the scripts‘of the hint can be derived by comparing the

metadata of two

programs.

Referred Example

Derntved Problem

Print the natural nuunbers from 1 to 100

wlhich are multiplies of 3.

Prnt the number sequence from 1 to 100 where

the n-th value 1s “An = Tn+2™.

Hint

10 Dim I

as mteger

20 ForI=1 to 100

30 It Imod3 =0 Then
40 Prt 1

50 End If

60 Next I

10
20
30
40
50
60
70

Dimm I, A as mteger
ForI=1 to 100
if I:I then
Prnt A
End If
NextI

Similar concepts:
1. Declaration

2. Repetition

Different concepts:
1. assignment
statement

2. if statement

Figure 4.7 Remedial cloze test with sample program as learning scaffolding
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To evaluate the application, the system is implemented in environment APACHE,

PHP and MYSQL. The system screen shots are shown in Figures 4.7 and 4.8.
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Figure 4.9 Cloze tests with similar pragmatic concept where one as the remedial sample code
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There are 55 students of college school were participated in our two experiments and
randomly divided into 21 students in control group and 34 students in experimental
group. The experiments of comparison of learning improvements and comparison of
learning outcomes for two groups are as followings.
® Comparison of learning improvements

The testing score of the learning achievement is shown in Table 4.5. To evaluate
the difference between two groups, the paired two-sample T-test for means of scores
is applied. Consequently, the t-test results of the experimental groups suggest
significant differences but the control group has no significant differences. Finally, we

may conclude that the experimental group has higher learning improvement.

Table 4.5:The score-for-each-group (total score=100)

Pretest Posttest

Mean:. Std.Div. Mean //Std. Div. Paired t-test

Control group 17.38 17.86 2190 17.57 t(26)=0.0997,
(size=21) p=0.9214
Experimental group 19.26 13.31 3294  16.57 t(39)=3.9141,
(size=34) p=0.0004*
*p<.05

® Comparison of learning outcomes

The testing score of the learning achievement is shown in Table 4.6. To evaluate
the difference between two groups, the un-paired two-sample T-test for means of
scores is applied. The null hypothesis Hy assumes that population variances are equal.
The t-test results show that F-value is 1.12488 and p-value is 0.026. Consequently, the

t-test results of the two groups suggest significant differences at a confidence interval
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of 95%. Finally, we may conclude that the experimental group has higher learning

achievement than control group.

Table 4.6 The score for each group (total score=100)

Size Mean Std. Dev.

Control group 21 2190 1757
Experimental group 34 3294 16.57

F=1.12488, p-value=0.026*
*p<.05

From the experiments, we find that the.service can motivate students to actively
study the relations of different problems:lt . can-also.metivate students to rethink the
program examples of the textbook.-Some students thought that our system did aid
them for programming understanding. Basedon the scaffolding-based assessment, the
problem solving strategy can be easier learned from program examples as learning

guidance.
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Chapter 5

Behavior modeling of programming
Inquiry activity on the learning
forum

In the course of Programming Language subject, the inquiry-based learning [12]
which is usually applied to train learners’ practical problem-solving capability is an
effective strategy that helps learners to link the theory to the practice and develop
teamwork collaborative learning skills [69].

In the programming learning®forum,-the inquiry-based learning begins when
learners identifying the encountered-.problem. Next, .the learner can logon the
programming learning forum to: start -the inquiry by posting his/her question of
problem. The senior programmers (i.e:; the experts) or other learners with similar
topic interest will feedback by replying-thelearner’s question. The inquiry and

feedback cycle is repeatedly executed-until-the-learner is satisfied with the solution.

5.1 Inquiry Behavior modeling on the learning forum

In the C++ learning forum, a hot topic is usually formed by a specific issue with
several inquiry aspects. Our basic assumption is that there are purposes behind inquiry
activities stored as forum documents. Therefore, the forum inquiry behavior analysis
can be reduced to the knowledge structure mining problem. As we know, the
clustering of similar documents cannot be easily done without keyword vectors
clustering analysis. However, the synonyms and high dimension nature of

keyword-based model may cause the clustering results to be sparse and useless.
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With our observation, the inquiry can be presented with purpose and topic. Thus,
the idea of divide and conquer strategy is applied to classify the forum documents into
several purposes and then apply the clustering analysis for each purpose separately.
Accordingly, to support divide and conquer strategy, the Purpose-based Ontology is
defined to maintain the purposes and topics of the forum documents. As shown in
Figure 5.1, the forum documents are analyzed and transformed to the Purpose-based
Ontology. Thus, the ontology can support the analysis of inquiry topic and inquiry

process for teacher to conclude the inquiries of learners.

High level inquiry concept

Question Inquiry Analysis
Keyword Patterns e !
I
‘ Domain Keywords Inqu'lry Hot Topics
Topic:

Inquiry Purpose
Process: | Shifting

Purpose-based Ontology

Figure 5.1 Purpose-based.Ontology to'support inquiry analysis

In a C++ learning forum, it is composed of a group of documents. To represent the
documents, the domain keywords dictionary is constructed. Thus the input document
keywords sets can be obtained using the statistical and syntactic processing tools with

the existing dictionary [19]. The definition of forum document is as follows.

Definition 5.1 The Forum keywords set
Given a dictionary, the forum keywords set 3 is defined as the set of keywords that

used in the forum.

Definition 5.2 The Inquiry Document
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In the forum , the x-th inquiry document is represented as the keyword vector

Docy=<vy, Va,..., Visp, V=1 if keyword k; appears in the Doc.

Example 5.1 The Inquiry Document example
With vector set Y ={ki, ka, K3, Ka, ks, Ks, K7, Kg, Ko, K10}, assume that the keywords
used in document Doc, is {ki, Kz, k3, ks4}, and Docy, is {Kki, ks, ks, ks, Kg}. Thus, Doc, =

<1,1,1,1,0,0,0,0,0, 0>and Doc,=<1,0,1,1,1,0,0, 1,0, 0>.

In the C++ learning forum, there are different inquiry types. Based on the
common inquiry words such as what, why, how, etc. and the frequently asked

questions in C++ domain, most -of~the C++ learning forum inquiries can be

categorized into the purposes:shown-in-Table 5.1.

Table 5.1 Inquiry purposes of.C++ forum

Question Types Description Example Issues
What’s the Questions about the Concept about template and
meaning definition  of  function data member revision;
library. Concept about static object,
etc.
What’s wrong Questions  about what’s Problem about free and delete

wrong with the bug or

specific programming error.

from memory; Why cant it

pass-by-reference, etc.

What’s different

Questions about what’s the
difference between two or

more domain concepts

Conflict about dynamic class

creation and overloading;
Differences between structure

in C and Class in C++, etc.

How to do

Questions about how to

implement  the  required

How to wuse constructer in

Class; How to initiate the
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functionality. array in construct, etc.

How to use Questions about how to use How to compile the class in
the function library or another directory; How to use

program statements. winsock.h in dev c++, etc.

Other experience Other discussion topics such Best practices of OOP; bibles
sharing as quiz, experience sharing, of C++, etc.

etc.

5.2 The Purpose-based Ontology for behavior modeling

In the various inquiry processes .inyC++ forum, the semantic meanings of
documents are usually implicitly defined in~ their contents. Therefore the
Purpose-based Ontology (PO) is proposed to model the relations of the purposes,
topics, issues and documents of the forum by explicitly representing the structure of
topics to support the hot topic classification: There-are four layers in PO which are the
Purpose Layer, Topic Layer, IssuesLayer and Document Layer. The relations among
the root to the purposes and the purposes'to the topics are represented by the “Part of”
relations to divide the domain into sub-categories. The relations among topics to the
issues are represented by the “A Kind of” relations to show the general and specific
issues of each topic. Finally the relations among the raw data and the keyword vector
models of documents are represented by the “Instance of” relations. Assume there are

n predefined purposes; the definition of Purpose-based Ontology is given as follows.

Definition 5.5 The Purpose-based Ontology (PO) is defined as PO = (P, T, V, D, R),

where
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® P={pi, p2, ..., pn} is a finite set of purpose nodes in the Purpose Layer to represent
predefined discussion purposes of the programming forum.

® For each purpose p;, the topics Ti={pi.t1, pi.tz, ...} is a finite set of topic nodes in
the Topic Layer to represent different topics discussed in the forum. Topic nodes
are linked to the corresponding purpose node by the “A Part OF” relations.

® For each purpose p; and topic t;, the issues Vi={pi.tj.v1, pi.tj.vz, ...} is a finite set of
issue nodes in the Issue Layer to represent the discussion keyword features of
forum documents. Issue nodes are linked to the corresponding topic node by the
“A Kind Of” relations.

® For each purpose p;, topic tj and issue Vi, the documents Diy={ pi.tj.vi.d1,
pi.tivk.da, ...} is a finite set of-document -nodes in the Document Layer to
represent the linkages associated-to'the original forum documents. The document

nodes are linked to the.corresponding issue node bythe.“Instance Of” relations.

In the Purpose-based Ontoelogy, the purpose coneepts are predefined manually to
classify the inquiry topics of C++ learning-forum into purposes. The topic concepts
are obtained from the clustering analysis of the issues concepts which are the keyword
vectors of the forum documents. An example structure of Purpose-based Ontology

is shown in Figure 5.2,
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Figure 5.2. The four-layer Purpose-based Ontology

With the defined Purposed-based“Ontology;-the domain knowledge structure of
the topics in the forum can be represented.clearly. In order. to represent the discussion
contents of topics, the Topic Coverage, Topic'Focus and Topic Quantity are defined.
The topic coverage is defined as the union of the keywords vector Docy that belongs
to the topic t.

Definition 5.6 The Topic Coverage
Coverage(t) :U{Docx | VX, Docky € tvid;}

ij
The topic focus is defined as the intersection of the keywords vector Docy that
belongs to the topic t.
Definition 5.7 The Topic Focus

Focus(t) = [ J{Docx | Vx, Doc, € tvidj}

i
To evaluate the discussion divergence of each topic, the existing keyword number of a

topic t is represented as | t |. Thus, the topic density is defined as the division of topic

focus and topic coverage in Definition 5.8.
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Definition 5.8 The Topic Density

Density(t) = |Focus(t)| / |Coverage(t)|

Example 5.2 TC, TF and TD of topics
Given a topic t, there are two documents in t which are Doc,=<1,1,1,1,0,0,0,0, 0,
0>and Doc,=<1,0,1,1,1,0,0,1,0,0>. Thus Coverage (t)=<1,1,1,1,1,0,0, 1,

0,0>,TF=<1,0,1,1,0,0,0,0,0,0>,and TD = 3/6 = 0.5.

5.3 The Cascading Forum Topic Mining Algorithm for

Self-Organized Ontology:Maintenance

With the initial version.of Purpose-based Ontelogy-which is given by domain
experts, it can be used to conduct the topics discovery in the forum. Since the forum
documents are incrementally. inserted, ‘the Self-Organized Ontology Maintenance
Scheme is proposed. As shownuin Figure 5.3, there .are five processes which are
Initialized purpose editing, purpose classification, topic clustering, Ontology updating,

and new documents inserting.
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Figure 5.3 The self-organized ontology maintenance scheme
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Firstly, in the initial purpose defining process, the domain expert is required to
edit how many purposes s/he wants to analyze in purpose layer of the ontology.
Secondly, the training data can support the construction of classifier for purpose
classification. Thirdly, in the topic clustering process, if the Topic Density of some
topic is lower than the threshold, the documents number associated with the topic is
too large. Thus, the clustering process is applied to reorganize the original topic into
sub-topics. Fourthly, the ontology updating process revises the original ontology to
new version. Finally, the new documents inserting process keep creating new node
and associating to the ontology for the inserted form documents. It periodically
checks the Topic Density of ontology and applies the topic clustering to self-organize
the topics of the ontology after. a number—of documents are inserted. Thus, the
Purpose-based Ontology can’ be—periodically enhanced and maintained. The

Self-Organized Ontology Maintenance Algorithm-is shown.in following algorithm.

Algorithm : The Self-Organized Ontology Maintenance Algorithm

Step 1. In the initial Purpose Editing process;-the"domain experts provide the initial inquiry
purposes of learning domain to classify the documents.

Step 2. The classified documents as initial training set to perform the purpose classification
analysis.

Step 3. For each topic, if the Topic Density (TD) value is larger than the threshold which
means that there are too many documents classified in one topic, the Topic Clustering
process is triggered to cluster the documents into groups of sub-topics.

Step 4. In the Ontology Updating process, the original ontology is updated with the new
clustered sub-topics.

Step 5. While a new document is inserted, classify the document into the specific purpose and
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insert into the most similar topic in the Purpose-Ontology. If the Topic Density of the

inserted topic node is acceptable then stop, else go to Step 3 and update the ontology.

In this section, the cascading forum topic mining algorithm is proposed to

discover the hot topics.

1) Purpose Classification

Generally speaking, the forum documents are composed of the title and the
content body. The title may consist of the question words represent the purpose of
question; the content body may consist of either detailed question descriptions or the
answer phrases corresponding to. the-purpose-of question. According to researches
about question analysis [75]; most-of the question patterns can be represented as
“question word + domain keywords”, where the question word is one of the
interrogatives (What, How, Why; ‘etc.)<and the domainkeywords represents the
keywords in the subsequent«chunks that tend to reflect the intended answer more
precisely. Therefore, with the manually.constructed initial Purpose-based ontology
and the training data, the question patterns are extracted for purpose classification
with the question analysis and document structure information.
® Question pattern

For different purposes of documents, there are usually different question patterns
such as different interrogatives and various adjective terms. The interrogatives and
adjectives can be formed as the question patterns.
® Answer pattern

Besides the question pattern, the different purposes of the documents may be

predicted from the answer patterns.
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To classify the forum documents into purposes, the lexical pattern matching
approach in different structure level is used. For example, the title keywords set can
explicitly express the document purpose with question phrases starting with
interrogatives such as “what”, “how”, “why”, etc. There are some example patterns of
purposes “what’s the meaning”, “what’s wrong”, “how to do” and “how to use” as

shown in Table 5.2.

Table 5.2 The question and answer keyword-pattern examples of different purposes

Structure Level  Purpose Keyword-pattern

Question-pattern ~ What’s the meaning what is, meaning, definition, ...

example What’s wrong bug, error, problem, help, correct,
why, cant,...
What's Difference comparison, difference, the

relation of; ...

Howto do how “to, how to implement,

functionality, can use, ...

How to use use, call function, ...

Answer-pattern What’s the meaning define as, used for, refer to, ...,

example What’s wrong because, maybe, ...
How to do can use, call function,...
How to use parameter is, for example,...

Therefore, in each level, the defined patterns are represented as the Boolean features
vector for the classification algorithms [49][55][57][62]. If the defined pattern appears

in the document, then the feature value is set as 1. Therefore, with the defined features
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and training set, the purpose classifier can be constructed as shown in Figure 5.4.
Since there are usually a group of discussions posted in the forum documents by
following the same title, the Purpose Classifier by Content is applied firstly to identify
the question or answer patterns in the content. It stops if the document can be
classified; otherwise the Purpose Classifier by Title is applied for further classification

by the terms in the title part.

Purpose Classifier

by Content
classified classified others
s Purpose Classifier
by Title

/

classified classified others

Figure:5.4. The structure-based purpose classifier

2) The Multi-Level Document Distance

In this dissertation, we apply the Term:Frequency - Inverse Document Frequency
(TF-1DF) weighting scheme [4][26][68][76] to represent the topics of documents.
Each document can be represented by a vector <tf;xidfy, tfoxidf,,.. ., tfxidf,>, where tf;
is the frequency of the i-th term, idfi=log(n/df(t)) is the Inverse Document Frequency
(IDF) of the i-th term in the document, n is total number of documents and df(t) is the
number of documents that contains the term.

To calculate the semantic distance of document issues, the C++ Domain Keyword
Ontology is used. The keywords can be collected from the index of textbooks and
online documents. The categories of the domain keywords include “platform”,

“algorithm”, “Program Statement”, “Bug description”, “GUI”, etc. The leaves of the
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concepts are the keyword sets to describe the concept. For example, the concept

“API” has the sub concepts “DLL”, “LIB”, etc. as shown in Figure 5.5.

C++ Domain
Ontology
A kind of.
Alindof A kind of Akind of A kind of
; - = S
Algorithm Program Platform oo description
Statement -
\me Akind of = Akind of A Kind of Akindof Akind ol A kind of
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" Dynamic Gee Visual Runi Config.
3 o i ) Basic Expression Statements Flow C++ Syntax error untime error aror
Akindof A kind of mnu xm of Akindof Akindof AK “h \mm il akater m.m 0 m
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Akind of Akind of \\ imd of

’: hvuaf‘ 11»s|m. h\lra Delimiter IRﬁmﬁﬁc_l _C6nf_g_|

Figure 5.5. C++ domain ontology

For conveniently creating the relationships-amoeng concepts according to the
ontology structure, we assume that-each sub class of C++.Domain ontology will have
the same depth. Howeverpin general, the depths of concept structures are different.
Therefore, in C++ Domain.ontology, if-the depth of a leaf concept is too short, the
Virtual Node (VN) will be repeatedly inserted as its.Child node until the difference of
the desired depth has been filled.

Accordingly, the semantic distance between two documents can be calculated by
the weighted sum of the ontology distance from bottom level to root level. The
bottom level has the highest weight and the higher the levels, the lower the weights.

With the ontology structure described above, let the depth of domain ontology be
h, the i-th element of document in level 7 are represented as U;'*). Assume that the

element U{'?) has k children which are U, . Ul ™) the values of
b

U= w;xU{*Y . Thus, the semantic distance of two documents U and V
)

calculated by weighted sum of multi-level distance can be defined as follows.
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Definition 5.9 The weighted sum of Multi-Level Document Distance (MLDD)
The Euclidean Distance of two keyword vectors in level ¢ is represented as U% and

V(b,

DISt(U (f)’v(i’)) — \/Zn:(ui(/) _Vi(f))Z
i=1

The weighted sum of Multi-Level Document Distance from level 1 to level h is

defined as:

h
MLDD(U, V)= > W, xDistU" v )
/=1

Example 5.3 document distance measurement

There are three documents with original keyword veetors Doc,=<1, 0, 0>, Doc,=<0, 1,
0> and Doc.=<0, 0, 1>. With the—definition of .weighted sum of multiple levels
document distance, the distance measurements among documents are MLDD(Doc,,
Docy) = /2 and MLDD(Doc,, Dot =-+/2-+:0.8*4/2" As shown in Figure 5.6,
although the distance among them.in the original keyword vectors are the same, the

documents within the same class of concepts'tend to be more similar.

W, =0.2 Doc, Docy, Doc,

U,V =<I> U0 = <1> U = <1>
2=0.8 C C z U, =<1, 0> U2 =<1, 0> U2 =<0, 1>

‘ ‘ 'k | U, =<1, 0,0, 0> UM =<0, 1,0, 0> U =<0,0,0, 1>

Doc,=<1,0, 0, 0= Doc, =<0, 1, 0, 0> Doc.=<0,0,0, 1>

Figure 5.6 The example of documents distance

3) Cascading Topic Clustering Algorithm
With the defined Purposes-based Ontology, the cascading clustering algorithm is

applied for the topic discovery. Firstly, the Purposes-based Ontology is referred to
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classify the documents into the predefined purposes by the interrogatives patterns.
Secondly, for each purpose, the topics can be discovered by clustering analysis using
the MLDD distance measurement for the issue vectors. Since the number of topics is
unknown so far, only the criterion of the required average documents’ distances of
each topic can be set, the ISODATA clustering algorithm [6] which can adaptively
divide and merge the clusters to find the most suitable cluster number for the data
distribution is applied. The cascading topic clustering algorithm is proposed as

follows.

Algorithm: The cascading topic clustering

Input: Keyword vectors of forum documents;-Purpose-based ontology

Output: Clustering results

Step 1. Predict the purposes of forum documents as what,-how, why, others, etc,.

Step 2. For each purpose;retrieve the'concerned concepts set of this purpose from
the Purpose-based Ontology.

Step 3. For all documents in this purpose;apply the ISODATA clustering algorithm
with the weighted sum of multi-level document similarity.

Step 5. Store the clustering results into the associated purpose subclass of
Purpose-based Ontology.

Step 6. If there still exists an un-clustered purpose, then go to Step 2 for next

purpose.

Step 7. Output and save the clustering result as topics.

Example 5.3 Example of the cascading data mining for topic clustering

Assume that there are 10 Docs with keywords Y ={ki, ko, k3, k4, ks, K¢, k7, ks, ko, ko,
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kll) k12’ k13}~

Table 5.3 The keyword vector of documents

ki ke ks ki ks ke ki ks ko kio ki ko ki3

Doc; 1 1 1 1 1 1 1 1 1 0O 0 O 1

Doc; 1 1 0 1 1 1 1 1 1 1 0 1 0

Docs 1 1 0 1 1 1 o o0 o0 o0 O 1 0

Docy 1 1 1 1 1 1 1 1 1 1 1 0 1

Docs 1 1 1 1 1 1 1 0 1 1 1 0 1

Docg 1 0 0 1 1 1 1 1 1 1 0 1 0

Docs; 0 1 1 0 1 1 0 1 o o0 o0 o0 O

Docs 0 1 I 0 1 1 O~lk,0 O O O0 O

Docy 1 1 0 1 1 1 0.0 0 0 O 1 0

Docig 1 1 1 1 1 1 0 1 0 1 1 0 1

These documents are classified first, and the classification results can be stored in

Table 5.4.
Table 5.4 The result of applying structure-based classification
Purpose Label Doc
What’s the meaning {Doc,, Doc,, Docs, Docy, Docg, Docio}
What’s wrong {Doc;,, Docs, Docg, Docg}

Next, for each purpose, the clustering analysis is applied and the clustering results can

be stored as the data fields as Table 5.5.

Table 5.5 The Result of Applying ISODATA Clustering Algorithm
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Purpose Label

Cluster DOC

Cluster Centers

What’s the meaning

Ci1a {Doc;,  Doc,,

DOC10}

Docs, <1,1,1,1,1,1,1,1,1,1,1,0, 1>

Cio {DOC7, DOCs}

<0,1,1,0,1,1,0,1,0,0,0,0, 0>

What’s wrong

Coa { Docs, Docg}

<1,1,0,1,1,10,00,0,0,1,0>

Cs {Doc;,, Docs}

<1,10,1,1,1,1,1,1,1,0,1, 0>

Here we introduce the hot topics about “Object-Oriented Programming (OOP)”.

As shown in Figure 5.7, the number of documents of different purposes in topic

“O0P” is presented. As we can see, the purpose of “How to do” is the frequently

discussed purpose in forum documents. The “What’s.the difference” is the second

one.

50%

45% -

20%
15%
10%

5%

Doc. percentage of the topic

0
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40% -
35%
30% -
25% -7

43%
" 20%
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| l . l

What's Mean What's Wrong What's

How to Do How to Use

Different

Purposes

Figure 5.7 The purposes of the hot topic about “O0OP”

With the further analysis of the purpose “How to do”, the issues about

9% ¢

“constructer”, “the initiate and release of the object”, etc. are discussed frequently. In

the purpose “What s Difference”, the issues about “C and C++”, “structure and class”,

etc. are discussed frequently. The rest of main issues discussed in each purpose are

shown in Table 5.6. With the wide purpose hot topic analysis, the inquiry topics of
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learners can be shown.

Table 5.6 The issues of different purposes discussed in the hot topic “OOP”

Hot Topic: Object-Oriented Programming (OOP)

Purpose Issues

What’s Mean Concept about template and data member revision;

Concept about static object

What’s Wrong Problem about free and delete from memory;

Why can t it pass-by-reference

What’s Difference Conflict about dynamic class creation and
overloading;
Differences between'structure in C and Class in
C++;
Difference between define and typedef;

Difference between WaitEvent.and SignalEvent;

Difference between iterator.and [] of STL

How to Do How to‘use constructer in Class;
How to initiate the array in construct;

How to delete the object created from overloading

How to Use How to connect mysgl DB with C++;
How to compile the class in another directory;
How to use winsock.h in dev c++;

Canluse APlinC
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5.4 Evaluation

To stimulate the problem solving activities in the community, the social network
service of Web 2.0 with trustworthy experts finding is proposed. As shown in Figure
5.8, while questioner posts a question, the main keywords of the question is firstly
identified with the interaction to the questioner. The expert finding service will find
trustworthy experts based on their topic interest with respect to the posted question.
Next, the questioner can configure the parameters to change the priority of the
recommendation to fit their required trustworthiness and availability. The
trustworthiness means that the experts may have topic interests to the posted question
and have good reputation based ‘on-their-portfolio, on the forum. The availability
means that the experts are still present.and keep visiting.the forum in recent months.
Thus, with the recommended experts-list, the system.can actively organize the social
network from questioner to.these experts by inviting them.to help solving the posted

question on the forum.

. N Notice the experts &
Question | Expertfinding | "ot o R
identification I service network
— .
. omain relaté Q
Ontology - ooy o = - G
b g %:6 g , ExpertA
'_T w0 ExpertA == :;g*ﬂﬁus tworthy
o Questioner p *
. = ’. (2
2 | Question ;i,’ P @“‘;‘;.:. T, ExpertB
Questioner % Expert B
) - \
. & $
Expert C Expert C

Figure 5.8 The trustworthy expert finding service to bridge the social network for problem solving

Since the trustworthiness of the service is based on the posted forum documents, it
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may result in the phenomenon of “the more discussions you post, the more your social
network can be explored”. Thus, the service on the forum can facilitate the collective
intelligence and the social network of Web 2.0 to enrich the programming problem

solving in the learning community.

The expert’s profile including topic interest, trustworthy and presence is defined.

An example is shown in Figure 5.9.

® Topic interest: referred to the number of concepts in the issue layer of PCO, the
topic interest is a vector of Boolean values where k-th element is assigned to 1 if
the expert has posted the documents related to the k-th issue before.

® Trustworthy value: it is also a vector with the same length as that of topic interest
to represent the reputation of the expert in the specific topic. The k-th element of
trustworthy value is represented by the ratio of the number of satisfied questioners
to the number of all questioners with-respect to.the expert’s historical replies. The
larger the value, the more trustworthy the expertis:

® Presence value: it is a list of array-which records. the ratio of the number of online
days to the number of all days in each month..The Mj is:the ratio of that in the last

month; M; is the ratio of that in two.months ago, etc.

Topic Interest

Issue V, V, |V v
Q Is_Interest |1 1 0 1
Expert | peg Trust |05 |09 |0 . o3

Presence
Month M, M, M,
Avg_Online |0.5 0.3 0.6

Figure 5.9 An example of expert’s profile representation

With the defined expert profile, the aim of the expert finding service is to retrieve
the relevant experts whose profiles are related to the posted question. It can be
formulated as the objective indicators as follows.

A Question Q is inputted by a questioner to express his/her programming problem
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with the concept weight vector. When a learner inputs a sentence of question
description, the predefined thesaurus is applied to extract the frequently used
keywords. Thus, the question is transformed into the keyword vector where the length
of the Q is limited to the number of issues in PCO. Next, the weight values, from 0
(not related), 0.5 (partially related), to 1 (highly related), can be adjusted by
questioner to represent the relation degree of his/her question to the issues. In general,
the keywords of similar meaning are recognized as the same concept. Since the
documents in the forum are short sentences, the length of concept weight according to

our experiment can be limited to the vector with less than 50 keywords.

Question Issue Vi [V, V5 | V,
weight —[0.5- 41 %05 |.. |0

Figure 5.10 Keyword:vector of posted question

1) The trustworthy expert finding
In order to determine the degree of relevance of a query and experts, the
indicators of objective function are defined. Assume that we are given a query Q and
an expert E. Let E.Interest represent the interest vector and let E.Trust represent the
trustworthy vector of expert’s profile. Here, an objective function Obj for measuring
the correlation between query and expert is proposed by combining the objective

functions of Objtrust and Objavailable-
® Trustworthiness: The correlations of query vector Q with vectors E.Interest and
E.Trust respectively are firstly calculated by the inner product represented as
Qe E.Interest and Qe E.Trust each of which represents the similarity of two

vectors. Thus, the trustworthiness value is measured by the weighted sum of two
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inner products with thea factor to control the importance weighting between
trustworthy or topic interest. The objective function of trustworthiness is defined
in Equation 1.

Objtnst(Q, E) =arx (Qe E.Interest) + (1- @) x (Qe E.Trust) (1)
where the factor a, 0 < a < 1, is used to control the importance weighting between
trustworthy or topic interest.

® Availability: To reduce the problem of asynchronous, the existing experts can
be invited to join the problem solving discussion with higher priority. Thus, the
availability parameter is included in the objective function. The objective function
of availability is measured by the weighted average of presence records in expert’s
profile. Assume there are N_records in the-presence array and the E.M; represents
the i-th element in the array, the-objective function is defined in Equation 2. The
availability is judged by the number of login records.within a period of time.
Accordingly, the factor t is proposed to annotate the fading of the behavior

influence based on the probability pheromone update.of Ant algorithm [28].
N4 N .
Objavaitante(E) = ZTIE'Mi Zz" 2)
i=1 i=1
where the 1, 0<t <I, is the factor to reflect the fading of expert’s behavior

influence.

Therefore, the range of these two objective terms, Objrrst and Objavaitante, are both
in [0, 1]. The objective measurement Obj for question Q and Expert E which is a
linear combination of Objrrst and Objavailavie 1S defined in Equation 3.
Obj(Q, E) = px Objrust(Q, E) + (1-) x Objavaitaie(E) (©)
where the factor B, 0 < B < 1, is used to control the weight between

trustworthiness and presence.
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Based on the definition of objective measurement function, there are several

heuristic strategies for the questioner to choose.

Trustworthy experts first (e.g. set a=0.2, f=1): Recommend the experts who are
highly related to the question and have high reputation to help solving the posted
question. It can be used for the difficult problem solving topics, such as the
program debugging, how to implement new application, etc.

Similar topic interest experts first (e.g. set a=1I, f=0.5): Recommend the
experts who actively reply the related questions to help solving the posted
question. It can be used for finding learning partners to discuss the topic, such as
how to configure the developing-platform,-how to use the specific function or
modules, etc.

Expert’s availability first (e.g. set a=0.8, f=0.2): Recommend the active users to
reply their opinions. It*can be, used for the need of quick feedback, such as the

comparison of different SDK; opinion sharing for.new technology, etc.

2) The feasibility evaluation

Training set for ontology construction

The data of programming learning forum “Programmer-Club” consisting of
14,000 forum documents and 1734 user accounts are collected from year 2001 to
2007 as the test data. The characteristics of the forum test collection are listed in

Table 5.7.
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Table 5.7 Characteristics of the test forum documents database

Forum Name No. of No. of Subject
postings community
members
Programmer-Club 14,183 1734 C/C++

programming

® Sample questions
To compute the precision of the proposed approach in different questions, four
frequently asked hot topics which are issues of “Qi: the object-oriented

programming”, “Q,: the string processing”, “Qs: the array processing”, and “Q: the

loop statements” are collected as sample questions.

® Expert finding service configurations

Three expert finding strategies with different.configurations of parameter values are

listed in Table 5.8.

Table 5.8 Parameter values of the three experts finding strategies

Experts finding Strategy Topic interest: « Trustworthy: g
Si. Trustworthy experts first Low (a=0.2) High (6=1)
S,. Similar topic interest experts first High (a=1) Median (5=0.5)
Ss. Experts availability first High (a=0.8) Low (5=0.2)

For each question proposed above, the precision of retrieved top-k experts is
evaluated. In this way, the precision measure is judged by the human experts who are
instructors of programming language course in universities. The precision is defined

in Equation 4.
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Precision = N_Acceptable_Expert / N_Retrieved 4)
where N_Retrieved is the number of recommended experts and N_Acceptable_Expert

is the number of acceptable experts judged by the human experts.

Therefore, with the test data mentioned above, the objective values of different
experts are ranked and top 20 of them are retrieved. The precision measures are
shown in Figure 5.11. The Q1 to Q4 in x-axis represents different questions, and the
data in y-axis represent the precision value. For each question, the measurements of

three different expert finding strategies are shown.

100% —

90% —

80% — O Trustwogthy
_ 0% - - experts first
.g 60% — | | @ Similar topic
'S 50% — — interest experts
S 40% — — first
o 30% ] - Dg\vallable experts

20% L | | rst

10% —

0% 1 1 1

Q1 Q2 Q3 Q4

Figure 5.11 Precision measure for;the three expert finding strategies

As shown in Figure 5.11, we found that the precision values obtained by
“Trustworthy experts first” strategy and “Experts presence first” are relatively low.
With further observation held later on, the documents of Q2 and Q4 are lack of
sufficient number of trustworthy values in our training data. Even though, the average
precision values are higher than 50%. In summary, we may conclude that the
proposed expert finding service are feasible in general where the similar topic interest

experts first strategy can have highest feasibility.
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3) The effectiveness evaluation

In addition to the feasibility evaluation, the effectiveness of the proposed social
network services is investigated. The inquiry-based learning process is based on the
existing web forum and learning community treated as learning context. The
prototype of the social network service is provided as the add-on functionality to
recommend the trustworthy experts based on learner’s question. The experiment held
by involving 21 university students who are majored in computer science all with
programming experience participated in the evaluation. The questionnaire analysis is
applied to evaluate the students’ satisfaction degree of the provided services in
different inquiry problems and in different expert finding strategies as shown in Table
5.9 and Table 5.10 respectively. The items are-measured by the five-point Likert scale
ranging from 5, “strongly agree” to-1; ‘strongly disagree”. The mean and standard

deviation (SD) of the questionnaire statistical results are shown as follows.

Table 5.9 Questionnaire:of learners’ satisfaction in/different inquiry problems

Questionnaire-ltem Mean  SD

Q1. I think the inquiry-based learning with experts on the forum is 4.05 0.80
helpful for the programming problem solving.

Q.. I think the inquiry is especially helpful in the problems of 4.10 1.00
“what’s the meaning” or “what’s the different”.
Qs. I think the inquiry is especially helpful in the problems of 4.19 0.98

“what’s wrong”.

Qa. 1 think the inquiry is especially helpful in the problems of “how  3.95 0.86
to use” or “how to do”.

Qs. | think the inquiry is especially helpful in the discussions of 4.33 0.66
“new experience sharing”.

As shown in Table 5.9, the mean of Q; item is larger than 4.0. Thus, the expert

finding service is helpful in general. The items from Q, to Qs show the satisfaction
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value of different inquiry problems discussed on the forum. The highest mean value
occurred in Qs. It shows that the inquiry with experts is most helpful in “new
experience sharing”. The mean value of Qg is relatively lower than others. With the
further feedbacks from learners for the problems of “how to use”, some of them
would like to read the technical documents by themselves rather than asking from
social interactions. The mean values of items Q2 and Q3 are higher than 4.0 which

represent the helpfulness of the services.

Table 5.10 Questionnaire of learners’ satisfaction in different expert finding strategies

Questionnaire Item Mean  SD

Qs. | think the “trustworthy experts. finding service’’.is helpful for 3.95 0.80
my learning.

Q5. I think the “availability gxperts finding service.is helpful for 4.05 0.74
my learning.

Qs. | think the “similar topic interest experts finding service” is 4.24 0.70
helpful for my learning.

Qo. | think the “automatic social networking service” is helpful for 3.62 0.67
my learning.

Q0. The “automatic discussion invitation:services” of problems 2.67 0.86
from other learners do disturb me.

As shown in Table 5.10, questionnaire items of learners’ satisfaction in different
expert finding services have been investigated. The item Qo was asked in opposite
ways compared to others. In average, from the mean value of Qg, Q7, Qs, and Qq, the
satisfaction evaluations of proposed services are larger than 3.0 which means
acceptable. Among them, the item Qg: “similar topic interest experts finding service”
got the highest value. In addition, the feedback of how to further improve the service
was provided. One of the learner’s feedback said that the categories and topics can be

more customized for their learning subjects. Thus it can be easier for students to ask
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the right question to find the right experts.
In summary, the experiment result shows the effectiveness of inquiry behavior
modeling to provide the learning guidance by trustworthy experts finding service.

Most of students agreed that the proposed social network service is helpful for their

learning.
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Chapter 6
Behavior modeling of content tagging
for learning resource management

With rapid growth of Web 2.0, one of the emerging visions is the “collective
intelligence” of the community of members to contribute their knowledge. The
collaborative content sharing platforms such as the Wikipedia, YouTube, Flicker, etc.
are getting more popular. With the online knowledge sharing platforms, learners can
easily contribute their learning contents and share the resources contributed by others.
However, users in the community may" have /multidiscipline background. How to
efficiently categorize the contents and.effectively provide the solution retrieval
service becomes a challenging issue:

In this chapter, the behavior modeling for students .in the knowledge sharing

community is proposed for adaptive solution retrieval for problem solving.

6.1 Knowledge sharing behaviar modeling on content repository

The Web application technology referring to Web 2.0 facilitates mass
collaborating and sharing on the online platform. The folksonomy approach which
means users providing tags to categorize the users’ generated contents has been
proved useful in many Web applications such as the Delicious, Flickr or YouTube.
The folksonomy is currently one of the most popular contents organizing methods. As
shown in Figure 6.1, the item bank of programming problems as an example, students
can act as contributors who upload their programming test items or solutions to the
learning content management system and share their learning experiences. Students
annotate the contents by folksonomy tags which are the user-generated classification
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keywords. Students can act as consumers or followers who download and reuse the
items by searching the tag. Students can also act as critic who update or revise the

items or folksonomy tags in the content repository.
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Figure 6.1 The behaviors of Knewledge sharing-activity on content repository

To provide adaptive content retrieval service, the taxonomy [5][27] is important
information for retrieving the test items to meet the concepts to be tested. If the test
items of the item bank are tagged with taxonomy, then the test items can be easily
retrieved by fix length keyword vector model as shown in Figure 6.2. For example,
the terminal nodes of taxonomy can be represented as fixed length vector <Ci.1, Ci.,
Cy.1, Cs.1, Czo>. Therefore, the user’s query of the concepts “Ci.; OR Cs3.1“ can be
represented as vectors <1, 0, 0, 0, 0> and <0, 0, 0, 1, 0> where the 1s represent the
required concepts based on the vector model. While the similarity between the test

item keyword vectors and the query keyword vectors are larger than the predefined
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threshold, the test items will be retrieved for the test sheet composition algorithm.

<Cr1, Cia, Cop, Cag, Ca>

Taxonomy

Query="Cy.; OR Cs."

Input concepts
to be tested

Well-tagged

Item Bank Retrieving

<1.0.0,0,0> <0,0,0, 1, 0>

A

Content
Retrieval
Algorithm

4

Test Item 1

I Test Items <Cr1, Cia Cog, Cag, Cag> <C1.1, Ci, Co1, Ca, Cap>

=<1, 4,0,10,0> =<0,0,0, 1, 1>

well-tageed items

Figure 6.2 The test sheet composition supported by the well-tagged item bank

The test items tagged with the taxonomy can be the well-tagged test item. The

definition of well-tagged test«item.is‘as follows.

Definition 6.1 The well-tagged test item
A test item is well-tagged only when the tagged concepts of a test item are not
overlapped with each other and no more tags can be added to describe the tested

concepts.

In contrast to the taxonomy, the benefit of the folksonomy approach is that the
tags can be quickly collected and the tags make sense to users. However, the main
drawback of the folksonomy is that the uncontrolled tagging process is apt to cause

the synonym, redundancies and incompleteness of tags. With our observation, this is
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because different folks may have different disciplines for contents categorization.
Therefore, the problem of how to converge the diversified social tags into consensus
taxonomy which is defined as tags consensus building problem arises with the growth
of users and contents.

In order to build the consensus taxonomy for content retrieval, the users’ behavior
model needs to be built for disagreement detection. Therefore, the knowledge sharing
activity can be obtained by the combination of content access actions and the tag
refinement with respect to the existing taxonomy structure. Accordingly, the users’

behavior modeling for knowledge sharing is defined as followings.

Definition 6.2 The knowledge sharingbehavior model
B=(C, A) where
® C: the contributed or modified folksonomy tags.
® A={New | Support | Against } represents the:knowledge sharing actions of New:
user adds a new content and tag, Support: user reuses current content without

modification, and Against: user. deletes-or-modifies the existing content and tag.

Since users provide knowledge based on different disciplines, the conflicts of tags
as followings need to be resolved.
® The tag synonym and hyponym means that the concepts of two tags are
overlapped.
® The tag redundancy means that some tagged concept is not highly related to
the test item.
® The tag incompleteness means that the existing tags are insufficient to

describe the test item.
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If the defects of tags can be reorganized to complement each others, then the
self-tagged content repository can be refined and integrated into well-tagged content
repository as shown in Figure 6.3.

Item-bank tagged by folks in folksonomy way

Self-tagged Self-tagged Self-tagged
Content Content Content
i Repositor Repositor

Tags Consensus Building

%r

Tags of Taxonomy

Well-tagged
Content
Repository

Figure 6.3 Tags consensus building problem

We define this metadata reengineering process as the tags consensus building
problem as follows. Solving the problem can avoid retrieving the unexpected test

items during the test sheet composition.

Definition 6.3 Tags Consensus Building Problem

Given self-tagged item bank, the problem is how to resolve the synonym,
redundancies and incompleteness of tags in each test item to build the well-tagged

item bank.
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6.2 The Iterative, Collaborative Ontology Crystallization scheme

for Consensus building

To solve the Tags Consensus Building Problem, the different disciplines of
concept hierarchy about tags need to be resolved first. In this section, the ontology [3]
is applied to model the concept hierarchy about tags. To obtain the consensus of
concept hierarchy, an Iterative, Collaborative scheme called Ontology Crystallization
is proposed based on the idea of modified Delphi method [2][23][43][46][54][59][71].
The modified Delphi method is an iterative, group decision support methodology for
the convergence process usually having several rounds of brainstorming stage and
conflict resolution stage using the_digitized guestionnaire. Accordingly, as shown in
Figure 6.4, when tags with new conceptrhierarchy are added, the new contributed
assertions of concept hierarchy are-regarded-as.the candidate assertions. After there
are a number of candidate-assertions, the ontology crystallization process is triggered
and assertions can be appended, to. the new converged ontology, e.g., the version k+1

and k+2 in Figure 6.4.
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Figure 6.4 The Iterative, Collaborative Ontology Crystallization scheme

In the ontology crystallization process, the questionnaire approach is used to
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efficiently gather information and acquire users’ opinions of tags with conflict
concept hierarchies. To achieve the social agreement, the Folksonomy-based Delphi

Method is proposed to resolve the disagreements through the voting by questionnaire.

Discussion
Group Members

Questionnaire Filling

-
New/ Conflict Folksonomy-based Delphi Method
Assertions
~— Questionnaire PN Disagreement VNCYV
] - Questionnaire goaroct - crsion
Current Generator System Resolution Ontology
Ontology
\_ﬁ B ’/

Figure 6.5 Folksonomy-based Delphi Method

As Shown in Figure 6.5, the Questionnaire Generator process detects conflict
assertions and generates appropriate questionnaire by constructed questionnaire item
templates. In the Online Questionnaire -System, the disagreement resolution can be
done by voting from community. members. Since theconflict resolution using original
Delphi method tends to become onerous task: To ease the task, the dynamic users are
involved in the Delphi group. To compensate the loss of consistency, the users are
classified into groups based on their proficiency and expertise. Thus, the users in the
Delphi group can be substituted by the different users in the same group. The

questionnaire system of Folksonomy-based Delphi Method is shown in Figure 6.6.
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Figure 6.6 Questionnaire system of Folksonomy-based Delphi Method

6.3 The metadata effectiveness evaluation

With the consensus demain concept hierarchy, the defects of tags still need to be
resolved. Accordingly, tag effectiveness-criterion-is'proposed to resolve the defects of
tags. Assume there are tags T4 and. T, collected in-folksonomy way. The tags can be
mapped to the concepts in the given concept hierarchy with nodes C;, Cy.1, C1.,, and
Ci1.3. The tag effectiveness criterion of tags can be obtained such as T;.effectiveness,
T,.effectiveness. The Threshold represents the minimum value of required tag
effectiveness. Three heuristic rules for the tag effectiveness refinement are as follows.

The first situation is shown in Figure 6.7. If the associated concepts C; and C;.3
of two tags T; and T, have the consist_of relation, then the tags are synonym or
hyponym. The synonym and hyponym can be resolved by selecting the tag with

highest effectiveness value.
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Figure 6.7 The synonym resolution heuristic rule

The second situation is shown inFigure:6:8. If the tags T, and T, are in the same
sub-tree of the concept hierarchy,and the effectiveness value of tag Ty is lower than
the required threshold, then.the tag-T;-might-be the redundant tag. The redundant tag

can be eliminated.

I ] . T,.effectiveness < Threshold
Cpy Ciy Cis T,.effectiveness2 Threshold

Delete redundancy tag
Redundancy TESt item

Figure 6.8 The redundancy resolution heuristic rule

THEN

The third situation is shown in Figure 6.9 If there is a course-grained tag and its
effectiveness vale is lower than the required threshold, then the tags of the test item is

incomplete. The incompleteness can be handled by drilling down the concept
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hierarchy and suggest the fine-grained tags to evaluate the effectiveness again. If the
candidate fine-grained tags are effective then the incompleteness is resolved. Else we

should ask the users to add more tags to improve the metadata of test item.

T :
T,.effectiveness < Threshold
IF AND Test item
Leu | [co. |

Evaluate: Add effective tag

Ts.effectiveness < Threshold

T,.effectiveness >Threshold

Figure 6.9 The incompleteness resolution heuristic rule
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Incompleteness and
suggesting candidate tags

Based on the ideas above, the-tag effectiveness refinement heuristic rules are
proposed to resolve different defects as follows.
® R;: Synonym resolution heuristic rule
If (T1 and T, have consist_of refation) AND (T, effectiveness > T;. effectiveness)
then select the tag T, Else select tag Tz:
® Ry Redundancy resolution heuristic rule
If (T,.effectiveness < Threshold ) then delete the tag T;.
® Rj3: Incompleteness resolution heuristic rules
If (concept of tag T, has children concepts) then suggest tags of children
concepts as candidate tags (assume T3 and T4). While (T,.effectiveness =

Threshold ) then add tag T,.

In the proposed tag effectiveness refinement heuristic rules, the effectiveness of

tags is an important factor to decide which tags should be selected or eliminated. In
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our approach, the tag effectiveness evaluation can be obtained from the pretesting
result of students. For each test item, if the students have high achievements for the
tagged concepts and correctly answer the item, then the tags are effective. Else, the
tags have lower effectiveness value and need to be refined or eliminated. Thus, the
Item Response Theory (IRT) [34][79] is applied to evaluate the effectiveness of tags
based on students’ learning achievements, discrimination of test items and difficulty
degree of test items. The IRT-based Tag Effectiveness Criterion is defined as

followings.

Definition 6.4 The IRT-based Tag Effectiveness Criterion
For the item j, the value P; indicates the difficulty degree and the value D;
indicates the discrimination degree. For the student’i, the learning ability value
% ranging from -3.5.1t0' 3.5 indicate the weighted learning degree from low to
high. Thus, the Sj;, the*tags effectiveness of the test item j via score of student i,
can be evaluated by the modified logistic model of Item Response Theory
equation,

1

ij = 11e L7Dii+R) € =2.719 1)

S

Next, for tag k, let Rk be the sum of S;; scores of correct items and Wy be the sum
of Sjj scores of incorrect items. The factor 7 is an arbitrary small positive real
number to make sure that the nature logarithm function is well defined. Thus, the

Cx, the IRT-based Tag Effectiveness Criterion of the tag K, is defined as follows.

Ck = In (Ret7) I (Wit1)) (2)
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With our experience, the criterion value ranges from -4 to 4. The larger value
indicates higher effectiveness and negative value indicates no effectiveness.

With the defined IRT-based tag effectiveness criterion and the heuristic rules

proposed above, the algorithm of the IRT-Based Metadata Reengineering Scheme is

proposed as follows.

Algorithm 6.1. The IRT-Based Metadata Reengineering Scheme (IRT-RES)

Input: tags of self-tagged test items, domain concept hierarchy, students’ pretesting
results on test items.

Output: consensus tags.

//Phase 1. Construct the concept hierarchy of tags:

Step 1. Map the tags of the metadatato the concept hierarchy.

Step 2. For each concept node, if there are multiple tags on the same concept node,
then resolve the ambiguity by keeping one unique tag.

/[Phase 2. Tag refinement based en IRT-based tag effectiveness:

Step 3. For all tags, execute the Tag effectiveness evaluation algorithm (defined in
Section 4.1) to obtain the tag effectiveness criterion using students’ pretesting
results on test items.

Step 4. For tags of each test item, apply the tag effectiveness refinement heuristic
rules to obtain the tags defects. Suggest the inference results to the users to
support the tags consensus building. Repeating the tag refinement process of
Phase 2 until all defects of tags are resolved and then output the consensus

tags.
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6.4 Evaluation

To evaluate the effectiveness of the tag, an experiment has been done. The
experiment results showed the tag refinement results and users’ satisfaction for our
approach.

1) Experiment of Social tags versus IRT-MRS

In the experiment, our goal aims to prove that the IRT-MRS can effectvely refine
the social tags collected in folksonomy way. The item bank metadata reengineering
experiment selected the scope of Trigonometric Function in 11" grade Mathematics
as the experiment domain. The test items were selectd from the term examination to
make sure the quality and teachers were asked.to provide the tags in folksonomy way
as the test item metadata. There were 21 senior high school teachers participated as
folks in the social tagging ‘process. Two.domain experts who have ten years
experiences in the 11" grade Mathematics for test sheet composition and taxonomy
construction were participated to evaluate the-effectiveness of tags constructed by our
approach.

The concptual view of the experiment procedures is shown in Figure 6.10. For the
same test items, the tags A constructed by 21 teachers in folksonomy way were
compared to the tags B constructed by our approach. The 18 classes of high school
students’ pretesting scores of those test items were input to the metadata reengineering
process. Afterward, the effectiveness of tags A and tags B were evaluated by two
experts. Two experts were asked to provide their tags as the evaluation test cases. If
the tags B are closer to the experts’ tags than tags A, then we can conclude that our

approach can effectively refine the tags.
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2) Experiment results

The Figure 6.11 shows the collected.social tags-in'the experiment. The tags were
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Figure 6.10 The experiment of tag evaluation by experts
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The tags of test items obtained from traditional folksonomy, IRT-MRS, expert 1
and expert 2 are shown in Table 6.1. The test items are sorted by tag size of traditional

folksonomy. The tags given by expert 1 and expert 2 are test cases.

Table 6.1 Tags of test items collected from folksonomy, IRT-MRS, and experts

Test Tag Social Tags of Tags of Tags given by Tags given by
item size traditional folksonomy IRT-MRS Expert 1 Expert 2
T1 1 Co1 Ca1 Ca1 Co1
T, 1 Cs C1, C21, C3, Cs Cs Cs
T3 2 C21,Cs Cs Cs Cs
T, 2 Cs Ce Bl Cs Cs
Ts 2 Ca1, Cs C21,Cs Cs Cs
Te 2 Cs.1, Cs C1, GCs Cs C1, GCs
T 3 C1, Ca3, Co2 Cq Cis Cis
Ts 3 C1, Ci2, Co Cy, Cou Ca1 Cy, Cau
To 3 C1, C1a, Craa Cy Cia Ciaa
T 3 C4, Cs, Cy Cs Cs Cs
Tu 4 C1, C1a, Cr11, Cog C C Ci3, Cr1a
T, 4 Cs, Cs, Cg, Cs Ce, Cs Cs, Ce Ce
Tiz 4 C1, C1a, Cp, Coa Coa Caa Caa
T 5 C1,C4,Cs1,Cs2,Cs Ca-2 C41,C42,C5 Cuq, Cap, Cs, Cro11
Tis 5 C12,C4Cs1,Ca2,Cs Cq,Caq, G5 Caq, Cap, Gy, Cs Cs4, Cs
Tie 6  Cis, Cs Caa, Cs, Cg, Cr Cs, Ca2 Cs, Ca-, Cs, Cs, Cs

In IRT-MRS, the calibration software for the three parameter logistic IRT model
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is used to obtain the IRT-based tag effectiveness criterion. The average number of
altered tags for test items with different tag sizes is shown in Figure 6.12. The test
items with larger tag size are more diversified and thus the IRT-MRS refines more

number of tags.

Average number of altered tags in IRT-MRS

5.00
4.00 / +
3.00

2.00 _——

1.00 —_——

000 T T T T T 1

Nnumber of altered tags

Tag size of test items

Figure 6.12 The average number of altered tags for test items with different social tag sizes
The tags were evaluated by the-average number of-differences from the tags
given by two experts.
The smaller differencess-mean that the tags-are-more effective. The comparison of
the social tags and tags of IRT-MRS based-on-two experts’ tags are shown in Figure
6.13 and Figure 6.14. In general, the tags of IRT-MRS can improve the social tags

with tag sizes larger than two.
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Figure 6.13 Comparison of the social tags and IRT-MRS based on expert 1°s tags

Tag refinement based on expert 2's tags
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Figure 6.14 Comparison of the sacial tags.andIRT-MRS based on expert 2’s tags

Afterward, the correctness evaluation for the tags.of IRT-MRS was conducted by
the questionnaire analysis with.the original 21 senior high sechool teachers. The typical
five-level Likert scales item was used in‘the satisfaction questionnaire. The means of
feedbacks in different levels'had '14.3% general,-66.7%-agreed and 19.0% strongly
agreed for the correctness of <the proposed—approach. The feedbacks of open
questionnaire from the teachers showed that they were amazing to the automatic tag
refinement results. The IRT-MRS can effectively suggest them the tested concept of
the test items from the students’ pretesting reflection. Therefore, we may conclude
that the IRT-MRS can successfully help teachers build the consensus and acceptable

tags.

78



Chapter 7 Applications

In this chapter, the applications of behavior modeling using in game-based
learning, enterprises system error solution retrieval and online adaptive learning

content sequence services are investigated.

7.1 Application: teaching Boolean Logic through game rule

tuning

The Boolean logic is the logical calculus with algebra of truth values 0 and 1
representing false and true. Numerous subjects studied in schools such as describing
scientific theorem in Mathematics and Physics-or causal statements in History and
Literature use the Boolean logic as-the formulation language. There are also many
problems about decision making or rule designing in our daily life can use the skill of
Boolean logic to help clarify the possible-effects for different situations.

Since the Boolean logic is‘a tool“for representing.the.cognitive principles or rules,
the Truth table, Logic gate and Menn-diagram “approaches are usually used in
traditional lecturing to visualize the behavior of different operators and the results of
various logic expressions. However, these traditional approaches lack meaningful
scenario to connect students’ experiences, the mappings between Boolean logic and
real world case spaces are usually difficult for students to imagine and comprehend.
Teachers usually need to explain the concepts with real world cases including the
formulation from the real world cases to Boolean logic space and the realization from
the Boolean logic expressions to the real world space. It motivates this dissertation of
applying the game-based learning approach to assist students in manipulating and

observing the relationship of two spaces.
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To support the teaching of Boolean logic and solve the issues above, the
game-based learning with game rule tuning activity is proposed. The game rule tuning
activity design process is shown in Figure 7.1. The initial process of selecting the
suitable game is the most important process. For example, the logic learning should
select the puzzle game focused on logic training, the management learning should
select the strategy game focused on decision making, the clinical learning should
select the simulation or action game focused on reaction training, etc. Next, the
process of mapping learning objective to game property instantiates the abstract
learning objective to the meaningful game scenarios or obvious scores. The process of
modeling difficulty of learning activity allows the teachers to provide suitable tasks
following the pedagogical need.«In-this dissertation; .the classical game Pac-Man is
chosen as the teaching material and-the Scratch programming tool is used as the

learning platform.

. Mapping Modeling
S(_alectlng :> learning objective :> the difficulty of
the suitable game . .
to game property learning activity

Figure 7.1 The Game rule tuning activity design process

With our observation, a game is composed of game rules, game script, and game
roles. The popular game such as Pac-Man involves well-designed game rules, simple
game scenario and characteristic game roles to interest players. In this dissertation, we
define the grammar of game rules to represent the Boolean logic expressions space
and the game scenarios to represent the real world case space. For example, the rule
“Ate Pill AND Touched Ghost >Score” includes the conjunction and implication
operators for one scoring scenario that “if the Pac-Man ate the pill and touched the
ghost then the player gets one point of score”. Thus, the students can practice the

realization of Boolean logic from the game rules to the game scenario and vice versa.
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Accordingly, our goal aims to provide several modified game scenarios from original
Pac-Man game to stimulate students to comprehend the specific Boolean logic in
game rules in terms of teacher’s teaching objectives. Therefore, how to model and
manipulate the rules of the game cases is our first concern.

The Scratch open source programming tool was developed by Resnick from MIT
Media Lab in 2007 for students to easily create games and share their creations. The
Scratch is used as the learning platform in the Boolean logic learning. The Scratch
programming tool is based on the self-defined object-oriented programming language
with the support of the logical operators including the conjunction, disjunction and
negation. As shown in Figure 7.2, the WYSIWYG (what you see is what you get)
interface of the Scratch programming tool allows students to easily compare the game

scenario (the left part of Figure 7.2)-and game rules.(the right part of Figure 7.2).

A :
Real World case | Formulation > Boolean logic
- expression space:

space:
Game scenario < Realization | Game rules
-

Ate Pill OR Ate Fruit = Score

@ il D Fie Edit share Help( L v 3 )

3

:h_lngn score | by €3

Ate Pill AND Touched Ghost = Score

Figure 7.2 The Scratch programming tool

To evaluate the hypotheses we made, there are 67 random selected 9-th Grade

students (14 to 15 years old) in Minzu Junior High School, Taipei, Taiwan
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participated the experiment in semester 2009-2010. There are 27 students in control
group and 40 students in experimental group and their background including semester

grade of Mathematics and ratio of boys and girls are shown in Table 7.1.

Table 7.1 Students joined the experiment

Groups size  Term Math Score Boys / Girls
Control group 27  2009-2010 66.33 12/15
Experimental group 40  2009-2010 62.6 19/21

The experiment tool of the_learning achievement, evaluation is the self-designed
test sheet for Boolean logic realization:
® Comparison of learning improvements

The testing score of the“learning achievement:is shown'in Table 7.2. To evaluate
the difference between two groups, the paired two-sample T-test for means of scores
is applied. Consequently, the t-test results:of the experimental groups suggest
significant differences but the control group has no significant differences. Finally, we

may conclude that the experimental group has higher learning improvement.

Table 7.2 The score for each group (total score=100)

Pretest Posttest

Mean Std. Div. Mean  Std. Div. Paired t-test

Control group 5444 20.82 5481  20.64 t(26)=0.0997,
(size=27) p=0.9214
Experimental group 54.5 17.68 64 12.77 t(39)=3.9141,
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(size=40) p=0.0004*

*p<.05

® Comparison of learning outcomes

The testing score of the learning achievement is shown in Table 7.3. To evaluate
the difference between two groups, the un-paired two-sample T-test for means of
scores is applied. The null hypothesis Hy assumes that population variances are equal.
The t-test results show that F-value is 2.61181 and p-value is 0.0065. Consequently,
the t-test results of the two groups suggest significant differences at a confidence
interval of 95%. Finally, we may conclude that the .experimental group has higher
learning achievement than control group.

Table 7.3:The score for each group (total score=100)

SizepwMean Std. Dev.
Control group 27 54.81 20.63
Experimental group 40 64 12.77
F=2.61181, p-value=0.0065*
*p<.05

From the experiment, our findings of applying the game tuning activity in the

game-based learning can be concluded in following points:

® Although the game-based learning is interesting for students, the game is additive
for students. Therefore, the teacher should control the progress of the teaching
stages and provide clear and well-designed learning goal.

® Since teaching the realization of Boolean logic is our main objective, choosing

the well-known game with simple game scenario is better for students to quickly
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catch the point.
® The learning materials and learning platform should be prepared for students to

avoid wasting time in getting familiar or installing the preliminarily used tools.
® Understanding the application of Boolean logic affecting the interesting games is

surprisingly attractive for students to actively engage in the learning activities.

Though this works, we have some suggestions of applying game to learning. For
the game platform selection, the game should be easy to manipulate and the factors of
the game should be easy to observe. For the reinterpretation of the game, teachers
should connect the game scenarios, roles and rules with the knowledge in order to
apply the pedagogical theory to the game-based learning activity. For the activity
control, the teacher should be able-to-control-the learning progress by dividing the
game playing into several rounds;-and thus the explanation can be provided before
each round. For the activity design, the learning objectives.of each activity are better
to be limited in one or tworspecific.concepts.

The effectiveness of the game-based learning for realization of basic operations of
Boolean logic has been shown in ‘our experiment. Currently, the Pac-Man game rule
tuning activity only supports the learning of simple Boolean logic expressions for
junior high school students. In the nearly future, we will further apply the game rule
tuning activity for the complex logic expressions or higher order logic with quantifiers
(existential and universal). Since the key point of game-based learning is the selection
of the suitable game type, the simulation games or strategy games which contain more
criteria for decision making can be selected as the game context for the learning of

complex logic expressions.
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7.2 Application: the enterprise problem diagnosis and solution

retrieval

To obtain the high reliability and availability of the information system in the
enterprise environment, the multi-domain architecture has been applied to system
design extensively to enhance performance, flexibility and scalability of the
information system [29][81]. However, it increases both the complexity of the system
and the difficulty of problem diagnosis. Moreover, once the complex information
system goes wrong, domain experts usually get together to look for solutions to fix
the problem as soon as possible. In the enterprise environment, the expert finding and
problem diagnosis of complex system is mission critical.

The typical customer relationship management system (CRM system) shown in
Figure 7.3, a typical multi-domain system for daily operation, connects several
component applications to.provide services of billing/management system, human
resource management and network maintenance system. To ensure the CRM system
works well in daily operation, experts in different domain (e.g., DBASs, system
maintainers, system administrators and developers etc.) should participate in
maintaining the system. Therefore, how to utilize domain knowledge and the profiles
of experts during problem diagnosis processes to find the right persons to fix the

problem of the complex system (multi-domain) has become an important issue.
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Figure 7.3 System architecture of CRM system.

As we have known, case-based reasoning (CBR) [13] is an approach that solves
new problems by retrieving existing-stuccessful*solutions of similar problems from a
knowledge source of cases,.the so-called “case-base”. CBR has been broadly applied
in various areas such as problem diagnosis, solution retrieval, help desk, assessment,
decision support, design, and planning [12][72]. However, the process of case-based
reasoning is very time-consuming.and the result might not be accurate when the case
base is likely a large coarse-grained, case;base. Searching through the whole “case
base” for a solution in a sequential way is rather inefficient. Moreover, it is
important to recommend an appropriate expert to solve the problem based on her/his
domain knowledge, technical skill, experiences, and so on. Since role-based access
control model can be used to solve such requirements of problem diagnosis and
solution retrieval, we combine it with a hybrid case-based reasoning approach, the
rule-based case-base reasoning (RCBR) methodology, to apply to the high-level
knowledge for problem diagnosis and the concrete-level knowledge for solution
retrieval. The high-level knowledge which is extracted by rule-based reasoning (RBR)

can locate the problem in a specific category, and the concrete-level knowledge can
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retrieve solution from the specific case base with case-based reasoning (CBR).

Similar to the concept of object-oriented programming, we could treat all the
entities in the real world as concepts and it is natural for us to model the world using
concepts hierarchy. In knowledge acquisition phase, knowledge engineers acquire
error type ontology with domain experts. The ontology is divided into two layers, the
abstract layer ontology describes abstract categories of error types, and the concrete
layer ontology describes error spaces of the specific domain. In Fig. 5, knowledge
ontology of error spaces is excerpted from the oracle database that is designed by
cooperation of the domain experts and knowledge engineers. The knowledge classes
that include oval and rectangularity represent the concepts from domain experts. As
shown in Figure 7.4, the knowledge-class~“oracle. DB” , consists of two KCs
(knowledge classes), “instance” [~and “database” ,.and the rectangle stands for
knowledge class of the error type of cases. Two types of relationships are used in error
type ontology to describerrelationships_of problems. The-first one is the “trigger”
relationship between concepts. Some rule class is/triggered when some specific
conditions are satisfied. It means‘that a problem ‘may be transformed into another
problem. For example, “system error” can transform to “databases error” when the
root cause of error is identified in DB layer. The second one is “acquire” relationship,
which could be used to describe the sub-problem may be solved by acquiring another
rule class. For example, a “control file error” may acquire the expertise of “DB

diagnosis”.
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Figure 7.4 The error type ontology of oracle database

With the defined error type ontology, the Rule-based Error Type Inferring for Problem
Diagnosis and the Case-based Reasoning for,Solution Retrieval are proposed as

followings.

1) Rule-based Error Type Inferring for Problem Diagnosis

Rule-Base

Retrieval
Solution Case

Associative
concept

y|

Solution
Case Base

i

Transforming

Facts
transformation

Associative
concept

Associative
concept

Figure 7.5 The behavior of pondering over known information in Rule-Base

As shown in Figure 7.5, when facts are collected through sensors or other input

sources, the facts will be inferred from a specific concept in a domain and other three
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concepts can be associated according to their relationships. Nevertheless, people may
not consider all relevant knowledge at the same time since too much effort is required
to solve the problem. Some inference skills are widely used in human thoughts to
improve the performance of knowledge inference. The inference process for problem
diagnosis is described as follows. The first step is to select a rule-base from multiple
rule-bases. Because a knowledge system cannot contain all types of domain
knowledge, it is necessary to specify a knowledge domain before inference. The
second step is to collect the facts and specify a knowledge class (KC) containing the
corresponding control knowledge for the problem to be solved. According to the
specified KC, the inference engine will perform the reasoning process. Finally,
interesting and useful information can-be-obtained from final fact value. Furthermore,
the order of fired rules is decided-by-CF values, and the lower priority rules have
weak CF values. After the.inference processes, the error type of the problem can be

identified.

2) Case-based Reasoning for Solution Retrieval

After the error type of the problem is diagnosed, we retrieve the solution from
corresponding case base with Case-Based Reasoning approach. Case-Based
Reasoning (CBR) is an approach that solves a new problem by recalling a previous
similar situation and reusing information and knowledge of that situation. A process
model of the CBR cycle may be described by the four processes: RETRIEVE the
most similar case, REUSE the information and knowledge in that case to solve the
problem, REVISE the proposed solution, and RETAIN the parts of this experience

which it’s likely to be useful for future problem solving.
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Example 6.1

In the case bases, the original solution documents of error instances obtained
from the experts and technical forums are retained as the attribute-based solution
cases with attributes error type, subject, module, version, platform, publisher, date,
and solution statement as described in Table 7.4. It is the example case of “Redo Log
Error”, and the case is represented as case vector by Local Solution Case Feature of

error type “Redo Log Error”.

Table 7.4 Example case of Dropping Redo Log Not Possible

Attributes Description
Error Type Redo Log Error
Subject DROPPING'REDQO.LOGSINOTPOSSIBLE
Application File
\ersion 8.1.7
Platform Solaris
Description Could not drop the redo logs' which may be needed for

instance recovery.

The online redo logs could not be'dropped if:
1.There‘are enly two log groups.

2.The corruptredo.log file-belongs to the current group.

Solution The error ORA=1624 will"be produced, since an online redo
log file with status=CURRENT or status=ACTIVE in v$log
could not be cleared. The command erases all data in the
logfile.

Please note that ‘alter database clear logfile' should be used
cautiously. If no archived log was produced, then it is
impossible to conduct a complete recovery. Perform a backup
immediately after completing this command.

Based upon Local Solution Case Feature of “Redo Log Error”, the solution case
can be represented as case vector.

“DROPPING REDO LOGS NOT POSSIBLE* Vector = {“Redo Log Error”,

“dropping redo log”, “8.1.7”, “solaris”, “online redo log”, “corrupt redo log

file”, “ORA-1624", “status=CURRENT”, “status=ACTIVE”, “logfile”, “alter

90



database clear logfile”, ...}

To evaluate the performance of the novel approach, the Solution Retrieval System
(SRS) is implemented based on RCBR approach to support problem diagnosis and
solution retrieval for customer relationship management system of a telecom company
as shown in Figure 7.6 and 7.7. We defined six error categories, and extracted about
10800 error inference rules, 360 real cases, and 27 expert profiles in SRS system. The
experimental results of SRS system is compared to the KM Center which is original

solution retrieval system implemented based upon keyword search approach.

3 K3 Quory Input - Mierosmf! Internel Explorer
WEE M@ GAD AOAFW RO BAD
HR G P fowonr @) 3-5 - @ HEBRES
0 [ &) rp 10 14k 4 135 v Bus x>
SRS (Solution Retrieving)
Diagnosis Ertor Type: System monitoring
1.Keyword Retiieval (Please inpul the essential attiibute value)
Keyword
Version w0 -
Platform Solais 58w
2.Subject Retrieval
Subject Selection ORA-1575 Tieneout waiting for Spece Management Enquese: -
] e o BNEIE =]

Figure 7.6 SRS User Interface in Query

2 RS Sulution List - Microwmft Intermet Explower

W%EB WHED A0 BOREW IRD DAD R
¥ @ @ Pre Sramex £ = SEiERES3

UED) |8 01444135 > @eE aw >

- ACERES B oeE - (93 SRR - PR - DEE - Gk - | G T - DA - »

SRS Sobuton Lit + WA [x]

SRS Solution List

G FOR SPACE MANAGEMENT RESOURCE

€] 4 EnRE ]

Figure 7.7 Solution List in SRS

91



Two experiments have been designed and implemented to evaluate the accuracy
and efficiency of both Rule-Based CBR approach and Case-Based Reasoning
approach, where five domain experts have participated in our experiments by
inputting the query to both systems and then evaluating the results. In Experiment 6.1,
we evaluated the accuracy in solutions and expert suggestion between the KC Center
and the SRS. In the following experiment, we calculated the efficiency of system in
average query times.

To evaluate the retrieval accuracy, 28 error problems have been dispatched to
experts randomly for judging the correctness of suggested solutions from both
systems, KC Center and SRS, and the evaluated results are shown in Table 7.5. In
addition, the SRS system suggested appropriate-expert to solve the problem. The
experimental results showedsthat/the-average accuracy rate of RCBR (82.14%) is

better than that of CBR (60.71%) as shown in Figure 7.8.

Table 7.57Accuracy evaluation between RCBRand CBR

Error Types Average
Db | Redo | Archive4-Data | Control | System | hitness
crash | log log file file | monitoring

Test Cases 5 4 6 4 4 5 28
Accuracy of KM 3 3 4 2 2 3 17
Center (CBR)
Accuracy Rate of | 60% | 75% 66% | 50% | 50% 60% 60.71%
KM Center(CBR)
Accuracy of SRS 4 4 5 3 3 4 23
(RCBR)
Accuracy Rate of | 80% | 100% | 83% | 75% | 75% 80% 82.14%
SRS (RCBR)
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Figure 7.8 Accuracy evaluation between SRS system and KM center

To evaluate the efficiency, the experiment of average query times in system

diagnosis and solution retrieving -was done. With predefined 28 questions of six

categories, the average query times-are listedin Table 7.6;'where the query efficiency

of SRS system is quicker.than that of KC-Center and the average query times of

RCBR is 2.10, and CBR s 4.93. . The diagram-of Table* 7.6 shown in Figure 7.9

describes the comparison result between SRS and“KM Center for system diagnosis

and solution retrieval in efficiency aspect.

Table 7.6 Efficiency evaluation between RCBR and CBR

Average Times in Solution Retrieval Average
Db Red | Archive | Data | Contro | System times
crash 0 log file | Ifile | monitorin
log g
SRS (RCBR) 1.60 |[220| 2.00 1.20 | 2.40 3.20 2.10
KM Center 440 |540| 4.20 5.00 | 4.60 6.00 4.93
(CBR)
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Figure 7.9. Efficiency evaluation between SRS system and KM center

According to the experimental ~results; the paradigm of using RCBR
methodology and RBAC model to.build- SRS system warks well and effective. RCBR
will benefit the inference on preblem diagnosis; and-incorporate domain experts into
retrieval system with RBAC model by.constructing expertise ontology. It is assumed
that the same approach could be ‘adaptively-modified to-other problem domains for

knowledge base and user database construetion:.
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7.3 Application: the e-Learning system with adaptive content

sequence

In this application, the adaptive learning guidance service for the contents in
online sharable content repository is provided. The domain taxonomies are
constructed for the adaptive learning system [44][72] and Ontology-based assessment
system [74]. The descriptions of the applications and the effectiveness of the
knowledge structure are as followings.
® [ earning system with adaptive content sequence for 5th graders Natural Science

In the domain of natural science learning for 5th graders in an elementary school,
there are lots of misconceptions in the subject/of “Three states of water”. Thus, the
Concept Ontology of the domain is jconstructed: to” support the misconception
diagnosis with the adaptive learning-system ‘called Object-Oriented Learning Activity
(OOLA)[73]. The OOLAssystem can cooperate the learmng content repository and
testing item bank to perform the adaptive online learning activities. The Concept
Ontology of subject “Three States-of water” s .constructed with “prerequisite
relations” to represent the possible prerequisite misconception knowledge structure of
students. The concepts of the ontology are annotated to the test items and the learning
achievements of students are represented as the score of the concepts. Therefore, the
OOLA system can be conducted by the Concept Ontology to provide the contents of
the prerequisite concepts as remedial learning activity if the score of concept is lower
than the threshold. The OOLA authoring tool and its associated learning systems such

as content, test sheet, chat room application, etc. are shown in Figure 7.10.
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Figure 7.10 Adaptive learning system for 5th graders natural science

To evaluate the efficacy of adaptive: learning systems, we apply the one-group
pretest-posttest design for 62 students of 5th graders.in an elementary school. After
one month learning with adaptive learning system;.the posttest examination score of
the same scope is chosen=as the dependent variable., The"t-test of the score of all
students is shown in Table 6.5.. The N.is the number of students, the Mean denotes the
mean value of the score, and the Std. Dev. Denotes-the standard deviation of the score.
In Table 7.7, the value t = 4.797 and p-value is 0.000. Therefore, the t-test results of
the pre-test and post-test are significant at a confidence interval of 95%. Finally, we

may conclude that the designed adaptive learning system is effective for students.

Table 7.7 The pretest-posttest of adaptive learning system

Pre-test Post-test
N 62 62
Mean 25.74 28.13
Std. Dev. 3.15 4.14

t=4.797 sig. = 0.000

*P<.05
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® Assessment system with adaptive test item sequence for 5th graders Mathematic
In the Mathematic learning of junior high school, there are several versions of
textbooks or references learning contents. The Concept Ontology of the domain is
constructed to support the test items categorization and maintenance with the
Ontology-based assessment system called Probing Assessment System (PAS) as
shown in Figure 7.11. The PAS is an assessment system which can maintain the test
items from different resources to provide a comprehensive mathematics practicing.
Thus, the Concept Ontology has been constructed to represent the content structure of
different text-books. The “A-Kind-Of” and “A-Part-Of” relations are used to
categorize the related concepts together from different learning resources. The student
can select one familiar version ofitextbook to enter the testing. After the online testing,
the test results show the score of the-student and the learned concepts. To provide the
extending learning, the testing results can be used to select.the test sheets in different

textbooks or resources to suggest the students for further practicing.
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PAS y Testing results \m

Further extending practice
of the concepts

PAS
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Figure 7.11 Adaptive assessment system for 5th graders mathematic

To evaluate the efficacy of the ontology constructed for the ontology-based
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assessment system, an experiment has been conducted on a junior high school
mathematics course from February 2006 to May 2006. One hundred and six students
participated in the experiment. After three months, a post-test was performed to
compare the learning performance of the students. The t-test for the test results of the
pre-test and post-test is shown in Table 7.8. The N is the number of students, the
Mean denotes the mean value of the score, and the Std. Dev. Denotes the standard
deviation of the score. The t-value is 6.364 and p-value is 0.000. Therefore, the t-test
results of the pre-test and post-test are significant at a confidence interval of 95%.
Finally, we may conclude that the ontology-based assessment is useful in enhancing

student learning efficacy.

Table 7.8 The pretest-posttest of ontology-based assessment system

Pre-test Post-test
N 106 106
Mean 57.76 /6.04
Std. Dev. 21.52 20.26

t=6.364 sig.=0.000

*P < .05

In summary, the experimental results presented above reveal that the adaptive
learning system or assessment highly rely on high quality of ontology. Thus, the
proposed folksonomy-based ontology construction and metadata reengineering

approaches can facilitate the researches of ontology-based adaptive learning systems.
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Chapter 8 Conclusion

In this dissertation, the extensibility, stability and understandability of behavior
modeling issues are addressed on Web 2.0-based e-Learning environment. The
self-organizing behavior modeling approaches are proposed to solve the problem
solving strategy formulation and realization problem for self programming learning,
the trustworthy experts modeling problem for inquiry learning, and the consensus
building problem for folksonomy-based knowledge sharing activity.

Under the context of intelligent tutoring system, the Generalized Model Tracing
approach is proposed to organize the diagnosis results of different program model
tracing with Problem Solving Strategy Ontology: The diagnosis result can be used to
provide the learning guidance for-preblem solving ‘strategy. Under the context of
learning forum, the Caseading: Topic Clustering Algorithm and Self-organized
Ontology Maintenance Scheme are proposed to organize.the forum experts’ inquiry
activities with the Purpose<based. Ontology.-Building the forum experts’ behavior
model can provide trustworthy“expert-finding-service for inquiry-based learning.
Under the context of collaborative constructed sharable content repository, the
IRT-Based Metadata Reengineering Scheme is proposed to evaluate the effectiveness
of folksonomy tags and resolve the synonym, redundancy and incompleteness
problem of metadata by the domain taxonomy.

In the experiment, the evaluations of the effectiveness of adaptive learning
guidance based on the behavior models were done. The experimental results showed
that the behavior models in different activities can support students to achieve higher
learning achievements. In the near future, the behavior modeling approach will be
further applied for the problem solving training in contexts of enterprise software

testing and game creation project.
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