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Application of a Bilevel Multi-Follower
Decision-Making Model for Budget Allocation
Problems

Student: Yeou-Herng Yang Advisor: Dr. Hsiao-Cheng Yu

Institute of Management of Technology
National Chiao-Tung University

Abstract

The bilevel programming (BLP) problem can be viewed as an uncooperative, two-person
game in unbalanced economic markets. The BLP problem is a special case of multilevel
programming (MLP) problems with a two-level structure. A decision maker at the upper level
is known as the leader, and, at the lower level, is'’known as the follower. Usually, in a real
world situation, there is more than one follower:in the lower level; this type of the hierarchical
structure is called a bilevel multi-follower (BLMF) decision-making model. Therefore, the
leader’s decision will be affected-not only by the reactions of the followers, but also by the
relationships among the followers:

In this thesis, the budget allocation model is.a bilevel decision-making system with one
single upper level decision maker and multiple lower level decision-making units. There are
two types of BLMF models for the budget allocation that has been developed; one is a
classical module that uses the uncooperative variable, and the other is a new module with
partial cooperative variables. In the new bilevel budget allocation models, the upper level
chooses the better projects from multiple proposals to maximize the value of the lower level
projects and to minimize the ratio of the funding differences among the divisions.

The budget distribution problems are solved using two-stage methods. In stage one, a
new generalized data envelopment analysis (GDEA), an improvement of data envelopment
analysis (DEA), is developed. It is an important procedure of distribution to guarantee the
quality of the proposals from the upper level decision maker. In the next stage, the grey
relational analysis and a new heuristic algorithm take advantage of solving this problem and
present a feasible solution of this particular model. The algorithm is efficient, and solutions
are acceptable for real world situations. It is simpler than the classical solution methods are.

Keywords: bilevel programming, multi-follower, budget allocation, grey relational analysis,
generalized data envelopment analysis (GDEA), heuristic algorithm
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Chapter 1 Introduction

1.1 Background and Motivations

In the past six, seven decades, many researchers have developed mathematical
programming methods in order to solve many decision-making problems. These methods
included linear programming (LP), integer linear programming (ILP), multi-objective
programming (MOP), and so on. Nevertheless, these methods are not well suited to solving
decision-making or management problems in multiple hierarchical structures.

At first, in the late 1970s, the hierarchical structure method was developed from the
concept of game theory by decision-making researchers, whom started to pay more attention
to multilevel programming (MLP) problems. Then, the MLP method became an even more
important tool in dealing with management/hierarchical decision problems. However,
development of solution methods in MLP was limited, and the application of MLP was
premature at the time. In 1977, Karwan Mark H..and Bialas Wayne F. formed a Decision
System Group at SUNY Buffallo to study hierarchical decision problems. In the 1980s, many
fundamental results were published-in major journals [2-8] by the Decision System Group.

Meanwhile, Shuh-Tzy Hsu-[34, 36] and his associates developed the concept that
decision makers of each level should optimize one’s own variables/objectives and follow the
hierarchy to reach optimum results. Furthermore, by-considering a MLP to be a composition
of a bilevel programming (BLP), one could reach an optimal solution of MLP. When MLP
involves only two levels, it is called a bilevel programming (BLP). In 1994, Yi-Hsin Liu et al,
[39, 40] pointed out the geometry of optimal solutions of bilevel linear programming (BLLP)
problems. In the late 1990s, the researchers [9, 17, 22] further developed the BLLP model to
better fit reality. More recently, Chenggen Shi et al, [11-15, 23] have proposed a series of
extended new definition for BLLP theories to deal in terms of deficiency. In fact, the
researchers were uninterested in the multiple followers and the applications for the BLP.

The improved model involved one leader and several followers. Bilevel programming
with multiple followers is a complicated problem that will be studied in this dissertation.
Chapter 2 will discuss the histories and development of the hierarchical optimization and
review the mathematical definitions of the continuous and the discrete variables of BLP.
Chapter 3 will show the bilevel programming within a multi-follower (BLMF) involving
uncooperative condition relationship. Chapter 4 will explain the problems of the partial
cooperative relationship under the followers of a BLMF. Finally, a new solution algorithm
will be developed to optimize the budget allocation.



1.2 Fields of Study

The research fields of this dissertation include the elements shown below:

(a)
(b)

(©)

(d)
(€)
(f)

A bilevel programming model that includes the upper level and the lower level.

A Dbilevel, multi-follower decision-making system i.e. one single upper level
decision maker (DM) with multiple lower level decision making units (DMUSs).

The models of the uncooperative and the partial cooperative relationship of a bilevel
involving a multi-follower decision maker.

The limited budget (or resource) allocation models that have been built.
The 0/1 knapsack model for an integer programming problem.

The discrete lower level decision variables.

1.3 Objectives of Research

At the present time, none of the existing solution algorithm for the BLP can be treated as
the simplex method in the LP. Therefore, an efficient heuristic algorithm is considered in this
dissertation. The objectives of this research are listed below:

(a)

(b)

(©)

(d)

(€)

(f)

Develop a bilevel programming model with multiple followers to solve budget
allocation problems.

Develop a bilevel budget allocation model to optimize each individual level of
objectives.

Discuss the bilevel multiple follower 0/1 programming problems involving
uncooperative and partial cooperative variables.

Develop a new GDEA, an improvement of DEA. It is an important procedure of
distribution to guarantee the quality of the proposals from the upper level decision
maker.

Apply the theory of the grey relationship to obtain the grey relationship grade
among all the lower level DMUSs in the partial cooperational relationship.

Develop a new heuristic algorithm for the budget allocation solution. It should take
advantage of the nature of the bilevel programming problem and offer a feasible
solution for this particular model.



1.4 Flow Chart of this Work

Background and Motivations

Literature Review

Budget Allocation Problems

A 4

A 4

A 4

of a Bilevel Multi-Follower
Decision-Making Model

The Uncooperative Relationship

The Partial Cooperative Relationship
of a Bilevel Multi-Follower
Decision-Making Model

Generalized Data
Envelop Analysis
(GDEA)

A 4

A

\ 4

Grey
Relational
Analysis
(GRA)

Development of the Models and the Solution Algorithms

A\ 4

Example and Test

A\ 4

Conclusion and Remarks

Figure 1.1 Research Flow Chart




Chapter 2 Literatures Review

2.1 History of the Hierarchical Optimization

In 1952, the bilevel programming (BLP) problem was viewed as an uncooperative,
two-person game, as introduced by Von Stackelberg. In the basic model, the decision
variables are partitioned among the players who seek to optimize their individual pay off
functions. Perfect knowledge of information is assumed so that both players know the

objective and feasible choices available to the other [26]. (Jonathan F. Bard, 1998)

Two-level planning had been proposed first by Kornai J. and Liptak T. H. in 1965 [27],
and they presented a planning task formulated as a single linear programming problem of a
maximizing type. This overall central information (OCI) problem is transformed into a
two-level problem, in which the “central problem’ is.the need to create an allocation pattern
where the sum of the maximal yields of-the “sector problems” will be greatest. The general

mode is written as equation (2.1):

max ¢c'’x Ax<b, x>0
min y'b  y'A>c’,y>0
(OCh) X ={x:Ax<b, x>0}, Y={y:yA>c',y>0}, (2.1)

X" ={x":x" e X, c'x’ =maxc'x},

xeX

Y ={y":y"eY,y"b= miyn y'b}
ye

be the forms of the primal and dual versions in the OCI problem®. The solution of the

two-level program is achieved by a game-theoretical model.

In 1977, the Decision Systems Group began work on a class of n-person decentralized
optimization problems that would be known as multilevel programming. Karwan Mark H. and
Bialas Wayne F. (1978) [4] released their first report on multilevel programming for the

optimization of hierarchical systems. The multilevel optimization techniques parcel out

! The primal variable x is called the OCI program; the dual variable y is the OCI shadow price system. Let X
denotes the set of feasible OCI programs and X the set of optimal OCI programs, let Y be the set of feasible
OCI shadow price systems and Y the set of optimal OCI shadow price systems.

4



control over the decision variables of an optimization problem among the decision makers. An
important feature is that a planner at one level of the decision hierarchy may have his

objective function determined, in part, by variables controlled at other levels.

Many decision making problems require compromises among the objectives of several
interacting individuals or agencies. Often, these decision makers are arranged within an
administrative or hierarchical structure with independent and perhaps conflicting objectives at
each level. For example, the policies of the federal government affect the strategies of state
officials. Those decisions, in turn, affect the activities of local governments. A multiple
hierarchical structure of administrative is illustrated in Fig. 2.1 [2-5] (Bialas and Karwan,
1978-2002).

Federal Government

$$ Response

Y

State Governments

$3$ Response

Y

Local Governments

Figure 2.1 A Multiple Hierarchical Structure of Administration
Source: Bialas Wayne F., “Multilevel Optimization”, State University of New York

at Buffalo, Industrial Engineering, 2002.
Bialas and Karwan (1984) have noted the following common characteristics of
multilevel organizations [7]:

(@) The system has interacting decision-making units within a predominantly

hierarchical structure.

(b) Each subordinate/lower level executes its policies after, and in view of, the decisions

of the supreme/upper level.



(c) Each unit maximizes net benefits independently of other units, but is affected by the

actions of other units externally.

(d) The external effect on a decision maker’s problem is reflected in both his objective

function and his set of feasible decisions.

When the hierarchical structure is restricted to only two levels, it is categorized as bilevel

programming (BLP). The equation of a linear BLP problem is written below:
max C,,X, +C,,X, Where X, solves
max C;,X; +C;,X,
(BLP) il (2.2)
s.t. AXx +AX,<Db

X, X, =0

Jonathan F. Bard (1983) [24, 25] developed the bilevel multidivisional programming
(BLMP) problem as a model for a-decentralized organization. In particular, the model has a
hierarchical structure comprised of one leader unit and M follower units. To formulate the
problem mathematically, we assume the ‘upper level decision maker wishes to maximize his
objective function F and each of the M follower wishes to maximize his own objective
function f'. The corporate unit has first choice and selects a strategy x° € S°, followed by

the M subordinate units that select their strategies x' €S' simultaneously. The strategy sets

will be given explicit representation:
SO={x":g°(x) <0}, S'={x:g'(x)<0}, i=12..M.

With the BLMP problem defined as equation (2.3):

mgx(F(xo,xa):go(xo)SO

where  x° =(x',x%...,x™) solves

(BLMP) max f'(x',x") (2.3)
st g'(x',x")<0
i=12,..,M.



The main feature of the model® provides pairwise perfect information between leader

and follower level payoffs, while permitting each unit to pursue its own goal.

Ben-Ayed O., Boyce D. E., and Blair C. E. (1988) [1] have applied bilevel formulations
to the network design problem arising in transportation systems. In the accompanying
formulation, a central planner controls investment costs at the system level, while operational
costs depend on traffic flows, which are determined by the individual user’s route selection.
Assuming users make decisions to maximize their specific utility functions; their choices do

not necessarily coincide with the choices that are optimal for the system.

More recently, Chenggen Shi et al, [11-15, 23] have proposed that the leader-level
constraint functions in a linear bilevel programming problem are arbitrary in form. Shi, Lu,
and Zhang provide not only a new definition for linear BLP theories to deal in terms of

deficiency, but they also develop a series of extended approaches to solve the problem.

2.2 Theory of the Bilevel Programming

The bilevel programming (BLP) problem is a special case of multilevel programming
(MLP) problems with a structure of two levels. The linear bilevel programming techniques
were mainly developed for solving decentralized management problems with decision makers
in a hierarchical structure. A decision maker at an upper level is known as the leader, and, at
the lower level, is known as the follower [7] (Bialas and Karwan, 1984). Each decision maker
(leader or follower) tries to optimize his own objective function with or without considering
the objective of the other levels, but the decision of each level affects the objective
optimization of the other level. Therefore, the leader may influence the behavior of the
follower without completely controlling the follower’s action. At the same time, the leader
may be affected by the follower’s behavior [26]. (Bard, 1998)

2 Notice that g' is a function not only of x' but each of the other decision variables, call them X' . This suggests
the useful notation X ={x',x'}.



For the special case of n = 2 levels, a bilevel programming problem is a problem with
two decision makers. The decision maker 2 is the leader who controls x, and maximizes
C,X =C,, X +C,,X,, and the decision maker 1 is the follower who controls x; and maximizes
C,X=Cy;X, +C;,X,. The leader must announce his choice of x, before the follower selects x;.
Fig. 2.2 represents an example of a rational reaction set for a bilevel problem [2] (Bialas

Wayne F., 2002).

C These feasible
1 ) . *
solutions dominate X

The leader
The leader would like
can examine this feasible
the reactions solution to be
of the the outcome
follower for
each
feasible of x C

2

to find that the set of with this “optimal”
possible outcomes is S solution

Figure 2.2 Example of a Rational Reaction Set for a Bilevel Problem
Source: Bialas Wayne F., “Multilevel Mathematical Programming: An Introduction”,
State University of New York at Buffalo, 2002.

The leader would like this feasible solution a to be the outcome, but if he chooses this
value X, at axis xp, then the follower will maximize c¢,x=c;;X, +¢;,X, and respond with
this axis x1. X, :z//(>‘<2) as the follower’s rational response, and it may not be a single value

(see Fig. 2.3 A geometric relationship of interactions of the leader and the follower).



max C,X leader

X2
A
X, % =w(X,)
\ 4
rpax C, X follower
1‘X2

Figure 2.3 A Geometric Relationship of Interactions of the Leader and the Follower

For a given x, from the leader, the follower solves in (2.4)

MaX C;;X; +C;, X,

X1| o
(Follower) s.t. AX, <b-AX, (2.4)

X =0

the leader can examine the reactions of the follower for each feasible choice of x, and find

that the set of possible outcomes is'S?. The leader’s problem is actually to find in (2.5)

max C,,X; +C,,X,
(Leader) ’ (2.5)
s.t. (X,X,)€S? where x, solves

X" =(X/,X,) with this optimal solution in the bilevel programming problem. Even in the
linear case, the bilevel programming problem is a non-convex optimization problem. The

solution represents the stable outcome of the bilevel decision process that need not be Pareto

optimal®,

There is an important concept regarding a model with two (or more) objectives. Usually
a model with two objectives is either a bilevel (hierarchical environment) or bi-objective

(optimize two objectives simultaneously), and these two models are different.

% Given a set of alternative allocations of goods or income for a set of individuals, a change from one allocation
to another that can make at least one individual better off without making any other individual worse off is
called a Pareto improvement. An allocation is Pareto efficient or Pareto optimal when no further Pareto
improvements can be made. The Pareto optimum is a state of allocating the resources where it is no longer
possible to make anyone better off without making someone worse off.
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2.3 The Variables of the Bilevel Programming

2.3.1 Continuous Variables

The hierarchical structure of the BLP problem imposes a strict order on the selection of
the decision variables each planner controls. That is, the follower decision level executes its
policies after, and in view of, the decision of the leader level, and the leader level optimizes its
objective independently over the reactions from the follower level [39, 40]. (Yi-Hsin Liu,

Stephen M. Hart and Thomas H. Spencer, 1994-1995)

Let the vectors a,c,xeR™, b,d,yeR™, and ueR". Further, let A and B be two
matrices with size mxn; and mxn,, respectively. Given this, the BLP problem is the equation
(2.6):

max F(x,y)=ax+by. ' where -y solves

X

(BLP 1) max f(x,y)=cx%dy (2.6)

y

s.t. (X,y)eS

The constraint set S ={(x,y):AxX+By<u, (x,¥>0)} is assumed to be a bounded,

nonempty subset of R™™,

Since S is assumed bounded and nonempty, for each X, the follower planner’s problem,

max f(x,y)=dy
y
s.t. By<u-Ax,
y>0

has an optimal solution. The set of all optimal solutions with respect to this X is called the

feasible reaction set for the follower planner and is denoted Y(X). The leader planner’s

feasible region, also referred to as the set of all rational reactions of f over S, is defined as

p(S)=1(x.y):(x,y) €S, yeY(X)}.
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a point (x,y)ew(S) such that ax'+by'>ax"+by” for all (x",y")ew(S) is called an

optimal solution of the BLP.

The geometric properties of BLP problem have been well explored, and the pertinent

ones are presented below:

(@ w(S) isaconnected subset of S.

(b) If there is an optimal solution to the BLP problem, then there is an extreme point of

w(S) that is an optimal solution of the BLP problem, and hence there is an extreme

point of S that is an optimal solution of the BLP problem.

The following theorem provides a geometric characterization of an optimal solution of a
BLP problem.

Theorem 1. If an optimal solution of the leader objective function over S is in w(S),

then it is an optimal solution to the BLP problem.

Theorem 2. If there exists an optimal solution of the leader objective function over S not
in w(S), there exists a boundary. feasible extreme point that optimizes the

BLP problem.

Example 1:

max X+3y where y solves
max —y
st —x+y<3
X+2y <12
4x-y<12
x>0, y>0

The illustration of the method is presented in Fig. 2.4. It is easy to see that y(S) is the
set of points on line segments connecting (0, 0), (3, 0), and (4, 4), while the optimal solution

of this BLP problem is the point (4, 4), which is a boundary feasible extreme point.
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A boundary feasible

(2.5) extreme point
(4.4)
(0.3) S

Figure 2.4 A Optimal Solution to the Linear BLP

Corresponding to the equation (2.6) and example 1, Bard (1998) [26] gave the following

basic definition for a linear BLP solution:

(@) Constraint region of the BLP problem:
S={(x,y):xe X, yeY,;Ax+By<u,(xy=0).

(b) Feasible set for the follower for each fixed - x e X-:
S(x)={yeY:By<u-—Ax}

(c) Projection of S onto the leader’s decision space:
S(X)={xeX:3yeY,By<u-Ax}

(d) Follower’s rational reaction set for x e S(X):
P(x)={yeY:yecargmax[f(x,9):9eSX]
where argmax[f (x,9):9eS(X)]={y e S(X): f(x,y) > f(x,¥), § € S(X)}

(e) Inducible region:
IR=1{(x,):(x,y) €S, yeP(x)}

The rational reaction set P(x) defines the response while the inducible region IR
represents the set over which the leader may optimize his objective. Thus, in teams of the
above notations, the linear BLP problem can be written as:

max {F (x,y): (x,y) € IR}

12



To ensure that Fig. 2.5 has an optimal solution, Bard (1998) [26] gave the following

assumption:
(@) S is nonempty and compact.

(b) For all decisions taken by the leader, the follower has some room to respond, i.e.,

P(X)#4.

(c) P(x) is a point-to-point map.

S(x)

S(X)
|

Figure 2.5 Illustration of BLP Solution by using Definition

2.3.2 Discrete Variables

In many optimization problems, a subset of the variables is restricted to only take on
discrete value. This can complicate the problem. To specify the model, let x; be an
ni-dimensional vector of continuous variables and x, be an n,-dimensional vector of discrete
variable, where x=(x1,x2) and n=n;+n,. Similarly, define y; as an mj;-dimensional vector of
continuous variables and y, as an mp-dimensional vector of discrete variable, where y=(y1,y2)

and m=m;+m.. This leads to

13



mxin F (X’ y) =Cp X, +CpX;, + d11Y1 + dlZ Y,

st AL +ALX, + By, + By, <b

X, 20, y, >0 integer
(BLP 1) . &0
mym f(y)=dyy, +d,Y,

S.L Alel + A22X2 + BZlyl + BZZyZ = b2
X, 20, y,>0 integer

where all vectors and matrices are of the conformal dimension, and the linear terms in x have

been omitted from the follower’s objective in function (2.7) [26] (Bard, 1998).

Note that it may be desirable to explicit include additional restrictions, such as upper and

lower bounds, on the variables. In this case, let xe X ={x:Ij <x, <uj, j=12,..,n} and

yeY={y:I7 <y, <uf, j=12,..,m}.

Bard has investigated the properties of the zero-one linear BLP problem when some or
all variables are restricted to binary values. Based on the specific instances of (2.7), it will be
convenient to consider the problem in the-form-of (2.6) without reference to which variables

are continuous and which are discrete; i.e.,

mip F(x,y)=cx+d,y

subjectto A x+B,y<b, where y solves
min f(x,y) =d,y (2.8)
ye
subjectto A,x+B,y<h,

x>0, y>0 integer
where ¢, eR",d,,d, eR™ b eR" /b, eR?, A eR" B R, A eR™ B,eR"™,
XcR"andY cR".

In addition to the definition in section 2.3.1, let S, (y)={xe X :A,x<b, -B, }, for all
valuesof yeY, and S, (y)={(x,y): Ax+B, <b}.

For each xe X, it will be assumed that the optimal solution of the lower level problem
is unique. Along with the linear bilevel programming problem (L-BLPP) where X=R" and

Y=R", there are three models as shown below:
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(a) Discrete linear bilevel programming (DL-BLP) problem, where* X=B" and Y=B™;

(b) Discrete-continuous linear bilevel (DCL-BLP) problem, where X=B" and Y=R™; and

(c) Continuous-discrete linear bilevel (CDL-BLP) problem, where X=R" and Y=B".

Figure 2.6 depicts the inducible regions associated with the four problems.

L-BLPP

DCL-BLPP

A

DL-BLPP
y
| |
| |
X
e —|— e
—0—
CDL-BLPP
y
| | | .
N =/ g
X
O (o

Figure 2.6 Inducible Regions for Versions of the Linear BLPP

Source: Bard Jonathan F., “Practical Bilevel Optimization: Algorithms and Applications”,

Kluwer Academic Publishers, Netherlands, pp.235, 1998.

* Where B" is set of all binary n-tuples.
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Corresponding to Fig. 2.6, Bard (1998) [26] presented some properties and theorems as

shown below:

Property 1: If S, =R™", then IR is nonempty if S=¢. If S, #R™™, then IR is

nonempty if there existsa X e X suchthat (X,y)eS,.

Property 2: The inducible regions of DCL-BLPP and DL-BLPP are included in the
inducible regions of L-BLPP and CDL-BLPP, respectively.

Property 3: For the L-BLPP, let S be a bounded set, i.e., a polytope. If S, =R™", then
L-BLPP, DL-BLPP, and DCL-BLPP have an optimal solution if S=¢. If
Sy #R™", then L-BLPP, DL-BLPP, and DCL-BLPP have an optimal

solution if existsa X e X suchthat (X,y)eS,.

Theorem: Let S, =R™™, S=¢ and suppose there exists an optimal solution (x",y") to

CDL-BLLP. Then (x’y') isa boundary (bd) point of S.

Algorithms designed to solve integer programs generally rely on some separation,

relaxation, and understanding to construct ever-tighter bounds on the solution.

2.4 Summaries

The bilevel programming problem can be viewed as an uncooperative, two-person game;
in this model, the players seek to optimize their individual pay off functions. Since 1977,
Karwan and Bialas formed a Decision System Group to study hierarchical decision problems.
Many fundamental results were published in major journals by this group. An important
feature is that a planner at one level of the decision hierarchy may have his objective function

determined, in part, by variables controlled at other levels.

The BLP problem is a special case of the multilevel programming problem with a
two-level structure. The BLP problem imposes a strict order on the selection of the decision
variables each planner controls. That is, the follower decision level executes its policies after,
and in view of, the decision of the leader level, and the leader level optimizes its objective

independently over the reactions from the follower level.
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The BLP problems that include continuous and discrete variables are examined in this
chapter. The principal concepts and a formal definition of the continuous variables are

presented by Yi-Hsin Liu. There are two geometric properties of the problem as shown:
(@) w(S) isaconnected subset of S.

(b) If there is an optimal solution to the BLP problem, then there is an extreme point of

w(S) that is an optimal solution of the BLP problem, and hence there is an extreme

point of S that is an optimal solution of the BLP problem.

In many optimization problems, a subset of the variables is restricted to only take on
discrete value. Bard has investigated the properties of the zero-one linear BLP problem when

some or all variables are restricted to binary values. There are three models shown below:
(a) Discrete linear bilevel programming (DL-BLP) problem.
(b) Discrete-continuous linear bilevel (DCL-BLP) problem.
(c) Continuous-discrete linear bilevel (CDL-BLP) problem.

The common methods used-to. solve a linear bilevel programming problem and are
related to the continuous variables are the kth-Best-algorithm and Kuhn-Tucker approach. In
addition, another method related to the discrete variable is Branch and Bound notation. All of
the detail algorithms can be found in Bard’s work (1998) [26] “Practical Bilevel Optimization:
Algorithms and Applications”.
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Chapter 3 The Uncooperative Relationship of a Bilevel

Multi-Follower Decision-Making Model

3.1 Introduction

A bilevel programming (BLP) problem is a special case of the multilevel programming
(MLP) problem with a structure of two levels. The bilevel programming techniques are
mainly developed for solving decentralized management problems with decision makers in a
hierarchical organization (see Chapter 2). A decision maker at an upper level is known as the
leader, and at the lower level is the follower [7] (Bialas Wayne F. and Karwan Mark H., 1984).
Each decision maker (DM) (leader or follower) optimizes his/her own objective function with
or without considering the objective of the other level, but the decision of each level affects
the optimization of the other level. Therefore, the leader may influence the behavior of the
follower without completely controlling the follower’s action. At the same time, the leader

may be affected by the follower’s behavior [26] (Jonathan F. Bard, 1998).

Usually, in a real world situation, there is more than one follower in the lower level; this
type of the hierarchical structure is-called a bilevel multi-follower (BLMF) decision-making
model. However, the different relationships among these followers might force the leader to
use multiple different processes in deriving an optimal solution for leader decision making.
Therefore, the leader’s decision will be affected not only by the reactions of these followers,
but also by the relationships among these followers. In general, there are three kinds of
relationships among the followers; these relationships are determined by how decision

variables [23] (Jie Lu, et al.) are shared among the followers. These scenarios are as follows:

(@) The cooperative situation where the followers totally share the decision variables in

their objectives and constraints.

(b) The uncooperative situation where there is no sharing of decision variables among

the followers.

(c) The partial cooperative situation where the followers partially share decision

variables in their objectives and/or constraints.
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If the cooperative situation among various followers in case (a) takes place, then the
problem is equivalent to a situation where all units of the lower level act as a single unit with
only one objective function. In such cases, the linear BLMF programming problem is reduced

to a linear BLP one [34] (Shuh-Tzy Hsu, An-Der Huang and Ue-Pyng Wen, 1993).

The case (b) above will be discussed carefully in this chapter. The most problematic
situation for a hierarchical structure of linear bilevel multi-follower decision-making is the
uncooperative situation where there is no sharing of decision variables among the followers
[34, 23] (e.g., Hsu S. T., Hung A. D., and Wen U. P., 1993; Lu J., Shi C., and Zhang G,, 2006).

This situation can be formulated as follows:

For xeXcR"y eY,cR™Y =(,Y,,....Y )", F: X xY, x..xY, =R f : XxY, >
R'and i=12..,K, a linear BLMF decision problem in which K (>2) followers are
involved and there is no shared decision variable, objective functions, and constraint function

among them is defined as follows:

K
rpei)p F(X, Yy Vi) :cx+stys

s=1

3.1)
K
st. Ax+) By, <b
s=1
where vy; (i=12,...,K), for each value of x, is the solution of the lower level problem:
max  fi(X,y;)=c;x+ey,
(3.2)

s.t. Ax+C.y, <h
where ceR",¢c;eR",d, eR™,e eR™, beRP, b, eR% AcR” BecRP™, B cR"™™,
A eR¥" C eRT™M 1=12,.K.
According to the definitions above, there are four characteristics of the uncooperative

relationship of a linear BLMF (BLMF-UC) decision-making problem as follows:

(@) A bilevel decision-making system with one single upper level DMU and multiple

lower level DMUEs.
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(b) The upper level DM controls a set of variables, while each lower level DMU controls

one’s own decision variables.
(c) Each lower level DM’s decision variables are independent, i.e. uncooperative.

(d) Each lower level DM optimizes its own objective, hence, the lower level solves

multiple objective programming problems.

Based on the definitions and characteristics stated above, a budget allocation model is
constructed to discuss the nature of BLMF-UC. Since the structure of the budget allocation
problem is hierarchal with multi-followers, this problem not only involves two
decision-making levels, but it also is an uncooperative situation where there is no sharing of

decision variables among the followers.

Generally speaking, the structure of the budget allocation problem studied in this work is
a bilevel programming problem with Q/1 variables, which is difficult to solve. Therefore, the
purposes of this chapter are to formulate-a new model and to propose an efficient heuristic

algorithm for this problem.

3.2 Budget allocation problems

An organization’s management requires information about the resources available to
achieve the organization’s purpose. Resources are acquired, allocated, and manipulated under
the manager’s control. The organization’s purpose is sometimes stated as its vision or goal.
The vision or goal is attained through the achievement of multiple, numerous, and often

competing objectives [31] (Richard O. Mason and Swanson E. Burton, 1979).

There are a variety of ways to achieve a systematic and rational allocation of resources
that will provide a competitive advantage to an organization. The methodology discussed
below is quite flexible and can be adapted to a wide variety of situations and constraints. The
methodology consists of the following steps [19] (Ernest H. Forman and Mary Ann Selly,
2001):
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Step 1: Identify/design alternatives

Expertise in the art and science of identifying and/or designing alternatives lies in the
domain of the decision makers, who have many years of study and experience with which to
act on this task. The goal here is to help them attain better measurements and syntheses in

order to better capitalize on their knowledge and experience.
Step 2: Identify and structure the organization’s goals and objectives

The main message is that decisions must be made on the basis of achievement of
objectives with resource allocation decisions. And so the entire enterprise’s goals and
objectives must be addressed. The executives understand these goals and objectives and can
best make judgments about the relative importance of the main organizational objectives and,

possibly, the sub-objectives.
Step 3: Prioritize the objectives and sub-objectives

The relative importance of the objectives and sub-objectives must be established in order
to make a rational allocation of resources. The prioritization of the organization’s objectives
during the resource allocation process will lead to-another important advantage—in the top
management’s quest for excellence, one will be able to respond to shifts in direction brought

about by changes in the environment and competitive forces.
Step 4: Measure alternative’s contribution

Having prioritized the organization’s objectives and sub-objectives, the next step is to
evaluate how much each proposed activity (or each possible level of funding for each activity)

would contribute to each level’s objectives.
Step 5: Find the best combination of alternatives

After prioritizing the organization’s objectives and sub-objectives and rating the
contribution of the competing activities, the lowest level objectives, etc., we have ratio scale
measures of the relative contribution of each alternative combination to the organization’s

overall objectives.
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Otherwise, in applied mathematics, the resource allocation (RA) problem is an
optimization problem with a single constraint. Given a fixed amount of the resource B (this is
the constraint), DM is asked to determine its allocation to n activities in such a way that the
objective function under consideration is optimized. The simple structure of the resource
allocation problem discussed is generally formulated as (3.3) [35] (Toshihide Ibaraki and
Naoki Katoh, 1988):

maximize (X, X,,...,X,)
(RA) subjectto » x;<B (3.3)

j=1

X; >0, j=12,..,n.

That is, given one type of resource whose total amount is equal to B, DM wants to
allocate it to n activities so that the objective value f(x;,X,,...,X,) becomes as large as
possible. The objective value may be interpreted as the profit or reward, and it is natural to
maximize f. DM will sometimes considers-minimization-problems such as the cost, time, or

loss.

In general, limited resources must be allocated among several activities, and linear
programming often solves resource: allocation problems. To use linear programming to

allocate resources, Wayne L. Winston in 1991 [37] made three vital assumptions:
(@) The amount of a resource assigned to an activity may be any non-negative number.

(b) The benefit obtained from each activity is proportional to the amount of the

resource assigned to the activity.

(c) The benefit obtained from more than one activity is the sum of the benefits obtained

from the individual activities.

Wayne L. Winston (1991) [37] had considered a generalized resource allocation (GRA)
problem. Suppose that the organization has B units of resource available and n activities to

which the resource can be allocated. If activity j is implemented at a level x; (assume x; must

be a nonnegative integer), then g;(x;) units of the resource are used by activity j, and a

benefit v;(x;)is obtained. The problem of determining the allocation of resources that
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maximizes total benefit that is subject to the limited resource available may be written as the

following equation (3.4):

max Zn:vj(xj)
(GRA) st Zn:gj(xj)gB (3.4)

X;20; j=12,..n
X; :integer

The other important and very common algorism uses 0-1 variable to represent binary
choice. Consider an event that may or may not occur and suppose that it is part of the problem

in deciding between these two possibilities. To model such a binary, variable x is used and let

{1 if the event occurs
X=

0 if the event do not.occur

Suppose there are n projects; The jth project( j=12,...,n ) has a cost ¢; and a value of
v; . Each project is either done or.not done; that is, it is not possible to do a fraction of any of
the projects. Also, there is a budget of B available to fund the projects. The problem of
choosing a subset of the projects to maximize the sum of the values while not exceeding the
budget constraint is the 0-1-knapsack (KP) problem. It is written as the following equation
(3.4) (George L., Nemhauser, Laurence A. and Wolsey, 1988) [21]:

max > V;X;
j=1
(KP-RA) st > c;x;<B (3.5)
j=1
xe{0,1}

This problem is called the knapsack problem because of the analogy to the hiker’s
problem of deciding what should be put in a knapsack given a weight limitation on how much

can be carried.
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According to the methodology of resource allocation mentioned above, the organization
makes resource decisions in a rational way in order to achieve its vision or goals. The

organization must do the following:
(@) Identify/design alternatives.
(b) Identify and structure the organization’s objectives.
(c) Prioritize the objectives and sub-objectives.
(d) Measure alternatives’ contribution.
(e) Find the best combination of alternatives.

Suppose the headquarters (HQ) of an organization has a budget $B available and the
budget will be distributed to its follower units (U;). The problem of determining the allocation
of resources is how one should maximize total contribution (or value) that is subject to the
limited resource available. That is; a HQ-should refer to the five principles above before a

decision is made to allocate resources. The operating procedure includes:

(@ The HQ (upper level) draws out concrete resource allocation rules and measures

from the organization’s visions or goals.

(b) Based on these rules and measures, the lower level evaluates its sub-objectives and
submits its resource requirement proposal (pj;). Each proposal must contain cost (cj)

and anticipated value (vjj).

(c) The HQ examines proposals before finally issuing the optimal allocation of its

limited resources.

Based on the procedure above, a two-stage reviewing process is used. Stage 1, the
proposals are reviewed by a committee to ensure the significance of the proposal for the
organization’s visions or goals. In this stage, some proposals are disqualified. Stage 2, the
committee decides whether the qualified proposals are to be funded or not and how much
each should receive in funds. The funded proposals must maximize contribution within a
limited budget. Fig. 3.1 is a diagram showing the hierarchical structure for resource

allocation.
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Figure 3.1 Diagram of Hierarchical Structure for Resource Allocation

Source: Study

The problem is the 0-1-knapsack problem. Basically, it may be written as an equation
(3.6) in order to maximize the total value that Is subjected to the limited resource available

and to achieve an organization’s objective.

max > v;X;, i=12,..k

=L

st D cx; <B, i=12..k
i (3.6)

D> B <B

i=1

x; €{0,1}
vij: The anticipated value from the jth project of the ith unit.

cij: Cost required in the jth project of the ith unit.

xij: Decision variable of the jth project of the ith unit.
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3.3 Model Development

These budget allocation problems can be modeled as a 0/1 integer program; however,
computation efficiency is a concern. The particular problems studied in this research belong to
the problem of NP hard®, which suggests an efficient heuristic algorithm is necessary. This
problem is formulated as a bilevel multi-follower programming involving the uncooperative
decision variables (BLMF-UC), where the lower level decision maker’s problem is a
mathematical programming problem with independent, multiple objectives; then, the upper
level DM, the leader, must solve the optimization problem over the lower level decision

maker’s rational reaction set.

The HQ of this particular company has funds of $B for the distribution to each of the k

divisions under its supervision. The distribution process follows the rules below:
(@) Each division (follower or unit) summits proposal(s) to apply for funding.

(b) Each proposal (P) clearly and correctly states the work project, the cost (C)
requirements to complete the project, and the value (V) of the project

accomplishments.
(c) At least one proposal from each division must be funded.

(d) The overall efficiency/value is maximized (i.e. the subobjective of each lower level

decision maker).

(e) The differences in the levels of satisfaction (as defined below) among the divisions

are minimized (i.e. the objective of the upper level decision maker).

Note: Statement 3 above is necessary, otherwise the funding distribution process will be

impossible to achieve.

® In computational complexity theory, NP-hard (Non-deterministic Polynomial-time hard) refers to the class of
decision problems that contains all problems H such that for all decision problems L in NP there is a
polynomial-time many-one reduction to H. Informally this class can be described as containing the decision
problems that are at least as hard as any problem in NP. This intuition is supported by the fact that if we can
find an algorithm A that solves one of these problems H in polynomial time then we can construct a
polynomial time algorithm for every problem in NP by first executing the reduction from this problem to H
and then executing the algorithm A.
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In order to distribute the funds according to the rules above, a model is developed and is

shown below. First, some basic definitions are given, and notations are introduced.

In a bilevel budget allocation programming problem with the uncooperative relationship,
the goal of the upper level DM is to seek the most rational way of distributing the budget to
each follower division simultaneously. The leader wants to balance the growth among all
individual divisions and promote the strength of the entire organization within the industry as
well. In order to do so, the objectives are to minimize the level of satisfaction among the
individual divisions upon their funding approvals. Therefore, the upper level DM’s problem is
[P1]:

[P1] to minimize the level of satisfaction among the funded individual divisions,

so that a balanced resource is allocated to lower units.

Under the resource allocation policy of the upper level DM, the lower level DM will
pursue the largest value of each individual division in order to maximize the total value of the

organization. Hence, this distribution is reasonable for lower level DMs.

In other words, one should understand the strengths and weaknesses among the divisions
to make the rational decision. The rational decision of the lower level DM is to maximize the

total value of his/her division. Therefore, the lower level DM’s problem is [P2]:

[P2] to maximize the total value of each division while the costs stay within the

funding limits.

In this decision-making problem, [P1] and [P2] are two closely related models; they are
not separable. There is a natural hierarchical relationship tie between [P1] and [P2]. More
precisely, the upper level DM selects the policy of resource allocation, and the lower level
DM gives systematic reactions under this policy. The upper level DM then makes a rational
decision after reviewing the systematic reactions of lower level DM. The relationship of [P1]

and [P2] can be considered as the hierarchical programming problem [P]:

[P] to choose certain proposals to maximize the value of each division and to
minimize the differences of the level of satisfaction among the divisions

funded, simultaneously, the costs stay within the funding limits.
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More precisely, the above is restated as:
[P] Minimize the difference of level of satisfaction among the division funded

where the chosen factors (proposals) will minimize the level of

satisfaction and solve the problem
Maximize the value of each division
Subjectto  the costs stay within the funding limits

The hierarchical programming problem [P] above is a case in which the lower level
decision variables are uncooperative for this type of bilevel multi-follower/multi-objective
programming; it is the uncooperative relationship (BLMF-UC) problem. The mathematical

model of a BLMF-UC problem is formulated as follows:

Let U(i):i=12,---,k be k divisions/units -of funds to be distributed, and let
P(@)={p(,j): j=12,---,n} be the collection of n proposals submitted by division i to
request funding. Without loss of generality, we can assume that every division submits n
proposals, and each proposal has a .cost, c(i, J), which denotes the cost required to

accomplish p(i, j).And v(i, j) denotesthe value obtained when p(i, j) isaccomplished.

The efficiency of project j in the division i is the ratio of the value to the requested

funding.

ie. ei, j):% (3.7

Otherwise, the level of satisfaction of division i is the ratio of the total funded amount to

the total requested amount.

> e, Dy ]
ie. L()=""——— (3.8)

> (i, J)
j=1
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Thus, the model of BLMF-UC for this problem aims to minimize any difference in the
satisfaction levels among the divisions, while the total efficiency obtained from the funded

proposal is maximized. In addition, the conditions below must be satisfied:

x is the variable of the leader, DM, while y(i) is a vector valued variable of each lower

level DM. The decision variable y(i, j) is defined as below.

o 1 if p(i, ) is funded
y(I,J)z{

0 otherwise

In each division, the total cost of a funded proposal cannot exceed the dollar amount
allotted to this division. Moreover, the total of the allotted amount for all divisions cannot

exceed $B, which is the available funding for distribution.

The mathematical model of BLMF-UC is then formulated in (3.9) and is shown as

follows:

min X
s.t. x>L(1)—=L(m),L<iym<Kk
where y(i, j) solves

max Yv(i, )G, ), Vi=12,...k

j=1
s.t.
n - - - - - -
(BLMF-UC) jZ::1C(I’ J)y(L J) < B(I): Vi =1’2;---k (39)

Sy, )21 Vi=12,..k
=l

SB()<B
i=1

y(@i,j) {01}
B(i)>0, Vi=12,...,k
Vj=12,..n

Note: x>L(i)—L(m), 1<i,m<k implies x is greater than the difference between the

maximum L(i) and minimum L(i) amongall i=12,---,k.
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This is a bilevel programming model where the lower level has multiple objectives. To
solve this problem, the classic mixed integer program algorithm can be used; however, in
cases that involve large numbers of variables in the problem, using the classical algorithm to

find a solution becomes inefficient. Therefore, a heuristic solution algorithm is developed.

3.4 A Heuristic Algorithm

Based on the above budget distribution model of BLMF-UC, the heuristic algorithm

process is as follows:

Step 1: Computing the requested dollar amount.
K n
r=B/% X.c(i, j)
i=1j=1

r(i)=rxc j)

Step 2: Computing efficiency of each project.

e(i, J) :%, Vi=12,-Kj=12,...,n

Let (e(i,(j)) be adecreasing rearrangement of (e(i, j))
ie. (e(i,@)=>e(i,(2)=--->e(i,(n)) forall Vi=12,---k.
Step 3: Determine y(i,j).

y(i,(1)) =0, Vi, j

T(1) =0

Fori=1to k

For j=1 ton
T(@i)=T(@)+c(.(i)
If T(i) <r(i) then y(i,(j))) =1

Next |

Next i
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Step 4: Let D=B->c(i,()))y(i,(j)) then D>0.
Step5: IfD=0or c(i,(j))>D>0,Vi, j,then (y(i,(j))) as obtained from 3 is optimal.
Step 6: Set x, let r—0.5x<L(m)and r+0.5x > L(i),

If D>c(i',(j') forsome 1<i'<k, 1<j'<n thenamongall i',]j', Such that

A

(y(@i',(j")) =0, choose T,] with L(m)<L(i)<L().
Step 7: Set y(i,(])) =1.

Step 8: Repeat 6 and 7 until 5 is true, then the problem is solved, where the final solution is
y@ @) =...y(u,@®)=...=y(u,(s-1)=...=y(u,(s)) =1 and all other y;'s are set

to equal 0. Where 1<u<k, 1<s<n.

Step 9: End.

It is easy to see that the final solution obtained from the algorithm is not necessarily
optimal. However, it is a good ‘approximation, and it is particularly important that final

solutions are feasible and easily obtained.

A quick user guide and a source code of the-heuristic algorithm for the BLMF-UC are

written in the Appendix 1, 2.

Example 2:

Let the dollar amount to be distributed be NT $3,000 million; the data of the cost

required and value obtained from each project of the units is shown in Table 3.1:
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Table 3.1 The Data for Each Project in Example 2

P1 P2 Ps P4 Ps Ps P7 Ps Po Pio  2c

v 46 519 368 328 91 129 785 831 462 —

U(1)
¢ 14 134 139 91 44 34 212 214 130 — 1012
v 145 134 855 237 250 190 454 — —  —
u(2)
¢ 27 46 183 75 91 45 112 — — — 579
v 665 356 218 36 190 512 74 110 — @ —
u(@3)
c 148 145 59 14 65 110 23 46 — — 610
v 232 145 263 210 106 438 142 728 312 536
u(4)
c 149 76 108 92 59418 83 135 145 188 1153
v 792 665 181 308 419 420 - — — —  —
u(s)

c 335 269 71 98 %7 409s. 1 30 i — — — — 1010

The budget allocation model of BLMF-UC is formulated as follows:

min X
s.t. x>L(i)—L(m),1<i,m<Kk

where y(i,j) solves

46y,, +519y,, +368y,, +328y,, + 91y,  +129y,, + 785y,, +831y,, + 462y,

145y,, +134y,,+855Y,, + 237y,, + 250y, +190y,, + 454y,

max3 665Y,, +356Y,, + 218Y,, +36Y,, +190Y,. +512Y,, + 74y,, + 110y,

232y,, +145y,, + 263y,, + 210y,, +106y,. +438y,, +142y,, + 728y, +312y,, +536Y,,,

792y., +665Yy.,+181y.,+308y,, + 419y, + 420y,
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S.t.

Se(i, i)y, j) <BG), Vi=12..5
j=1

10

>Yy(,j)=1 Vvi=12..5

j=1

éB(i)s3000
y(@, j) e{0,1}
B()>0, Vi=12,..5

vj=12,..10

Follow the Heuristic Algorithm above.

Step 1: Compute the requested dollar.amount.

r=B/Y. Y c(i, j) = 3000/ 4368 = 68.7%

i=1j=1
rQ) =r>c(i, j) =68%(L013) = 696
=

r(2) =68%(579) =398
r(3) =68%(612) =419
r(4) = 68%(1153) = 793
r(5) = 68%(1010) = 694
Step 2: Compute efficiency of each project.

Let e(i, j)=v(, j)/c(,j),Vi=1234and j=12,...5 (see Table 3.2. Rows 4, 8, 12,
16, and 20).
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Table 3.2 Values, Costs, Efficiencies and Rank for Each Project

P1 P2 P3 P4 Ps Pes p7 Ps Po Pio
Y 46 519 368 328 91 129 785 831 462 —
C 14 134 139 91 44 34 212 214 130 —
U(1)
e 3.3 3.9 2.6 3.6 2.1 3.8 3.7 3.9 3.6
(r) n @ 6 6 O 6 ¢ @ ()
Y, 145 134 855 237 250 190 454 — — —
c 27 46 183 75 91 45 112 — — —
U(2)
e 54 2.9 4.7 3.2 2.7 4.2 4.1 — — —
(r) @»m ®. @ 6.0 6 4 - — —
Y 665 356 218 36 190 512 74 110 — —
C 148 145 59 14 65 110 23 46 — —
U(@3)
e 4.5 25 3.7 2.6 2.9 4.7 3.2 2.4 — —
(r) @ O @G “®’; -6 O @ 6 - -
Vv 232 145 263 210 106 438 142 728 312 536
c 149 76 108 92 59 118 83 135 145 188
U(4)
e 1.6 19 2.4 2.3 1.8 3.7 1.7 5.4 2.2 2.9
m @@ O @ G 6 @ O O 6 @
\Y; 792 665 181 308 419 420 — — — —
c 335 269 71 96 109 130 — — — —
U(5)
e 2.4 25 2.5 3.2 3.8 3.2 — — — —
(r) 6 ©6 @ & GO @ - - - -
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Then, rearrange {e(i, j): j=12,...10} in order to obtain a decreasing rearrangement
{e(i,(})):j=12,...10} (see Table 3.3)

Table 3.3 The Rearrangement of Each Unit’s Project

u(i) @ @ & @ 6 6 O 6 © Q0

Vi 831 519 129 785 328 @ 462 46 368 91 —

Ci 214 134 34 212 91 130 14 139 44 —

U(2)
e 39 39 38 37 36 36 33 26 21 —
L(1) 21 34 38 59 63 80 8 . 9 100 —
v, 145 855 190 454 237 134 250 — @ —  —
¢, 27 18 45 112 75 46 | 9 | — — -
U(2)
e 54 47 42 41 U2, 29 21 — —  —
L2 5 3 44 63 | 7. 8 100 — —  —
vi 512 665 218 74 190 36 | 356 110 — = —
c; 110 148 59 23 65 14 | 145 | 46 — = —
U(@)
e 47 45 37 32 29 26 |25 24 —  —
L(3) 18 42 52 56 66 68 . 92 100 —  —
vi 728 438 536 263 210 312 145 106 | 142 232
¢, 135 118 188 108 92 145 76 59 | 83 | 149
U(4)
e 54 37 29 24 23 22 19 18 17 16
L(4 12 22 38 48 56 68 75 80 | 87 100
vs 419 420 308 181 665 792 — @ —  —  —
cs 109 130 9% 71 269 [ 3% | - — — -
U(s)

es 3.8 3.2 3.2 2.5 2.5 2.4 — — — —

L(5) 11 24 33 40 67 100 — - — —

35



Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

Let L(i)<r<68.7%, and Determine y(i,j).
yL D) =y(L(2)=yLE)=yL#)=yLE)=1
y(2,0)=y(2,(2)=y(2.3) =y(2.(4) =1
yE 1) =y(@E,(2)=yE.(3)=y(E (4) =y(3.(5)=y(@E6) =1
y(4,(1) = y(4,(2)) = y(4.(3)) = y(4.(4)) = y(4,(5)) = y(4.(6)) =1
y(5,(1) = y(5.(2)) = y(5.(3)) = y(5,(4) = y(5.(5)) =1

D=B->c(i,(i)y(.(i)

= 3000 — (214+134+34+212+91) — (27+183+45+112) — (110+148+59+23+65+14)

—(135+118+188+108+92+145) — (109+130+96+71+269)
=68

Since D = 68, move to Step 6.
Set x=10, let 63<L(m)and 73> L(i),

L(1) = 68%; L(2) = 63%; L(3).= 68; L(4) = 68%, L(5) = 67%
choose L(1).

Let y(1, (7)) =1
L(1) = 70%.

D=68—-14=54
y(2,(6))=1,L(2) =71%
D=54—-46=8 (By the above algorithm, a solution is obtained)

End.

Summarize the above information. The variables of the lower level are given as follows:
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y@L @) =..=y@LG) =y @) =1, y(L(6)) = y(L(8)) = y(L.(9) =0

y(2,@) =...=y(2,(4) = y(2.(6)) =1, y(2,(8)=y(2.(7)=0
Solution 1y(3,(1)) =...= y(3,(6)) =1, y@.(7M)=y@B.(8)=0

y(4 @) =...=y(4.(6)) =1, y(4,(7) =...= y(4,(10)) =0

yG. @) =...=y(.(5) =1, y(5.(6))=0

Table 3.4 The Decision Variables of the Lower Level for Each Unit’s Project

P1 p2 P3 P4 Ps Ps p7 Ps Po P1o

uw 1 1 0 1 0 1 1 1 0 —
ue 1 1 1 0 0 1 1 — — —
U@ 1 0 1 1 1 1 1 0 — —
ué4) o0 0 1 1 0 1 0 1 1 1
us) o0 1 1 1 1 1 — — — —

The maximized efficiency of each subdivision is below:

_ V() _831+519+129+785+328+46 2638 _, .
c() 214+134+34+212+91+14 699

e(d)

e(2) = 1778 _ 4.31
413

e3) =295 _ 405
419

e(8) =22 _316
786

o) =% 505
675

E_ V _ 2638+1778 +1695 +2487 +1993 10591 _ 354
C 699 + 413 + 419 + 786 + 675 2002
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These solutions give the following levels of satisfaction:

L(1) = 70%

L(2) = 71%

L(3) = 69%

L(4) = 68%

L(5) =67%

The minimum difference of the maximum and minimum level of satisfaction is
71-67=4. []

The total value obtained from this solution is 10,591, and the total efficiency is 3.54. [ ]

A diagram of the heuristic algorithm, with a linear BLMF-UC problem, is proposed in

the following Figure 3.2:
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Computing r(i); e(i,))
i=1,2,...k, j=12,...,n

v

Rearrangement e(i,(j))

let (e(i, (1)) 2 e(i,(2)) = --- = e(i,(n))

'

y(i,(1)=0,vi, ]
T(1)=0

A

Fori=1tok
Forj=1ton

T()=T(i)+c(i.(1))

yes

no

y(i,(j) =1
Next j
Next- i

D=B-c(i,(j))y(i:())) then D=0

A

Set x, let r—0.5x < L(m)and r +0.5x > L(i),
If D>c(i',(j") for some (y(i',(j")) =0,
choose ,j with L(m)<L(i)<L()

set y(i,(j)=1

Decision Variables

ya@=-=yu @) ==y (s-1))=---=y(u,(s) =1
all other y,'s are set equal 0. Where 1<u <Kk,

1<s<n

'

Feasible Solution
x = min {max L(i) — min L(m)}

max v(, )Y, ), Vi=12,....k

=

Figure 3.2 Diagram of the Heuristic Algorithm for BLMF-UC

Source: Study
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3.5 Summaries

In a bilevel programming with multiple DMUs, the decision variables of followers can
be cooperative, uncooperative, and partially cooperative. In the case of multiple lower level
DMUs with cooperative decision variables, the problem can be treated as the case of a single

DMU and single objective programming.

This chapter mainly investigates the case when multiple lower level DMUs work with
uncooperative variables in a bilevel program. In this chapter, we discuss the definition of
BLMF-UC (its characteristics) and structure a model of budget distribution, that is a more
complex problem. The goal of the upper level DM is to minimize the level of satisfaction
among the individual divisions upon their funding approvals. Under the policy of the upper
level DM, the lower level DM will pursue the largest value of each individual division in

order to maximize the total value of the organization:

Then, we develop a heuristic algorithm to overcome the difficulties due to the

uncooperative decision variables. The model of the feature is as follows:
(@) An application of bilevel programming involved multiple followers.
(b) Lower level DM with multiple objectives.
(c) All DMUs are independent and have uncooperative decision variables.
(d) Lower level decision variables are 0/1 integer variable.
By the way, a quick user guide and a source code of the heuristic algorithm for the

BLMF-UC are written in this dissertation. They are very useful to solve these problems.

Chapter 4 extends the BLMF to the case where decision variables are partially

cooperative. This extension can model real world hierarchical structures more precisely.
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Chapter 4 The Partial Cooperative Relationship of a

Bilevel Multi-Follower Decision-making Model

4.1 Introduction

The multilevel decision-making system is a key type of decision-making model with a
hierarchical organization, and a bilevel structure is the simplest type of all multilevel
decision-making systems. Usually, the lower level involves multiple decision makers of the
bilevel structure. Different reactions can be generated at the lower level towards each possible
action conducted by the upper level; multiple followers are involved in a bilevel

decision-making system.

In Chapter 3, a BLMF-UC decision-making process and its characteristic will be
discussed. In this model, the lower level DMs optimize their objectives under control of the
high level DMs’ policy. The lower level-is a multiple-objective programming problem in
which the variables are independent. And hence, the lower level decision variables are
uncooperative. This chapter extends the ‘case of uncooperative variables to the partial
cooperative relationship of a BLMF decision programming problem. This dissertation is
based on a budget allocation problem and will construct a bilevel decision-making model as

an example.

Please recall that the three kinds of relationship of decision variables among the

followers, as categorized by Jie Lu, et al. (2006) [23], are as follows:

(@) The cooperative situation where the followers share all decision variables in their

objectives and constraints.

(b) The uncooperative situation where there is no sharing of decision variables among

the followers (see Chapter 3).

(c) The partial cooperative situation where the followers partially share decision

variables in their objectives and/or constraints.
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In fact, the cases (a) and (b) above can be treated as special cases of (c). The case (c)
above will be discussed carefully in this chapter. The partial cooperative relationship of
BLMF (BLMF-PC) decision-making problems are formulated below [12, 23]: (Jie Lu, et al.)

For xeXcR", y. €Y, cR™Y=(Y,Y,,...Y,) ,Z2eZcR", F: X xY,x..xY, xZ - R',
fiXxYx-Y,xZ—>R", and i=12,.,K, a linear BLMF decision problem in which

K (=2) followers are involved and there are partial shared decision variables, but separate

objective functions and constraint functions among the followers are defined as follows:

The upper level decision maker’s problem consists of solving

K
min - F(X, Yy, Vi 2) = CxF 3 d,Y, +02

s=1

4.1)
K
st AX+) By, +B,<b

s=1

where vy, (i=1,2,...,K) and z, for each value of x, are the solution of the lower level problem:

K
ynglgz f.OG Y Y, 2) = ciXJrSZ:1:eisys +ez

(4.2)
K
s.t. AX+Y Cyy, +Ciz<h,
s=1
where ceR",c,eR",deR",d, eR™, e, eR™ beR?, b eR% AcR”, A eR%",
BeR"™™, B, eR” C, eR"™ C,eR"™ is=12..,K.
Note: in the model above,
(@) x, the decision variables of the leader.
(b) y,, the decision variables of the ith followers, are not shared.
(c) z, the decision variables, shared by all of the followers.

The characteristics of the partial cooperative relationship of a BLMF-PC

decision-making problem are as follows:
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(@) Abilevel decision-making system with single leader and multiple followers.
(b) The follower is a multiple objective decision-making problem.

(c) The leader controls a set of decision variables while each follower controls two
different sets of decision variables; one set includes independent decision variables

and the other set includes cooperative decision variables.

In section one of this chapter, the mathematics model for BLP of multiple followers with
partially cooperative variables has been discussed. In the second section, some formal
definitions of partial cooperative variables are stated and budget distribution problems are

solved effectively. Therefore, the leader and the followers can make good decisions.

4.2 Definition of the Problems

In a bilevel budget allocation-problem of BLMF-PC, the goal of the upper level DM is to
seek out the most efficient way of distributing the budget to each division as to balance the
growth among all individual divisions and promote the strength of entire organization within
the industry. In order to do so, first, the-objectives must minimize the level of satisfaction
among the individual divisions upon their funding approvals. Secondly, the constraints are to

ensure the output efficiency is no less than the input efficiency.

Usually, useful information such as human, material, and financial are considered as input
resources. The output values come in two forms: visible and invisible, namely, with explicit
value and implicit value, respectively. Where the explicit value directly is created by the
organization, and the implicit value is impacted by the divisions. Therefore, the upper level

DM’s problem is [P1]:

[P1] to minimize the level of satisfaction among the division funded under the

condition that the output efficiency is no less than the input efficiency.

Under the budget allocation policy of the upper level DM, the lower level DM pursues
the largest value of each individual division in order to maximize the total value of the

organization. So, this distribution is reasonable for lower level DMs.
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In other words, one must understand the strengths and weaknesses among the divisions
so the optimal decision can be made. The optimal decision of the lower level DMs is to
maximize the explicit and the implicit values of each proposal. Therefore, the lower level
DMs’ problem is [P2]:

[P2] to maximize the sum of the explicit and the implicit value of each proposal

while the costs stay within the funding limits.

In this decision problem, [P1] and [P2] are two closely related models, they are not
separable. There is a natural, hierarchical relationship tie between [P1] and [P2]. More
precisely, the upper level DM makes decisions concerning the policy of resources allocation,
and the lower level DM gives rational reactions under the policy. The upper level DM then
makes an optimal decision after reviewing the rational reactions of lower level DM. The
relationship of [P1] and [P2] can be considered as an extended hierarchical programming

problem [P]:

[P] to choose certain -proposals to maximize the value of the explicit and the
implicit of each division within limited funfs, which in order to minimize the
level of satisfaction among the divisions funded under the condition, so that

the output efficiency is no-less than-input efficiency.
More precisely, the above is restated as
[P] Minimize the level of satisfaction among the division funded
Subject to the output efficiency is no less than input efficiency

where the chosed factors minimize the level of satisfaction and solve the

problem

Maximize  the sum of the explicit and the implicit value of each

division

Subjectto  the costs stay within the funding limits
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Note:

(a) The output values come in two forms, visible and invisible, namely, explicit value
and implicit value, respectively. The explicit value is directly created by the

organization, while the implicit value is impacted by the divisions.
(b) Human, material, and financial are considered as input resources.

(c) The explicit efficiency is defined as the explicit value times the received funded over

the total input resource.

(d) The implicit efficiency is defined as the implicit value times the division’s own

funding over the total input resource.

(e) The explicit values are cooperative variables and implicit efficiencies are

independent variables.

The extended hierarchical programming-problem [P] above is a case where lower level
decision variables are partially cooperative for a BLMF-PC programming problem. In order to
construct a newly improved budget. allocation- maodel, in section three, a generalized data
envelopment analysis (GDEA) is developed for checking the qualification of projects before
evaluating the possibility of funding. Fig. 4.1 is a diagram showing the BLMF-PC

programming problem for budget allocation.
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Followers f(-yi.2) | Input Resources ! | Output Valves |
o N T T R (%)
| o N8P I y -7 | |

Lower Level

Figure 4.1 Diagram of the BLMF-PC Programming System for Budget Allocation

Source: Study

4.3 Generalized Data Envelopment Analysis

A decision-making system has k decision-making units; each unit’s efficiency is

determined by the ratio of the weighted sum of the output data and the weighted sum of the

input data. A data envelop analysis (DEA) model determines the efficiency of a certain unit.

However, to determine the efficiency of m units (1 <m<k) simultaneously, the DEA model

can not be applied directly. This research develops a simple approach to handle this problem

effectively.

The above mentioned problem has been studied in the last two decades. Many different

approaches to the problem were published. For instance [16, 20, 33] were published; basically,

each method constructs a weight by a different approach, to be used to determine the



efficiencies, simultaneously. The mentioned weight is usually called common weight. So, this

problem is frequently called the determination of common weight of a DEA problem

This research determines the common weight by solving a multiple objective fractional
program (MOFP). Solving a MOFP is not trivial. Usually, it is difficult. This paper proposes a
simple approach by taking advantage of the natural structure of this particular MOFP model
and determining an efficient solution for this multiple objective problem. Consequently, an

optimal common weight is determined.

4.3.1 Models and Solutions

Let S={ u,:i=12,..k } be a decision-making system, and let each u, be a
decision-making unit (DMU). And let u, = (x;; y;). be a collection of input data x; € R and

output data y, e R* (Note: R”,R-denote the sets of positive p, q vectors, respectively). i.e.
for each X =(Xi1,Xi2,....Xip) > 0y 'Y =(Yigs Yazr-+1¥ig) > 0. Also let a =(a,,,...,x,) ,
B=(B, P2,...pq) be the relative weights of input data and output data, respectively. Then

the efficiency of the ith DMU isE; :ﬂ for certainreal vectors « and g . Usually, these
a X

vectors are not known and need to be determined. A. Charnes and his associates [10]

developed the following DEA model to determine « and g :
(DEA) max, , E;, subjectto E; <1 foralli=12,... k. (4.3)

This is a fractional program and can be solved easily by the following linear program

(4.4):

max ., 5 £ Yio
subject to
(DEALP)  ax,, =1, (4.9)
By, —ax, £0,i=12,. k.
a, >0
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This linear program can be solved easily. And, hence, the efficiency of the unit i, is
determined. However, to determine the efficiency of the DMU i with i = i,, this model is not
suitable due to the fact that the objective function only considers the advantage of the unit i,.
Similarly, let S be a subset of the indexed set {l,2,...,k}; to consider the efficiency of all
members u., jeS={s :i=12,...,t}, simultaneously, the above linear program model is also
not suitable. In order to handle the above mentioned problem, the following generalized DEA

(GDEA) model is developed as equation (4.5):

(GDEA) max,E;,jeS subjectto E <1 foralli=12,...k. (4.5)

This is a multiple objective fractional program, which is a special form of multiple
objective programs. A multiple objective program (MOP) optimizes several objectives
simultaneously. An optimal solution of the program is called an efficient solution. The precise

definitions are given below.

Definition
Let F:R" — R be a vector valued function defined on a subset X of R". The program

(MOP) max,_, F(x)

xeX

is called a multiple objective program. x* is an efficient solution of MOP if for each x in X
such that F(x)>F(x") implies F(x)=F(x").

In general, to find an optimal solution (efficient solution) for a multiple
objective program can be difficult unless it can be solved as a single objective program. The
following scarlarization theorem connects both multiple objectives and single objective

programs.

4.3.2 Theorem (Scarlarization Theorem)

%

X" is an efficient solution of MOP if and only if x* solves the linear program (P(1))

max,_, AF(x) for some positive 1eR".

xeX
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Proof. Omitted. (see Dauer J. P., Liu Y. H., 1990 [18])

Solving this particular problem, GDEA, a solution method is developed using the nature

of this model. This is a generalization of DEALP.

GDEA can be written explicit

max

o jes

BY;
an

subject to
(GDEA) (4.6)

BYic1 fomlli=12 . k.
a X,

a,f2c>-0fosomegivea

Clearly, this is a generalization of DEA model, since in the case when S contains exactly
one element, it is DEA model. To solve this GDEA program, observe DEALP, and the linear
program GDEALP below is developed.

DEA has one objective function, which 1is nonlinear. However, with a proper
transformation, ax, =1, in the constraints, the objective function becomes linear and the
number of the linear constraints increases by one; the solution of DEA through DEALP is

then straightforward. One can extend the transformation to develop GDEALP as follows:

Without loss of generality, let S={12,..t} and i, =1, then, ax, =1 in DEALP. Now,
in GDEA one can similarly let ax, =1, which implies for each j in S there isa k; such that
ax; =k; (and k, =1). Thus,

By,

max ., ; "

jes

]

subject to

(GDEA) ax. =k. jeS (4.7)

] J

BYi o1 foral i=12.... k.

ax

a,f>¢e>0.
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It is easy to see that under the constraints the objective functions maxaﬁ&=
]
maxs By

" for all j in S. Since, here, one deals with positive numbers only. Furthermore, one
min ,, k;

can rewrite GDEA as the following multiple objective program of MOGDEA:

max , By, jeS
min , k; jes
subject to
(MOGDEA) gx =k, jeS (4.8)

BYi o1 foral i=12.... k.

ax

a,f>e>0.

It is nontrivial to rewrite GDEA assMOGDEA, the Lemma below shows the equivalence

of two programs.

Lemma,

(a",B") is an efficient solution of GDEA-if and only if (a”,s") is an efficient
solution of MOGDA.

Proof.

i

(", p7) is an efficient solution of GDEA iff for all j, &2 *yj
OCXj (04 Xj

implies

22 P70 For each feasible (a,4) in MOGDEA / GDEA, if By, >p"y, and

*

&2 Yi

an (04 Xj

=

ax; <a’x; forall j, then, since all terms are positive we have , Which implies

2y - | again, all terms are positive implies By;=p"y; and ax;=a’X;. Thus,

(", B") is an efficient solution of MOGDEA. The converse can be shown by the similar

argument. //
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Applied with the scarlarization theorem and the Lemma above, the theorem is as follows:

Main Theorem

(a",B") solves

maxa,ﬂEjes(:Byj _axj)
subject to
(GDEALP) ax;=k; jeS (Recall:k =1) (4.9)

Ay, <ax, 1=12,..k.
a,f=0.

if and only if (", 8") is an efficient solution of GDEA.

Proof. Omitted.

The theorem provides a solution-method for the generalized DEA problem. Since after
the determination of efficient weights («, 8", everything follows immediately. By plugging
in the values found above to the ratios of the weighted average of the output and the input,

one can obtain the results.

The proposed method is more efficient than the current existing methods are, since it
requires running one linear program only. The following example exhibits the proposed

method. (For an example related to GDEA, see Appendix 5.)

Next, section four, which is a continuation of section two, develops a multi-follower
budget distribution model with partial cooperative variables. This problem is solved using the
concepts of GDEA, which are discussed in section three, for preprocessing the data of the
projects from each division to guarantee the quality of funded projects, so as to avoid

unnecessary distributions.
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4.4 Model Development

According to the definitions of problems of BLMF-PC in Chapter 4.2, the upper level
DM’s problem is to minimize the level of satisfaction among the division, which is funded
under the condition that the output efficiency is no less than the input efficiency is. Hence, the
level of satisfaction of division i is formulated as equation (4.10), and it is a ratio of the total

funded amount and the total requested amount.

b, 1)y J)
L(i)="2— , Vi=12,.k. (4.10)

>.bi. )

L(i) : The level of satisfaction of the ith division.
b(i, J) : The resources/budget requested by-the ith division for the proposal j.
y(i, j) : The decision variable of the proposal.j from the ith division.

Next, according to the theorems of ‘GDEA in section three, the input-output efficiency

E(i, j) can be formulated as equation (4.11):

E(, j)=max & -ve(i, j) +a, -Vi(i, j)
s.t. £-9(@, )+ B,-b(, j)=1
(cn -ve(i, ) +a, ViGi, 1)) - (B, 9(i, i) + B, b, 1)) <0, (4.11)
vVi=12,...,kand j=12,...,n.

a,a,, B, B,=2e>0.
E(i, j) : The input-output efficiency.
ve(i, j) : The explicit value of the proposal j by the ith division.
vi(i, ) : The implicit value of the proposal j by the ith division.

g(i, j) : The resources provided by the ith division, which are used in the proposal j.
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a : The weight of the output value.

f : The weight of the input value.

Now, let x be a given positive number and less than 1; the mathematical model of

upper level is then formulated as follows:
min X
s.t. x>L(i)—L(m), 1<i,m<Kk, (4.12)
EG,j))>u Vi=12,.k, j=12,..n

X : The decision variable of the upper level DM.

1 : The controlled efficiency factor.

According to a diagram of the BLLMF-PC programming problem for budget allocation
from Fig. 4.1, under the budget allocation-policy of the upper level DM, the lower level DMs
pursue the largest value of each individual division in order to maximize the total value of the
organization. So, this distribution-is reasonable for lower level DMs. Usually, the values are
visible and invisible, namely, explicit value and implicit value, respectively. Where the
explicit value is directly created by the organization, and whiles the implicit value is impacted

by the divisions.

By the way, in each division, the total cost of a funded proposal cannot exceed the dollar
amount allotted to this division. Moreover, the total of the allotted amount for all divisions
cannot exceed $B, which is the available funding for distribution. The mathematical model of

lower level is then formulated as follows:
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max Zn:vi(i,j)y(i,j)+ve(i)z(i) Vi=12,..k

j=1

S.t.

>b(i, )y, j) <BG), Vi=12,..kand j=12,...n,
j=1

zij(i) <B, Vi=12,...k (4.13)

i=1

B(i)>0, Vi=12,...Kk,
Zn:y(i, =1 Vi=12...,kand j=12,...,n,
=
Jy(i, pDe{0} Vvi=12..kand j=12,...,n.
ve(i) : The total explicit value by the ith division.
B(i) : The limit of the budget to be obtained by the ith division for the proposal j.
B : The available resources from the organization.
y(i, j) : The decision variable of the proposal j from the ith division.

z(i) : The relational degree of explicit-value from the ith division.

Note:
(@) (i, j) isavector valued variable of uncooperation with each lower level DM.

(b) z(i) is a cooperative variable in the lower level DMs.

(c) The following are some definitions of the terms used in the model above:

e )=00) il1o kandj=12, . .n,

1(i, j) (4.1
wi, =200 G120 kandi=12 . 0.

1(i, j)

e(i, j) : The implicit efficiency of the proposal j by the ith division.

w(i, j) : The explicit efficiency of the proposal j by the ith division.
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4.5 The Solution Algorithm

Let {U(i):i=12,---,k} be a collection of k divisions/followers with a budget to be
distributed, and let P(i)={p(i, j): j=1,2,---,n} be the collection of n proposals submitted by
division i to request funding. Without loss of generality, we can assume that every division
submits n proposals. Each proposal has input I(i,j) and output data O(i,j). The input data
includes one’s own resources g(i,j) and the request for funding b(i,j); the output data includes

implicit value vi(i,j) and explicit value ve(i,j). The inputs and the outputs for the proposals of

the divisions are listed in table 4.1.

Table 4.1 The Inputs and the Outputs for the Proposals of the Divisions

U p(i, J) X()) O, J)
p(L1) g1 b(L1) vi(L1) ve(11)
p(L2) g(L2) b(L2) vi(L,2) ve(l,2)
u() ]
p(L,n) g(L,n) b(L n) vi(L, n) ve(l,n)
p(2,) g(2,1) b(2,1) vi(2,1) ve(2,1)
p(2,2) 9(2,2) b(2,2) vi(2,2) ve(2,2)
U@
p(2,n) g(2,n) b(2,n) vi(2,n) ve(2,n)
p(i,1) g(i,) b(i,1) vi(i,) ve(i,1)
p(i,2) g(i,2) b(i,2) vi(i,2) ve(i,2)
u(i)
p(i,n) g(i,n) b(i,n) vi(i,n) ve(i,n)
p(k,1) g(k,1) b(k,1) vi(k,1) ve(k,1)
p(k,2) g(k,2) b(k,2) vi(k,2) ve(k,2)
U(k)
p(k,n) g(k,n) b(k,n) vi(k,n) ve(k,n)
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Preprocessing:
Forall i=12,..,kand j=12,...,n.
1. Let Sl=¢.

2. Compute the input-output efficiency E(i, j) using the GDEA mathematical program

as shown below:

E(i, j) =max «, -ve(i, j) +a, -Vi(i, )
st B-9(,))+4,-b(i, j)=1
(ay-ve(i, j)+a, -vi(i, ) - (B, -9(i, )+ 5, -b(i, j)) <0,
vi=12,..kand j=12,...,n.
a,a,, B, B,=2e>0.
3. Let E(,j)zu, ViIi=12.k, J=12,.n, forgiven 1> u>0.

4. If E(i,j)<u,thendiscard p(i,j),

otherwise SI =SIuU{(i, j)} (the setofindices of all selected projects)

Selection Process:

1. Apply the theory of the grey relationship to obtain the grey relationship grade z’s

among all the lower level DMUs.

Let S be the space of grey relation factors

S={s;|ieJ={012,...m} m>2

s; =(s;(V,s;(2),...,s;(n), n>3}

then  Vy;(k)=V;(K) =[5, (k) s, (K)|
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And grey relational coefficient

min min V; (k) + ¢ max max v, (k)
J

2(sy(K), 5, (k) = V; (k) +¢ max max V (k)

¢ €[0]]

grey relationship grade z(s,,s;) = iZz(so(k), s; (k).
n

k=1

Compute r=B/Zk:Zn:b(i,j) and r(i)=r-_zn:b(i,j).

i=L j=1

Compute e(i, j) = % v(i, j) e SI.

Let {e(i,(j))} be adecreasing rearrangement of e(i, j),

ie. e(i,®)>e(i,(2) =2:-=e(i;(n)) forall WV(i,j)eSI.

vedi, J)

1G,5)

Also compute w(i, j) = v(i, j)eSl.

Let {w(i,(j))} be a decreasing rearrangement of w(i, j),
ie. w(i,(1)>w(i,(2) =--->w(,(m)) forall V(i,j)eSl.

Let y(i,()))=0,V(,]j)eSl,

T@®=0,
fori=12,...k,
if 1JJ —SI # ¢, then

forl<j<n, 1<j<n,

to compare the corresponding lower level objective value of e(i,(j)) and

w(i, (1)

i.e. to determine the value
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LOG", j*) = max {LO(i, j): LOG, j) = S vi(i, j)y(i, j) +ve()z(i), V(,j)eSI.}

jedd

0<z(i)<1, (i, j)esl.

T@A)=T@)+b(", (i),
it T(@)<r(i), then

vy ,(J"N =1 1 =133 {i", ")}

otherwise, the end of comparison and the selection in the unit i is complete.
Next j
Next i.

5 Let D=B- > b(i(j)y(,(j))then D>0.

(i,])el3d

6. If D=0 or D=0 and b(i,(j))>D,Vi,jeldl, then (y(i,(j))) obtained from 6

is feasible.

7. Set x,let r—0.5x<L(m)and r+0.5x>L(I),
If D>b(i",(j")) for some 1<i* <k, 1<j* <n,thenamongall i*,j",
sush that (y(i*,(j*))) =0, choose T, jwith L(m)<L(I)<L(i).

8. Set y(i,())=1.

9. Repeat 7 and 8 until 6 is true; the problem is then solved, and the final solution is
ya@)=..=y(1,@®))=...=y(,(s-1)) =...=y(l,(s)) =1 and all other y,'s are set

equal 0. Where 1<I1<k, 1<s<n.
10. End.

A quick user guide and a source code for the grey relational analysis and the heuristic

algorithm of the BLMF-PC are written in the Appendix 3, 4.
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Example 3:

The government will distribute $6,000 millions to the energy industry of four fields,
which including energy saving, renewable energy, new energy and energy technology etc. The
amount to be distributed to each department of the field is determined by the proposals
submitted by each division. Each proposal includes the input data I(i,j) and the output data
O(i,j). The input contains one’s own recourses g(i,j) and the request for funding b(i,j); the
output includes implicit value vi(i,j) and explicit value ve(i,j). The data of inputs and outputs

for the proposals are listed in table 4.2.

Table 4.2 The Data of Inputs and Outputs for the Proposals in Example 3

o I, J) o(i, j)
Fields p(, J) — — — —
a(, j) b(i, j) vi(, j) ve(i, j)
pLl) 147 424 8160 863
p,2) 21 65 941 74
pP1,3) 83 313 1486 3065
F(1
@) p(L4) 9 28 140 10
(Energy
. P(L5) 58 142 4761 213
Saving)
p(L.6) 117 321 3449 1531
pP7) 121 294 1809 2013
p(1,8) 21 67 823 39
p(2.1) 192 767 2992 7154
p(2,2) 165 808 2853 8325
p(2,3) 49 146 1210 162
F(2
@) p(2,4) 143 569 5186 0898
(Renewable
p(2,5) 197 794 4900 7276
Energy)
p(2,6) 36 140 743 300
p(2,7) 120 455 4150 7481
p(2,8) 22 487 678 380
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pP(3.1) 50 170 410 40
p(3,2) 293 481 2255 547
P(3,3) 101 262 1989 62
F3) P(3.4) 31 100 395 60
(New P(3,5) 125 42 55 30
Energy) | p(36) 55 34 123 24
pP(3,7) 37 137 330 77
P(3.8) 92 229 866 55
P(3,9) 20 51 26 395
p(4.1) 102 282 296 4373
p(4,2) 228 614 102 2320
p(4.3) 38 114 66 4491
F(4
) p(4,4) 51 236 72 2266
(Energy
p(4,5) 49 111 760 1797
Technology)
p(4,6) 23 112 39 1884
p(4,7) 24 254 18 4123
p(4.8) 27 168 44 2680

Preprocessing:
Forall i=12,...,4and j=12,.9.
1. Let Sl=¢.

2. Compute the input-output based efficiency E(i, j) using the GDEA mathematical
program for the Unit 1:
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max 21569 g, + 7807 3, —-576«, —1653c,
s.t. 147¢, +4240, -k, =0

2la, +65a, -k, =0
83, +133¢, —k; =0
147, + 424 ,-8160 S3,-863 5, > 0
2lo, +65a, —9415,-745, 20
83c; +133cx,-1486 5,-3065 5, >0
9, +28a,-140 5, 103, 20
58a, +142a,-47615,-2314, >0
117 ¢, +321x,-3449 S,-1531 5, > 0
121, +2942,-1809 5,-2013 5, 20
210, +670,-8235,-394, 20

k =1

The above linear program GDEA using LINDO gives a set of optimal weights:

«,=0.000001 a,=0.002357 B,=0.000061 S,=0.000211

Plug the values of «, # into E; =By, /ax; to obtain the efficiency of the Unit 1 for
desired rankings. Repeat Step 2 to compute E(i, j) for Unit 2, Unit 3, and Unit 4. The results

showing the input-based efficiency of each proposal are listed in table 4.3.
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Table 4.3 The Results Showing the Input-Output Based Efficiency of Each Proposal

Fields pl p2 p3 p4 p5 p6 p7 p8 P9

F(1) 0.68 0.48 1.00 0.16 1.00 0.70 0.77 0.37 —

F2) 044 049 067 100 069 056 097 084  —

F(3) 0.35 0.75 1.00 0.59 0.25 0.55 0.39 0.53 1.00

F(4) 0.47 0.10 1.00 0.38 1.00 0.66 1.00 0.73 —

3. Let E(,j)zpu, Vi=12.k, j=12,.n, forgiven 1> 4u>0.

4. If E(,]j)<u, the proposal is not qualified, and discard p(i, j); otherwise,
SI=S1U{(i, j)}.

When x=0.4, using data in.table 4.3, the proposals p(L4), p@8), p(31), p(35),
p(3,7), p(4,2) and p(4,4) are deleted. Consequently, the index set of the qualified
projects SI ={p(2), p(2,2),..., p(4.8)} is used in the selection process below.

Selection Process:

1. Apply the theory of the grey relationship to obtain the grey relationship grade z’s

among all the lower level DMUs.

First, consider in unit 1 the input/output data of six proposals obtained by first

selection stage:

o, =(0,1), 0,(2), o, (3), &, (4)) = (147, 424, 8160, 863)
®, = (@,(1), 0,(2), 0,(3), w,(4)) = (21, 65, 941, 74)

o, = (0,1), 0,(2), 0, (3), w, (4)) = (83, 313,1486, 3065)
o5 = (0, (1), 05 (2), 05 (3), w5 (4)) = (58,142, 4761, 213)
0 = (@, (1), 0 (2), 0, (3), w5 (4)) = (117, 321, 3449, 1531)
o, = (@, (1), 0, (2), 0, (3), 0, (4)) = (121, 294,1809, 2013)
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to initialization w;, j=1,2,35,6,7

s, (k)= 2K _a®) o ad 147 _,

w,(l) 147 147 147
s, =(5,(1),s,(2),s,(3),5,(4)) = (1, 2.88, 55.51, 5.87)
s,=(1,3.1,44.81,3.52), s,=(1,3.77,17.9,36.93),
s, = (1, 2.45,82.09,3.67), s, =(1,2.74,29.48,13.09),
s, = (1, 2.43,14.95,16.64)

Find the difference sequence V,; from Table 4.3, obtain E(1,5)=1; let s; be the

reference sequence, p;, j=123,6,7 be comparative sequence,

then

Vs, (k) =85 (k) =, (K))

Vs =(Vs; (D), V;(2), V5 (3), Vi(4))
let j=1, k=12,34,then

V@) =ss(D)—s,@)|=-1=0,

Ve (2) =[s5(2) —s,(2)| =[2.45—2.88/ = 0.4,

Vs1(3) =[s5(3) —s,(3)| =|82.09 —55.51| = 26.58 ,

Vi, (4) =[s5(4) —s,(4)| =[3.67 —5.87| = 2.20

Ve, = (Ve (D, Ve, (2), Vi, (3), Vi, (4)) = (0, 0.44, 26.58, 2.20)
similarly,

V., =(0,0.68,26.91,33.4), V., =(0,1.32,64.18,33.26),

V., =(0,1.03,11.58,23.84) V., =(0,1.34,2.95, 20.29)

For Vi, j=1236,7

63



max max ‘xs(k)—xj (k)‘ = max max V,; =67.14
J J

min min |X;(j)—x; (j)]=min min V; =0
i j 1 J
Let distinguishing coefficient ¢ =0.5, and the grey relational coefficient:

min min Vg, (k) +0.5max max Vs, (k)
J

0.5x67.14
2(s5(k),s; (K)) =— vk K)+0.5 Vv, (k "V, (k)+05x67.14
5; (K)+0. Max max 5;(K) 5; (k) +0.5x67.
__ B
V,;(k)+33.57
for j=6,k=1234
33.57 33.57
2(s5(1),5, (1)) = = 3
V() +33.57 - 0+33:57
33.57 33.57
2(85(2),5,(2)) = ————F—==099, 7(s:(3),5,(3)) = =———7—==0.56
(525D =0 gy (320353 = 26 58 1 3357
33.57
2(ss(4),8,(4) =————-==0.
G850 =5 50 3357

for ¢, be the sequence constructed using z(s, (k),s,(k)), k =1,2,34, then

o =(1,0.99,0.56, 0.94)

Similarly, z(s,(k),s,(K)), z(s5(K),S,(K)), z(Ss(K),S5(K)) and z(s;(K),s, (k) for
4/52’ 4/53’ 4/56’ 4/57:

¢, =(1,0.98,0.47,1), ¢,=(10.96,0.34,05),
Cos =(1,0.99,0.39,0.78), <., =(110.33,0.72)

By definition of the grey relational grade
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iz(s5(k),s. (K)), k=123,4

k=1

N

2(s5,8;) =

for j=1,then

Il M-b

2(,.5,) :% 2(5 (K), 5, (K)) :%(1+ 0.99 + 0.56 +0.94) =0.87

=

1

z(s;,s,)=0.86, z(s,s;)=0.70, z(s;,8,)=0.79, z(s;,s,)=0.76

Repeat the selection process 1 and obtain the grey relational grade for Field 2, Field 3,
and Field 4; see Table 4.4 below:

Table 4.4 The Results Showing the Grey Relational Grade of Each Proposal

Fields pl p2 p3 p4 p5 p6 p7 p8 P9

F(1) 087 086 0700 ‘u* 100 079  0.76 u —
F2) 078 081 076 100 081 076 094 072 —
F(3) u 081 100 <085 u 0.79 u 087 067

F(4) 0.85 u 1.00 u 0.80 0.89 0.84 0.92 —

*

u™: Unqualified projects.

4 5
2. Compute r=B/> >b(i, j)=6000/7923 =75.7%

i-1 j=1

r(l) = rZS:b(i, j) =75.7%(1559) = 1180

j=1
r(2) = 75.7%(4166) = 3154
r(3) = 75.7%(1157) =876

r(4) = 75.7%(1041) = 788

65



3.

Let {e(i,(]))} be adecreasing rearrangement of e(i, j),

1(, J)

(i, §)

Compute e(i, j) = v

(i, j) e SI.

ie. e(i,()>e(i,(2)>-->e(,(n) forall V(i,j)eSl.

Table 4.5 Implicit Efficiencies for Each Project of Divisions with Proposal Ranking

Fields P, P, P3 P, Ps Ps P, Ps Py
Vi, 8160 941 1486 u 4761 3449 1809 u -
I 571 86 396 u 200 438 415 u —
F(1)
e 1429 1094 3.75 u 2380 7.87 4.36 u —
(2) 3) (6) u ) 4) ®) u -
vi, 2992 2853 1210 5186 4900 743 4150 678 -
I, 959 973 195 712 991 176 575 509 —
F(2)
e, 312 293 621 728 494 422 122 1.33 -
(6) (7) 3) ) 4) ®) (2) €)) -
Vi, u 2255 1989 395 u 123 u 866 26
l; u 174 363 131 u 89 u 321 71
FQ3)
€, u 291 548 3.02 u 1.38 u 270 0.37
u 3 1) 2) u ®) u 4) (6)
vi, 296 u 66 u 760 39 18 44 -
l, 384 u 152 u 160 135 278 195 -
F(4)
e, 0.77 u 0.43 u 475 029 0.06 0.23 —
(2) u 3 u ) 4) (6) ®) -
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Also compute w(i, j) =

Let {w(i,(j))} be adecreasing rearrangement of w(i, j),

ve(i, j)

1(, j)

(i, j) e SI.

ie. w(i,(1)>w(i,(2)=--->w(i,(m) forall v(,j)eSl

Table 4.6 Explicit Efficiencies for Each Project of Divisions with Proposal Ranking

Fields P, P, Ps Py Ps Ps P, Ps Py
Ve, 863 74 3065 u 213 1531 2013 u —
I, 571 86 396 u 200 438 415 u —
F(1)
W, 1.51 0.86 71.74 u 1.07 3.50 4.85 u —
4) (6) 1) u ) 3) (2) u -
ve, 7154 8325 162 9898 7276 300 7481 380 —
I, 959 973 195 112 991 176 575 509 —
F(2)
W, 7.46 8.56 0.83¢ 1390 7.34 1.70 13.01 0.75 —
4) 3) (7) 1) (5) (6) 2) (8) —
ve, u 547 62 60 u 24 u 55 395
l, u 774 363 131 u 89 u 321 71
F(3)
W, u 0.71 0.17 0.46 u 0.27 u 0.17 5.56
u 2) (6) 3) u 4) u ) 1)
ve, 4373 u 4491 u 1797 1884 4123 2680 —
l, 384 u 152 u 160 135 278 195 —
F(4)
w, 11.39 u 29.55 u 11.23 13.96 14.83 13.74 —
Vo, (5) u 1) u (6) 3) (2) 4) -
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y(,(1))=0,v(i, j) Sl
T@)=0
fori=1,2,3,4,
if 13J —Sl = ¢ then
forl<j<9,1<j<9,

(i) To compare the corresponding lower level objective value of e(1,(1)) and

w(L (1)), to determine the value

(213 x1) + (4761)(1) = 4974

LO(i", j*)=max {(3065 x0.7) +(1486)(1) = 3632

Between e(L, (1)) and w(L (1)), e( (1) is chosen after computation and
comparison. Therefore, we let y(1,5) =1, i.e., to select p(1,5), and to obtain

T =T +bL() =TQ) + b(1,5) =142 < r(1) <1180

then y(L5)=1 13J=133U{G", )k

(ii) Next j,choose e(1,(2))._.and w(L (1)), then compute

(213x1+863x0.87) + (4761 + 8160)(1) = 13885
(213 x1+ 3065 x 0.7) + (4761 +1486)(1) = 8606

Between e(1,(2)) and w(l (1)), e((2))is chosen after computation and
comparison. Therefore, we let y(11)=1, i.e., to select p(11), and to obtain

T =T (1) +b(L(2)) =142 + 424 =566 < r(1) <1180

then y(LD)=1 133 =133 O{i", )}

(iii) Next j,choose e(L,(3)) and w(l (1)), then compute

| (213+751+74x0.86) + (4761 +8160 + 941)(1) =14890
(213 + 751+ 3065 x 0.7) + (4761 + 8160 +1486)(1) =17517
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Between e(1,(3)) and w(l, (1)), w(l(1))is chosen after computation and

comparison. Therefore, we let y(1,3) =1, i.e., to select p(1,3), and to obtain

T =T@1)+b(1,(6)) =142 +424 +313 =879 <r(1) <1180

then y(L3)=1 133 =133 U{(", j")}-

(iv)Next j,choose e(1(3)) and w(l,(2)), then compute

(213 + 751+ 2146 + 64) + (4761 + 8160 +1486 + 941)(1) =18522
(213 + 751+ 2146 +1598) + (4761 + 8160 +1486 +1809)(1) = 20924

Between e(1,(3)) and w(L(2)), w(L(2))is chosen after computation and
comparison. Therefore, we let y(1,7) =1, i.e., to select p(1,7), and to obtain

T =T@)+b(1(6)) =142+ 424 +313 +294 =1173 <r(1) <1180

then y(L7)=1 133 =133 U{G" i}

(v) Next j,choose-e(l(3)) and- w(L (3)); then compute

(4708 + 64) + (16216 +941)(1) = 21929
(4708 +1209) + (16216 +3449)(1) = 25582

Between e(L,(3)) and w(L(3)), w(L(3))is chosen after computation and

comparison. Therefore, we select p(1,6) and to obtain

T(@) =T (1) +b(L (6)) =142 + 424 + 313 + 294 + 321 =1494 > r(1) >1180

then  y(L7)=0, y(,j)ey(. (i)

Next i.

Repeat the process 4; similarly, the rearrangement of each division’s projects in table 4.7

is obtained.
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Table 4.7 The Rearrangement of Each Field’s Projects

p Ps P, P P, Pe P,
vi 4761 8160 1486 1809 3449 941
ve-z 213 751 2146 1530 1209 64
F(1)
V 4974 8911 3632 3339 4658 1005
b 142 424 313 294 321 65
L(1) 911 3631 5638 7524 9583 100
p P, P, P, P Ps P Pe P
vi 5186 4150 2853 2992 4900 1210 743 678
ve-z 9898 7032 6743 5580 5894 123 228 274
") V 15084 11182 9596 8572 10794 1333 971 952
b 569 455 808 767 |. 794 | 146 140 | 487
L(2) 13.66 2458 4398 6239 8145 8495 8831 100
p P P, P, P P Pe
vi 1989 395 2255 866 26 123
ve-z 62 51 454 48 265 19
FQ3)
V. 2051 446 2709 914 291 142
b 262 100 481 229 51 34
L(3) 2264 3129 72.86 9265 97.06 100
p P P, Ps P P Pe
Vi 66 18 760 296 44 39
ve-z 4491 3463 1438 3717 2466 1677
"0 V 4557 3481 2198 4013 2510 1716
b 114 254 111 282 168 112
L(4) 1095 3535 4601 7310 89.24 100
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Thus, the decision variables are set to equal 1, i.e., the proposals are selected.

yLD) =yL3)=y(L5)=y@L7)=1

y2Y)=y(2,2)=y(2,4)=y(2,7)=1

(Decision Variable)

10.

y(3’2) = y(3’3) = y(314) =1

y(41) =y(43)=y(45) =y(47)=1

LetD=B-> b(,(j))x(,(j))

= 6000 — (142+424+313+294) — (569+455+808+767) — (262+100+481)
—(114+254+111+282)
=624

Since D = 624, into step 7.
Set x=20, let 65.7<L(m) and L{(i)<85.7,
L(1) = 75.24%; L(2) = 62.39%; L(3) = 72:86; L(4) = 73.10%,
choose L(2).
y(2.3)=y(2,6)=1.
Repeat step 6, D = 624 — 146 — 140 = 338, into step 7.
L(1) = 75.24%; L(2) = 69.25%; L(3) = 72.86; L(4) = 73.10%,
choose L(1), L(3) and L(4), let y(1,2)=y(39)=y(4,6)=1
D =338—65—51—112 =110, into step 7.
L(1) = 79.41%; L(2) = 69.25%; L(3) = 77.27; L(4) = 83.86%,
choose L(3), let y(3,6) =1,
D=110—-34=76 (By the above algorithm, a solution is obtained)

End.
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[111,01,010 |

11110110
Solution y= .
0,11,01,0,01

10101110 |

Table 4.8 The Decision Variables of the Lower Level for Each Unit’s Project

Fields pl p2 p3 p4 p5 p6 p7 p8 p9
F(1) 1 1 1 0 1 0 1 0 —
F(2) 1 1 1 1 0 1 1 0 —
F(3) 0 1 1 1 0 1 0 0 1
F(4) 1 0 1 0 1 1 1 0 -

This final solution gives the level of satisfaction are
L(1) =79.41
L(2) =69.25
L(3)=80.21
L(4)=83.86

The minimum difference of maximum level of satisfaction and minimum level of
satisfaction x={max L(i,x;)—min L(i, x;)}=83.86 —69.25=14.61 []

The total value obtained from this solution is ZVi(i, Dy, j)+ve(i)z(i)=90,217. []

j=1

The following diagram is a flow chart of the solution algorithm of the BLMF-PC

programming in figure 4.2 and 4.3.
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Let SI=g.

\ 4

Computing E(i,j)

E(i, j) =max o, -Vve(i, j) +a, -Vi(i, )
st B9 ))+45,-b(i,j)=1
(a, -ve(i, j)+a, -vi(i, J)) = (8- 900, j) + B, -b(i, J)) <0,
Vi=12,...,kand j=12,..,n.

a,a,, B, P, =2e>0.

Let wu

for given 1> >0

Discard p(i,))

yes

Select p(i,j)
SI =S1u{(i, j)}

Figure 4.2 Diagram of the Preprocessing Stage for BLMF-PC
Source: Study
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Computing z(i,j), r(i), e(i,j), w(i,j)
i=12,...k j=12...n

v

Rearrangement e(i,(j)), w(i,j)
Let e(i,(0) =e(i,(2) =--->e(i,(n))

w(i, (1)) = (i, (2)) == w(i, (M) Vi, j) e Sl.

v
y(i,(j)) =0, v(i, j)eSlI,
T(1)=0
Fori=1,2,....k,
if 1JJ —SI = ¢, then <

forl< j<n, 1<j<n,

T@)=T@)+b(",(j)

ves

(" (") =1,
13 =133 U{(i", j)}.
Next j
Next i

no

(i,1)eldd

D=B- 3b(,(})y(i(j)) then D>0

A

b(i,(j))>D
Vi, je 13

Set x, let r —0.5x < L(m) and r + 0.5x > L(i),
If D>Db(i",(j)) for some (y(i",(j"))) =0,
choose 1, with L(m)<L(I)<L(i)

set y(i,(}) =1

Decision Variables

yaL@ ==y @) ==y (s-1))=---=y(l.(s)) =1
all other y,'s are set equal 0. Where 1<| <k, 1<s<n

v

Feasible Solution
x = min {max L(i) —min L(i)}

max S ViGi, j)y(, j)+ve(z(i), V(i j)eSI}

jedd

Figure 4.3 Diagram of the Heur
Source: Study
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4.6 Summaries

This chapter extends the BLMF problems to the case when decision variables are
partially cooperative. The definitions and the characteristics of BLMF-PC are discussed, and a

multi-follower budget distribution model with partial cooperative variables is constructed.

In this model, the goal of the upper level DM is to minimize the level of satisfaction
among the individual divisions upon their funding approvals, and the constraints are to ensure
the output efficiency is no less than the input efficiency. Under the budget allocation policy of
the upper level DM, the lower level DM pursues the largest value of each individual division
in order to maximize the total value of the organization. So, the optimal decision is to

maximize the explicit and the implicit values of each proposal.

The BLMF-PC budget allocation problems.are solved using the concepts of GDEA for
preprocessing the data of the projects from each division to guarantee the quality of funded
projects; this avoids unnecessary distributions. - The.grey relational analysis and the heuristic

algorithm are then applied for a budget distribution.

This extension models the hierarchical structure of the real world more precisely. This
chapter mainly investigates the case ‘with- multiple lower level DMUs with partially

cooperative variables in a bilevel program. The model has the following properties:
(@) Itisabilevel programming model.
(b) Lower level DM has multiple objectives.
(c) All DMUs are partially dependent with partial cooperative decision variables.
(d) Lower level decision variables are discrete.

The two-stage solution algorithm is developed: stage 1: GDEA, and stage 2: the grey
relational analysis and the heuristic algorithm. The final solution is feasible and can be
optimal or near optimal. Most importantly, a quick user guide and a source code for the grey
relational analysis and the heuristic algorithm of the BLMF-PC are written in this dissertation,

they can easier to solve these difficult problems.
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Chapter 5 Concluding Remarks

5.1 Conclusions

There are two types of the models for the budget allocation in this thesis. In Chapter 3, a
classical bilevel programming model is developed. This simple model with BLMF-UC uses
the uncooperative variable. In Chapter 4, a newly improved BLMF-PC model is devolved

with the partial cooperative variables.

The budget distribution problems are solved using a two-stage method (stage 1: GDEA
preprocessing, stage 2: the grey relational analysis and the heuristic algorithm) to obtain a
final solution. However, the solution might be near optimal instead of optimal; using this

method is much simpler than using a traditional algorithms.

This budget allocation model of.the bilevel programming problems with the multiple

followers has the following properties:

(@) Itis a bilevel programming model; the upper level is called the leader and the lower

level is called the follower.

(b) A bilevel decision-making system with one single upper level decision maker (DM)

and multiple lower level decision-making units (DMUS).

(c) Each lower level DMU optimizes its own objective; hence, the lower level has

multiple objective decision-making problems.
(d) The lower level decision variables are discrete.

(e) The leader controls a set of decision variables while each follower controls one’s

own decision variables.

(F) Each lower level DM’s decision variables are uncooperative (called independent);

the DM’s cooperative decision variables are dependent.
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The major contributions of this thesis are listed below:

(a)

(b)

(©)

(d)

(€)

(f)

The budget allocation model of a bilevel multiple follower 0/1 programming
problems involving uncooperative and partial cooperative variables are developed.
In the new bilevel budget allocation models, the upper level chooses the better
projects from given proposals to maximize the value of the lower level projects and

to minimize the ratio of the funding differences among divisions.

The output values are visible and invisible of proposed projects, namely, explicit
value and implicit value, respectively. Where the explicit value is directly created
by the organization, usually all variables are dependent. The implicit value is

impacted by the divisions, and its variables are independent.

A new GDEA, an improvement of DEA, is developed. It is an important procedure
of distribution to make sure the .quality of the proposals from the upper level

decision maker above the controlled efficiency factor.

Apply the theory of the grey relationship to obtain the grey relationship grade
among all the lower level DMUs in‘order to solve the problem of lower levels with

a partial cooperational relationship.

A new heuristic algorithm is developed for the budget allocation solution. The
solution algorithm takes advantage of the nature of this problem, which gives a
feasible solution for this particular model. The algorithm is efficient, and solutions
are acceptable for the real world situation. It is simpler than the classical solution

methods are.

The quick user guides and the source codes of the heuristic algorithm for the
BLMF-UC and the BLMF-PC are written, which easier to solve these difficult
problems of the BLP.
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5.2 Further Research

The current model deals with a single leader and multiple followers; the multiple
follower decision variables include uncooperative and partial cooperative variables. But this
model is not suitable when more than one leader is involved in the upper level of the

organization.

However, in reality, it is possible to have multiple leaders in a hierarchical
decision-making structure/system. In this system, the leader group optimizes multiple
objectives in the upper level, and, as before, the multiple followers in the lower level are
considered. To model this problem, one would consider the cases where the variables are
uncooperative and partially cooperative in addition to the multiple objectives of the leaders

and the followers.
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Appendix 1: BLMF-UC Quick User Guide

System Requirement:

Any OS (Window/Mac/Linux..., etc.) with JavaScript supported explorer, such like
Internet Explorer. Please note that you should open the security rule to make sure the explorer
can read the local files in your hard disk.

1. Build a data sheet.
Each column means the input/output of different projects.

Each row means different fields/industries/business units, ..., etc.

I E C D S F G
1 Field Project Input Output
2 1 1 14 46
3 1 2 124 519
4 1 3 129 363
=] 1 4 a1 328
& 1 =] 44 91
7 1 & 34 129
g 1 7 212 TED
9 1 g 214 g3l
10 1 9 130 4562
11 2 1 27 145
12 2 2 46 134
13 2 3 183 855
14 2 4 75 237
15 2 5 a1 250
16 2 5] 45 190
17 2 7 112 454
18 3 1 145 E65
19 3 2 145 356
20 3 3 54 218
21 3 4 14 36
22 3 =] &5 190
23 3 & 110 SlZ2
24 3 7 23 74
25 3 g 465 110
26 4 1 149 232
27 4 2 s 145
25 4 3 105 263

2. Save the input/output data as text file.
Use “Save As...” function to save the data:

a. Choose type to “Text file (Separate by Tab)(*.txt)/~ T #fi(Tab F 7 5 FERC*.txt)”
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-

HeEE ~ HEENR

= -

B = A =@ s A% e #il

J’ E% L NCTUMOT 2010/3/13 T50.. BEE]

i éF‘ | input.bet 2010/3/13 FF 0. FL 1KB

Chs | input2.txt 2010/4/4 T4 0L.. 3CETL 1KB

|| output.txt 2010/3/13 F50.. XX 1KB

o =REE
. =5

& System (C2)

= Data (D3)

K Youngway &1 iPl

€ E -

BEEZEN): input2od

ERRED: | XFE (Tab FLaR) (od) v]
B FEEL BE HEEE

YEE: Youngway

- BEERE R - [ Bme || ma |

b. Save input/budget as “input.txt”, and save output as “output.txt”

3. Run “RunBLP.htm”
The program should integrate the input/output data if the data is valid. Shown below:

Input and Output Table

Field Project Cost Walue
P(D) 14 a6
P1) 134 519
P(2) 139 368
P(3) 91 328
F(0) P() ) 91
P(5) 34 129
P(5) 212 7ES
P(7) 214 831
P(3) 130 452
PCOd 27 145
P(1) 46 134
P(2) 183 855
F(1) P(3) 75 237
P(a) 91 250
P(5) a5 190
P(5) 112 454
PO} 148 665
P{1) 145 356
P(2) 59 218
Fe2) P(3) 14 36
PC4) 55 190
P(5) 110 512
P(5) 23 7a
P(7) 45 110
P({0) 149 232
P1) 76 145
P(2) 108 263
P(3) EF] 210
FC2) P(<) 59 106
P(5) 118 438
P(5) 83 142
P(7) 135 F28
P(3) 145 312
P(9) 188 536
P({0) 335 T2
P(1) 259 555
Fea) P(2) 71 181
P(3) 95 308
P() 109 419
PLS) 130 420
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If the program does not integrate the data, please check if the input/output file is in
right format.

4. Set Total Budget and Max Satisfaction Gap.

Total Budget : [3000 |
Max Satisfaction Gap : [10% ~|

5. Start calculation.

Press “Run” and the program will list the decision flow and final budget left/total output.

Caculation start...

Input Budget is valid.

The optimal satisfaction is 68.74% for each filed:
Field 1: $695;

Field 2: $398;

Field 3: $419;

Field 4: $792;

Field 5: $694;

*x%x% st run -- Choose the project based on optimal satisfaction. Each Field cannot
exceed 68.740p, *****

===Choose the project from Field 1. ===

choose Project 8. (Satisfaction: 21.15%)

choose Project 2. (Satisfaction: 34.39%)

choose Project 6. (Satisfaction: 37.75%)

choose Project 7. (Satisfaction: 58.7%)

choose Project 4. (Satisfaction: 67.69%)

(DIf choose project 1, the satisfaction (69.07%) will over 68.74%.
(DIf choose project 3, the satisfaction (81.42%) will over 68.74%.
(DIf choose project 5, the satisfaction (72.04%) will over 68.74%.
(DIf choose project 9, the satisfaction (80.53%) will over 68.74%.
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===Choose the project from Field 2. ===

choose Project 1. (Satisfaction: 4.66%)

choose Project 3. (Satisfaction: 36.27%)

choose Project 6. (Satisfaction: 44.04%)

choose Project 7. (Satisfaction: 63.39%)

(DIf choose project 2, the satisfaction (71.33%) will over 68.74%.
(DIf choose project 4, the satisfaction (76.34%) will over 68.74%.
(DIf choose project 5, the satisfaction (79.1%) will over 68.74%.

===Choose the project from Field 3. ===

choose Project 6. (Satisfaction: 18.03%)

choose Project 1. (Satisfaction: 42.3%)

choose Project 3. (Satisfaction: 51.97%)

(DIf choose project 2, the satisfaction (75.74%) will over 68.74%.
choose Project 7. (Satisfaction: 55.74%)

(DIf choose project 2, the satisfaction (79.51%) will over 68.74%.
choose Project 5. (Satisfaction: 66.39%)

(DIf choose project 2, the satisfaction (90.16%) will over 68.74%.
choose Project 4. (Satisfaction: 68.69%)

(DIf choose project 2, the satisfaction (92.46%) will over 68.74%.
(DIf choose project 8, the satisfaction (76.23%) will over 68.74%.

===Choose the project from Field 4. ===

choose Project 8. (Satisfaction: 11.71%)

choose Project 6. (Satisfaction: 21.94%)

choose Project 10. (Satisfaction: 38.25%)

choose Project 3. (Satisfaction: 47.61%)

choose Project 4. (Satisfaction: 55.59%)

choose Project 9. (Satisfaction: 68.17%)

(DIf choose project 1, the satisfaction (81.09%) will over 68.74%.
(HIf choose project 2, the satisfaction (74.76%) will over 68.74%.
(HIf choose project 5, the satisfaction (73.29%) will over 68.74%.
(HIf choose project 7, the satisfaction (75.37%) will over 68.74%.

===Choose the project from Field 5. ===
choose Project 5. (Satisfaction: 10.79%)
choose Project 6. (Satisfaction: 23.66%)
choose Project 4. (Satisfaction: 33.17%)
choose Project 3. (Satisfaction: 40.2%)
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(DIf choose project 1, the satisfaction (73.37%) will over 68.74%.
choose Project 2. (Satisfaction: 66.83%)

===1st run Caculation complete.===
Each field received (satisfaction):
Field 1: $685/$1012 (67.69%)

Field 2: $367/$579 (63.39%)

Field 3: $419/$610 (68.69%)

Field 4: $786/$1153 (68.17%)

Field 5: $675/$1010 (66.83%)

*****Second run -- Check the rest budget, if it still can be used on some projects, than
consider those qualified projects.*****
Only choose the project which can meet satisfaction requirement (63.74% ~ 73.74%)

Field 1 Project 1 is OK for budget and satisfaction requirent. Choose this project.
Field 2 Project 2 is OK for budget.and satisfaction.requirent. Choose this project.

===2st run Caculation complete.===

**x**Caculation is finished. *****
Each field received (satisfaction):
Field 1: $699/$1012 (69.07%)
Field 2: $413/$579 (71.33%)

Field 3: $419/$610 (68.69%)

Field 4: $786/$1153 (68.17%)
Field 5: $675/$1010 (66.83%)

Budget Used : $2992
Budget Left : $8

Total Output:10591
Total efficiency obtained : 353.97%
Satification Level is 4%
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Appendix 2: BLMF-UC Source Code

<IDOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.0rg/TR/xhtml1/DTD/xhtml1-transitional.dtd">

<html xmlIns="http://www.w3.0rg/1999/xhtml">

<head>

<META http-equiv="Content-Type" content="text/html; charset=utf-8" />
<META NAME="robots" CONTENT="noindex,nofollow">
<METAHTTP-EQUIV="CACHE-CONTROL" CONTENT="NO-CACHE">

<META HTTP-EQUIV="EXPIRES" CONTENT="0">

<META HTTP-EQUIV="PRAGMA" CONTENT="NO-CACHE">

<!-- jJQuery & Plug-in -->

<script type="text/javascript” src="./jquery-1.4.2.min.js"></script>

<link rel="stylesheet" href="main.css" type="text/css">

<script type="text/javascript">

/*Basic Function Start-->*/
function explode (delimiter, string, limit) {

/[* Splits a string on string separator and return array of components. If limit is positive
only limit number of components is returned. If limit is negative all components except the

last abs(limit) are returned. */
/[* version: 909.322 */

/* discuss at: http://phpjs.org/functions/explode [+ original by: Kevin van
Zonneveld (http://kevin.vanzonneveld.net) */

[* + improved by: kenneth */

I* + improved by: Kevin van Zonneveld (http://kevin.vanzonneveld.net) */

[* + improved by: d3x */

I* + bugfixed by: Kevin van Zonneveld (http://kevin.vanzonneveld.net) 1>
example 1: explode(' ', 'Kevin van Zonneveld'"); */

[** returns 1: {0: 'Kevin', 1: 'van', 2: 'Zonneveld'} */

[** example 2: explode('=", 'a=bc=d', 2); */

[** returns 2: ['a’, 'bc=d’] */

var emptyArray = { 0: " };

/* third argument is not required */
if (arguments.length < 2 ||

typeof arguments[0] == 'undefined' ||

return null;
b
if (delimiter ===""||
delimiter === false ||
delimiter === null)
{
return false; }

if (typeof delimiter == function’ ||
typeof delimiter == 'object’ ||

88

typeof arguments[1] == 'undefined")



typeof string == 'function’ || typeof string == 'object’)

return emptyArray;

¥
if (delimiter ===true ) {
delimiter = '1";
¥
if (Mimit) { return string.toString().split(delimiter.toString());
}else {
// support for limit argument
var splitted = string.toString().split(delimiter.toString());
var partA = splitted.splice(0, limit - 1); var partB =
splitted.join(delimiter.toString());
partA.push(partB);
return partA,;
¥

¥
function statMsg(m){

var g = $("label#stat")[0].innerHTML;
g+=m+ "</br>";
$("label#stat").html(q);

return;

}

function reset(){
for(var i in choose){
for(var j in choose[j]){
choose[i][j] = 0;

}

}

for(var i in Lproj){
Lproj[i] = 0;

}

totalOutput = 0;
$("#LBudget™).hide();
return;

}

[*<--Basic Function End*/

[*Global variable Start-->*/
var maxproj=0;

var input = new Array();

var output = new Array();
var eff = new Array();

var choose = new Array();
var MAX_PROJ_NUM = 0;
var projnum = new Array();
var Lproj = new Array();
var totalOutput = 0;
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var test = ",
var Unitlnput = new Array();
[*<--Global variable End*/

[*Initial Data Start-->*/
function LoadData(){
$.ajax({

type: "POST",

url: "data.txt",

datatype: "text",

success: function(data, status){

var raw_data = explode("\n", data);
for(i in raw_data){
if (raw_data[i] '="") var sec_data = explode("\t", raw_data[i]);
if (sec_data[0] == "Field") continue;

[*fill into DATA*/
var p = parselnt(sec_data[0])-1;
var q = parselnt(sec_data[1])-1;
if(input[p] == null) input[p] = new Array();
if(input[p][q] == null) input[p][q] = new Array();
if(output[p] == null) output[p] = new Array();
if(output[p][g] == null) output[p][g] =new Array();
if(eff[p] == null) eff[p] = new.Array();
if(eff[p][q] == null) eff[p][a] = new Array();
if(choose[p] == null) choose[p] = new Array();
if(choose[p][q] == null) choase[p][g] =new Array();

input[p][q] = Number(sec_data[2]); /*own resource*/
output[p][a] = Number(sec_data[3]); /*request funding*/
if(input[p][q] > 0) eff[p][q]= Number(output[p][q]l/input[p][a]);
else eff[p][q] = O;

choose[p][a] = 0;

}

/*check max project number*/
for(var i in input){
projnum[i] = input[i].length;
if(input[i].length > MAX_PROJ_NUM) MAX_PROJ_NUM = input[i].length-1;
¥
2
complete: function(){

DATATab();
EfficiencyTab();

}
b
}
function DATATab(){
[*Header row*/
var tar = document.getElementByld("inputTab");
var newRow = tar.insertRow(tar.rows.length);
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var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Field";
var cell = tar.rows[tar.rows.length-1].insertCell(1);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Project™;
var cell = tar.rows[tar.rows.length-1].insertCell(2);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Cost";
var cell = tar.rows[tar.rows.length-1].insertCell(3);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Value™;
[* contain rows*/
for(var i in input){
var FCol = 0;
for(var j in input[i]){
var newRow = tar.insertRow(tar.rows.length);
if (FCol == 0){
var cellfix = 0;
var cell = tar.rows][tar.rows.length-1}.insertCell(0);
cell.rowSpan = input[i].length;
cell.align = "center";
cellinnerHTML ="F(" + i +™)";
}else cellfix = -1;
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+1);
cell.align = "center";
cellinnerHTML ="P(" +j +")";
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+2);
cell.align = "center";
cell.innerHTML = input[i][j];
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+3);
cell.align = "center";
cell.innerHTML = output[i][j];
FCol = null;
cellfix = null;

¥
¥

}
function EfficiencyTab(){

var tar = document.getElementByld("effTab");
var i=0;

var newRow = tar.insertRow(tar.rows.length);

var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";

cell.style.minWidth = "70px™;

cell.innerHTML = "Unit\\Project™;
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for(var j=0; j < MAX_PROJ_NUM; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j+1);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Project " + (j+1);
b
for(var i=0; i < input.length; i++){
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "Unit" + (i+1);
for(var j=0; j < MAX_PROJ_NUM; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j+1);
cell.align = "right";
if(eff[i][j] '= null) cell.innerHTML = parselnt(eff[i][j]*10000, 10)/10000;
else cell.innerHTML = "---";

}

¥
ChoosenTab();
by
function ChoosenTab(){
var tar = document.getElementByld("choTab™);
var i=0;
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1}.insertCeli(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Unit\\Project";
for(var j=0; j < MAX_PROJ_NUM;j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j+1);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Project " + (j+1);
by
for(var i=0; i < input.length; i++){
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "Unit" + (i+1);
for(var j=0; j < MAX_PROJ_NUM; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j+1);
cell.align = "center";
if(projnum(i] > j){
if(choose[i][j] == 0) cell.innerHTML = "<font color="red'>o</font>";
else cell.innerHTML = "<font color="green>v</font>"
}else {
cell.innerHTML = "<font color="gray">---</font>"
b
¥
b
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SatisfyTab();
b
function SatisfyTab(){
var tar = document.getElementByld("satTab");
var itotal = new Array();
for(var i in input){
Unitlnput[i] = 0;
for (var j in input[i]){
UnitInput[i] += parselnt(input[i][j]);

¥

}

for(var i in choose){
itotal[i] = O;

for(var j in choose[i]){
if(choose[i][j] == 1) itotal[i] += parselnt(input[i][j]);
¥
}

var updateSat = new Array();
var MaxSat = 0, minSat = 100;
for(var i=0; i < projnum.length; i++){
updateSat[i] = parselnt(itotal[i]/Unitinput[i]*1000000, 10)/10000;
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1}.insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Unit" + (i+1);
var cell = tar.rows[tar.rows.length-1].insertCell(1);
cell.align = "right™;
cell.style.minWidth = "70px";
cell.innerHTML = updateSat[i] +"%";
}
for(y in updateSat){
if(updateSat[y] > MaxSat) MaxSat = updateSat[y];
if(updateSat[y] < minSat) minSat = updateSat[y];
}
var SDiff = parselnt($("#satset")[0].value)/100;
If(SDiff*100 < parselnt((MaxSat - minSat))) {
$("#CANTS").html("<font color=red size=+2>Satification Level cannot meet the
requirement ("+SDiff*100+"%).<br> Please double check the
configuration.<br><br></font>");
S("#CANTS").show();
Yelse $("#CANTS").hide();
S("#SDiff").html("Satification Level is " + parselnt((MaxSat - minSat),10) + "%");
if(parselnt(MaxSat - minSat)!=0) $("#SDiff").show();
}
[*<-- Initial Data End*/
[*Caculation Function Start-->*/
function Run(){
S("#RUN").hide();
reset();
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statMsg(""Caculation start...");
var p = $("input#MBudget™)[0].value;
if(isNaN(p)) {
alert("Invalid Budget!");
$("input#MBudget")[0].value = 0;
statMsg("Invalid Budget! Please check Total Budget.");
statMsg(""Caculation terminated.");
return;
}else var b = parselnt(p);
statMsg("Input Budget is valid.");
[*Caculate RequestDollar */
var s = new Array(); //total input for each unit
var t = 0; //total input.
for(var i=0; i < input.length; i++){
s[i] =0;
for(var j=0; j < input[i].length; j++){
s[i] += parselnt(input[i][j]);

t += parselnt(s[i]);

var RD = p/t;
statMsg(""The optimal satisfaction is "+parselint(RD*10000)/100+"% for each filed:");
var r = new Array();
var lim = parselnt($("#satset")[0]:value)/200;
for(var i=0; i < input.length; i++){
r[i] = s[i] * (RD-lim);
statMsg("Field "+(i+1)+": $"+parselnt(r[i])+";");
¥
$("#LBudget™).show();
$("#LBudget™).htmlI("Budget Left : " +'b +", Total Output:" + totalOutput);
statMsg("'</br></pbr>***** 1st run -- Choose the project based on optimal satisfaction. Each
Field cannot exceed " + Math.round(RD*10000)/100 + "% - " + lim*100 + "% =" +
Math.round((RD-lim)*10000)/100 +"%, *****").
for (i in eff){
statMsg("'<br>===Choose the project from Field "+(Number(i)+1)+". ===");
var fin = 0;
while(b >0 && fin 1= 1){
/*find the max most efficient project --- 1st run, will check Satisfaction */
var Meff =0, Mi = null, Mj = null;
for (j in eff[i]){
if(eff[i][j] > Meff){
if( b > input[i][j] && choose[i][j] == 0){
[*Check satisfaction*/
if(chkSat( i, j, r[i], s[iD)X
[*if the satisfaction can fulfill the requirement, then choose the project.*/
Meff = eff[i][j];
Mi =1i;
Mj =j;
}
}
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}

}
if (Mi == null && Mj == null) fin = 1;
else{
b -= input[Mi][Mj];
choose[Mi][Mj] = 1;
Lproj[Mi] +=1,
totalOutput += parselnt(output[Mi][Mj]);
var itotal = 0;
for(var j in choose[i]){
if(choose[i][j] == 1) itotal += parselnt(input[i][j]);
}
var sof = Math.round(itotal/s[i]*10000)/100; /*the satisfaction of each field*/
statMsg("'choose Project "+ (parselnt(Mj)+1) + ". (Satisfaction: "+sof+"%)");

$("#LBudget™).html("Budget Used : $"+ (p-b) +"</br> Budget Left: $" + b +"</br> Total
Output:" + totalOutput);

$("#choTab™).html("");

$("#satTab™).html("");

ChoosenTab();

¥
¥
}
statMsg("'<br>===1st run Caculation complete.===");
statMsg(""Each field received (satisfaction):™);
for(var i=0; i < input.length; i++){
var itotal = 0;
for(var j in choose[i]){
if(choose[i][j] == 1) itotal += parselnt(input[i][j]);
¥
statMsg("Field "+(i+1)+": $"+itotal+"/$"+s[i]+"
("+Math.round((itotal/s[i])*10000)/100+"%)");

statMsg("'<br><br>*****Second run -- Check the rest budget, if it still can be used on some
projects, than consider those qualified projects.*****");
statMsg(""Only choose the project which can meet satisfaction requirement
("+Math.round((RD-1im)*10000)/100+"% ~ "+Math.round((RD+lim)*10000)/100+"%)
<br><br>");
fin=0;
while(b >0 && fin 1= 1){
/*find the max most efficient project --- 2nd run*/
var Meff =0, Mi = null, Mj = null,
for(var i in eff){
for (var j in eff[i]){
if(eff[i][j] > Meff){
if( b > input[i][j] && choose[i][j] == 0){
if (ChkSatSec(i, j, RD, lim)){
Meff = eff[i][j];
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M) =J;
}
¥
}
¥

}
if (Mi ==null && Mj == null) fin = 1;
else{

b -= input[Mi][Mj];

choose[Mi][M]] = 1;

Lproj[Mi] +=1,

totalOutput += parselnt(output[Mi][Mj]);

statMsg("Field "+(Number(Mi)+1)+" Project "+(Number(Mj)+1)+" is OK for budget and
satisfaction requirent. Choose this project.”);

$("#LBudget").html("Budget Used : $"+ (p-b) +"</br> Budget Left : $" + b +"</br> Total
Output:" + totalOutput);

$("#choTab").htmlI("™);

$("#satTab™).html("™);

ChoosenTab();

¥
¥

statMsg("'<br>===2st run Caculation complete.===");
statMsg("'<br>*****Caculation is finished.*****");
statMsg(""Each field received (satisfaction):™);
for(var i=0; i < input.length; i++){

var itotal = 0;

for(var j in choose[i]){

if(choose[i][j] == 1) itotal += parselnt(input[i][j]);
¥
statMsg("Field "+(i+1)+": $"+itotal+"/$"+s[i]+"
("+Math.round((itotal/s[i])*10000)/100+"%)");

}

S("HTETF").show();

S("#TETF").html("Total efficiency obtained : " + parselnt(totalOutput/(p-b)*10000)/100 +
"%");
¥
function chkSat( p, g, X, ¥){

//Check if Satisfaction reach average

var itotal = 0;

for(var i in choose[p]){

if(choose[p][i] == 1) itotal += parselnt(input[p][i]);

itotal += parselnt(input[p][al);
if(parselnt(itotal) > parselnt(x)){
statMsg(" (1) If choose project " + (Number(g)+1) + ", the satisfaction
("+Math.round((itotal/y)*10000)/100+"%) will over "+ Math.round((x/y)*10000)/100+"%.");
return false;
}else return true;
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}

function ChkSatSec(p, q, X, y {
var r = parselnt($("#satset")[0].value);
var itotal = new Array();
for(var i in choose){
itotal[i] = O;
for(var j in choose[i]){
if(choose[i][j] == 1) itotal[i] += parselnt(input[i][j]);
¥
}

itotal[p] += parselnt(input[p][a]);
var updateSat = new Array();

for(var i in itotal){

updateSat[i] = parselnt(itotal[i]/Unitinput[i]*1000000, 10)/1000000;

¥

/*

var MaxSat = 0, minSat = 1;
var MaxUnit, minUnit;
for(var i in updateSat){

if(updateSat[i] > MaxSat) MaxSat = updateSat[i];

if(updateSat[i] < minSat) minSat = updateSatfi];
}
var SatDiff = MaxSat - minSat;
*/
if(updateSat[p] > (x+y)){

[*statMsg("Field "+(Number(p)+1)+" Project "+(Number(q)+1)+" is OK for budget, but if
choose this project, the satisfaction(*+Math.round(updateSat[p]*10000)/100+"%) will over
"+Math.round((x+y)*10000)/100+"%. Skip this project.");*/

return false;

}else if (updateSat[p] < (x-y)){

[*statMsg("Field "+(Number(p)+1)+" Project "+(Number(q)+1)+" is OK for budget, but if
choose this project, the satisfaction ("+Math.round(updateSat[p]*10000)/100+"%) will less
than "+Math.round((x-y)*10000)/100+"%. Skip this project.");*/

return false;

}

return true;

}

[*<-- Caculation Function End*/

$(document).ready(function(){
LoadData();
b
</script>
</head>
<body>
<b>Input and Output Table</b>
<table id="inputTab" background="#000000">
</table>
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</br>

<div id="caluse">

<b>Efficiency</b>

<table id="effTab">

</table>

</br>

</div>

<b>Choosen</b>

<table id="choTab">

</table>

</br>

<b>Satisfaction</b>

<table id="satTab">

</table>

</br>

Total Budget : <input id="MBudget" type="text" value="0"></br>
Max Satisfaction Gap :

<select id="satset"><script>

for(vari=1;i<=100; i++){

document.write("<option value=" +i + ">" + i + "% </option>");}
</script></select></br>

<input id="RUN" type="button" value="RUN" onClick="Run();"><input type="button"
value="Reset" onClick="window.location.reload();"></br>

<label id="stat" class="msg"></label></br>

<label id="CANTS" style="display:none;"></label></br>

<label id="LBudget" style="display:none;"></label></br>

<label id="TETF" style="display:none;"></label></br>

<label id="SDiff" style="display:none;"'></label></br>

</body>

</html>
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Appendix 3: BLMF-PC Quick User Guide

System Requirement:

Any OS (Window/Mac/Linux..., etc.) with JavaScript supported explorer, such like
Internet Explorer. Please note that you should open the security rule to make sure the explorer
can read the local files in your hard disk.

1. Build a data sheet.
Each column means the input/output of different projects.

Each row mean different fields/industries/business units, ..., etc.

&

% ¥
c D £ P H 1 I K L M [ o q K s T u v ]
1 Ig b a2
7 a2 8160 0000211
3 21 65 S 0000211
4 83 2 1485
a = 18
[ 58 142 4761 213 0000001
7 u? 21 445 1531 0.000001 L
8 121 e 1808 2013 0.000001
s 2 & & 3 0000001
I 2 92 67 2662
11 2 808 2853
L 2 49 146 1210
13 2 43 £ 185
14 2 97 o4 40900
L 2 E: 140 4
5 2 0 55 1
I 2 22 487 78
18 3 50 17 410
19 3 2k sl 2255
20 3 o1 = 1589
21 3 L 100 305
z 3 2 42 )
23 3 55 £ 122
a3 El 1 3y
2 3 2 =9 6
2 3 20 5L e
7 1 0 = 26
% 4 2 2 614 100
= 4 38 114 (3]
30 4 4 51 23 T2
ETR 9 1 0
2 4 L] 25 uz )
33 4 7 24 =) 18
E0) 4 k] 7 168 “ 2680 0008444 0000492 0000433
35
k)
S 7] 4 S
w4 D 100% = 5

2. Save the input/output data as text file.
Use “Save As...” function to save the data:

a. Choose type to “Text file (Separate by Tab)(*.txt)/~ 3-f(Tab 7 53 Bﬁ)(*.txt)”
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b. Save the file as “data.txt”

3. Run “RunBLP.htm”
The program should integrate the input/output data if the data is valid. Shown below:

Input and Output Table

Field Project |own resource|request funding|implicit output value|explicit output value|Selection results|
P(1) 147 424 8160 863 =
P(2) 21 65 941 74 -
P(3) 83 313 1486 3065 =
1) P(4) 9 28 140 10 -
P(5) 58 142 4761 213 -
P(&) 117 321 3449 1531 =
P(7) 121 254 1809 2013 =
P(8) 21 67 823 39 -
P(1) 152 767 2992 7154 =
P(2) 165 308 2853 8325 =
P(3) 49 146 1210 162 =
F2) P(4) 143 569 5186 58593 =
P(5) 187 794 4900 7276 =
P(6) 36 140 743 300 =
P(7) 120 455 4150 7481 =
P(8) 22 437 678 380 =
P(1) 50 170 410 40 -
P(2) 293 881 2255 547 =
P(3) 101 262 1989 62 =
p(4) 31 100 395 &0 =
F(3) P(5) 125 42 55 30 =
P(&) 55 34 123 24 -
P(7) 37 137 330 77 =
P(8) 92 229 366 Tk -
P(9) 20 51 26 395 -
P(1) 102 282 2596 4373 =
P(2) 228 614 102 2320 =
P(3) 38 114 66 4451 =
P(4) 51 236 T2 2266 =
F(4)
P(5) 449 111 760 1797 =
P(&) 23 112 39 1884 =
P(7) 24 254 18 4123 -
P(8) 27 168 44 2580 =
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If the program does not integrate the data, please check if the input/output file is in
right format.

4. Set Total Budget, required efficiency and Max Satisfaction Gap.

Total Budget : |EUUU |

Efficiency Required : |40 %

Max Satisfaction Gap : |20% ~

5. Start calculation.
Press “Run” and the program will list the decision flow and final budget left/total output.

Caculation start...
Field 1 Project 4 is disqualified  Field:1 Project 8 is disqualified
Field 3 Project 1 is disqualified .« Field 3 Project 5 is disqualified
Field 3 Project 7 is disqualified ~_Field 4 Project 2 is disqualified
Field 4 Project 4 is disqualified

Field 1, choose 5 as reference sequence.

\/51=(0,0.44,26.58,2.2) \/52=(0,0.65,37.28,0.15)
\/53=(0,1.32,64.18,33.26) \/54=(0,0.66,66.53,2.56)
\/55=(0,0,0,0) \/56=(0,0.3,52.61,9.41)
\/57=(0,0.02,67.14,12.96) \/58=(0,0.74,42.9,1.82)

MAXY\/58=67.14; min\/58=0

Field 2, choose 4 as reference sequence.

\/41=(0,0.02,20.68,31.96) \/42=(0,0.92,18.97,18.76)
\/43=(0,1,11.57,65.91) \/44=(0,0,0,0)

\/45=(0,0.05,11.39,32.28) \/46=(0,0.09,15.63,60.88)
\/47=(0,0.19,1.68,6.88) \/48=(0,18.16,5.45,51.94)

MAXY\/48=65.91; min\/48=0

Field 3, choose 3 as reference sequence.

V/31=(0,0.81,11.49,0.19) V/32=(0,0.95,12,1.25)
V/33=(0,0,0,0) $/34=(0,0.63,6.95,1.32)
\/35=(0,2.26,19.25,0.37) \/36=(0,1.98,17.46,0.18)
\V/37=(0,1.11,10.77,1.47) \/38=(0,0.1,10.28,0.02)

V/39=(0,0.04,18.39,19.14)
MAXY\/39=19.25; min\/39=0
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Field 4, choose 3 as reference sequence.

\/31=(0,0.24,1.17,75.31) \/32=(0,0.31,1.29,108.01)
V/33=(0,0,0,0) $/34=(0,1.63,0.33,73.75)
\/35=(0,0.73,13.77,81.51) \/36=(0,1.87,0.04,36.27)
\/37=(0,7.58,0.99,53.61) 1/38=(0,3.22,0.11,18.92)

MAXY\/38=108.01; min\/38=0

Let distinguishing coefficient {=0.5

Come out Grey Relational Degree of each Proposal. See the table above.

Come out Internal Efficiencies for each Project of Dvisions. See the table above.
Come out External Efficiencies for each Project of Dvisions. See the table above.
The qualified funding requirement for field #1 is: $1559

The qualified funding requirement for field #2 is: $4166

The qualified funding requirement for field #3 is: $1157

The qualified funding requirement for field #4 is: $1041

Total funding requirement for all qualified projects is: $7923

The best satisfied percentage of each field is 75.73%:

***** 1st run -- Choose the project based on optimal satisfaction. Each Field cannot
exceed 75.73%, *****

Field 1 cannot exceed $1181

Field 2 cannot exceed $3155

Field 3 cannot exceed $876

Field 4 cannot exceed $788

===Choose the project from-Field 1. ===

Step 1:

Option 1: project 5 - Output = 4761 + 213 = 4974

Option 2: project 3 - Output = 1486 +2145.5 =3631.5

Choose Project 5, which cost $142. Field 1 Budget Left: $1039. Satisfcation: 9.11%.

Step 2:

Option 1: project 1 - Output = 8160 + 752.9675000000001 = 8912.9675

Option 2: project 3 - Output = 1486 + 2145.5 = 3631.5

Choose Project 1, which cost $424. Field 1 Budget Left: $615. Satisfcation: 36.31%.

Step 3:

Option 1: project 2 - Output = 941 + 63.825 = 1004.825

Option 2: project 3 - Output = 1486 + 2145.5 = 3631.5

Choose Project 3, which cost $313. Field 1 Budget Left: $302. Satisfcation: 56.38%.

Step 4:

Option 1: project 2 - Output = 941 + 63.825 = 1004.825

Option 2: project 7 - Output = 1809 + 1534.9125 = 3343.9125

Choose Project 7, which cost $294. Field 1 Budget Left: $8. Satisfcation: 75.24%.

Step 5:

Option 1: project 2 - Output = 941 + 63.825 = 1004.825
Option 2: project 6 - Output = 3449 + 1209.49 = 4658.49
Budget quota is not sufficient to choose project 6!
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===Choose the project from Field 2. ===

Step 1:

Option 1: project 4 - Output = 5186 + 9898 = 15084

Option 2: project 4 - Output = 5186 + 9898 = 15084

Choose Project 4, which cost $569. Field 2 Budget Left: $2586. Satisfcation: 13.66%.

Step 2:

Option 1: project 7 - Output = 4150 + 7050.8425 = 11200.8425

Option 2: project 7 - Output = 4150 + 7050.8425 = 11200.8425

Choose Project 7, which cost $455. Field 2 Budget Left: $2131. Satisfcation: 24.58%.

Step 3:

Option 1: project 3 - Output = 1210 + 123.12 = 1333.12

Option 2: project 2 - Output = 2853 + 6743.25 = 9596.25

Choose Project 2, which cost $808. Field 2 Budget Left: $1323. Satisfcation: 43.98%.

Step 4:

Option 1: project 3 - Output = 1210 + 123.12 = 1333.12

Option 2: project 1 - Output = 2992 + 5580.12 = 8572.12

Choose Project 1, which cost $767. Field 2 Budget Left: $556. Satisfcation: 62.39%.

Step 5:

Option 1: project 3 - Output = 1210 + 123.12 = 1333.12
Option 2: project 5 - Output= 4900 + 5911.75 = 10811.75
Budget quota is not sufficient to choose project 5!

===Choose the project from Field 3. ===

Step 1:

Option 1: project 3 - Output = 1989 + 62 = 2051

Option 2: project 9 - Output = 26 + 263.66249999999996 = 289.6625

Choose Project 3, which cost $262. Field 3 Budget Left: $614. Satisfcation: 22.64%.

Step 2:

Option 1: project 4 - Output = 395 + 51 = 446

Option 2: project 9 - Output = 26 + 263.66249999999996 = 289.6625

Choose Project 4, which cost $100. Field 3 Budget Left: $514. Satisfcation: 31.29%.

Step 3:

Option 1: project 2 - Output = 2255 + 444.4375 = 2699.4375

Option 2: project 9 - Output = 26 + 263.66249999999996 = 289.6625

Choose Project 2, which cost $481. Field 3 Budget Left: $33. Satisfcation: 72.86%.

Step 4:

Option 1: project 8 - Output = 866 + 47.712500000000006 = 913.7125
Option 2: project 9 - Output = 26 + 263.66249999999996 = 289.6625
Budget quota is not sufficient to choose project 8!
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===Choose the project from Field 4. ===

Step 1:

Option 1: project 5 - Output = 760 + 1433.1075 = 2193.1075

Option 2: project 3 - Output = 66 + 4491 = 4557

Choose Project 3, which cost $114. Field 4 Budget Left: $674. Satisfcation: 10.95%.

Step 2:

Option 1: project 5 - Output = 760 + 1433.1075 = 2193.1075

Option 2: project 7 - Output = 18 + 3463.3199999999997 = 3481.32

Choose Project 7, which cost $254. Field 4 Budget Left: $420. Satisfcation: 35.35%.

Step 3:

Option 1: project 5 - Output = 760 + 1433.1075 = 2193.1075

Option 2: project 6 - Output = 39 + 1681.47 = 1720.47

Choose Project 5, which cost $111. Field 4 Budget Left: $309. Satisfcation: 46.01%.

Step 4:

Option 1: project 1 - Output = 296 + 3717.0499999999997 = 4013.05

Option 2: project 6 - Output = 39 + 1681.47 = 1720.47

Choose Project 1, which cost $282. Field 4 Budget Left: $27. Satisfcation: 73.1%.

Step 5:

Option 1: project 6 - Output =39 +1681.47 = 1720.47
Option 2: project 6 - Output='39 + 1681.47 = 1720.47
Budget quota is not sufficient to choose project 6!

===1st run Caculation complete.===
Each field received (satisfaction):
Field 1: $1173/$1559 (75%)

Field 2: $2599/$4166 (62%)

Field 3: $843/$1157 (73%)

Field 4: $761/$1041 (73%)
Satisfaction level:13%

Budget left: $624

*xxxx 2nd run Pick-Up -- Choose the candidate project from all field. The satisfaction
of each field shall not exceed 75.73% + 10% = 85.73%. *****

Field 1 cannot exceed $1337.

Field 2 cannot exceed $3572.

Field 3 cannot exceed $992.

Field 4 cannot exceed $892.

Check is there any feasible project in Field 2...

Choose Field 2 Project 3, which cost $146. Then each field received (satisfaction):
Field 1: $1173/$1559 (75%)

Field 2: $2745/$4166 (66%)

Field 3: $843/$1157 (73%)

Field 4: $761/$1041 (73%)

Satisfaction level:9%
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Check is there any feasible project in Field 2...

Choose Field 2 Project 6, which cost $140. Then each field received (satisfaction):
Field 1: $1173/$1559 (75%)

Field 2: $2885/$4166 (69%)

Field 3: $843/$1157 (73%)

Field 4: $761/$1041 (73%)

Satisfaction level:6%

Check is there any feasible project in Field 2...
Cannot find any more feasible projects in Field 2.

Check is there any feasible project in Field 4...

Choose Field 4 Project 6, which cost $112. Then each field received (satisfaction):
Field 1: $1173/$1559 (75%)

Field 2: $2885/$4166 (69%)

Field 3: $843/$1157 (73%)

Field 4: $873/$1041 (84%)

Satisfaction level:15%

Check is there any feasible project in Field 3...

Choose Field 3 Project 9, which cost $51. Then each field received (satisfaction):
Field 1: $1173/$1559 (75%)

Field 2: $2885/$4166 (69%)

Field 3: $894/$1157 (77%)

Field 4: $873/$1041 (84%)

Satisfaction level:15%

Check is there any feasible project in Field 1...

Choose Field 1 Project 2, which'cost. $65. Then each field received (satisfaction):
Field 1: $1238/$1559 (79%)

Field 2: $2885/$4166 (69%)

Field 3: $894/$1157 (77%)

Field 4: $873/$1041 (84%)

Satisfaction level:15%

Check is there any feasible project in Field 3...

Choose Field 3 Project 6, which cost $34. Then each field received (satisfaction):
Field 1: $1238/$1559 (79%)

Field 2: $2885/$4166 (69%)

Field 3: $928/$1157 (80%)

Field 4: $873/$1041 (84%)

Satisfaction level:15%

Check is there any feasible project in Field 1...
Cannot find any more feasible projects in Field 1.

Check is there any feasible project in Field 3...
Cannot find any more feasible projects in Field 3.

105



Check is there any feasible project in Field 4...
Cannot find any more feasible projects in Field 4.

*xx**Caculation complete. *****
Each field received (satisfaction):
Field 1: $1238/$1559 (79%b)

Field 2: $2885/$4166 (69%0)

Field 3: $928/$1157 (80%0)

Field 4: $873/$1041 (84%)
Satisfaction level:15%

Budget left: $76

Total investment: $5924

Total Output: $90216.86

Total efficiency obtained: 1522.9%

*hhhhkhkhkkkkhkhkhkirhhkhkhkhkhkhkhkhkiiiix
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Appendix 4: BLMF-PC Source Code

<IDOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN"
"http://www.w3.0rg/TR/xhtml1/DTD/xhtml1-transitional.dtd">
<html xmlns="http://www.w3.0rg/1999/xhtmI">

<head>

<META http-equiv="Content-Type" content="text/html; charset=utf-8" />
<META NAME="robots" CONTENT="noindex,nofollow">
<METAHTTP-EQUIV="CACHE-CONTROL" CONTENT="NO-CACHE">

<META HTTP-EQUIV="EXPIRES" CONTENT="0">

<META HTTP-EQUIV="PRAGMA" CONTENT="NO-CACHE">

<!-- jJQuery & Plug-in -->

<script type="text/javascript” src="./jquery-1.4.2.min.js"></script>

<link rel="stylesheet" href="main.css" type="text/css">

<script type="text/javascript">

/*Basic Function Start-->*/
function explode (delimiter, string, limit) {

/* Splits a string on string separator and return array of components. If limit is positive
only limit number of components is returned. If limit is negative all components except the

last abs(limit) are returned. */
[* version: 909.322 */

/* discuss at: http://phpjs.org/functions/explode [+ original by: Kevin van
Zonneveld (http://kevin.vanzonneveld.net) */

[* + improved by: kenneth */

I* + improved by: Kevin van Zonneveld (http://kevin.vanzonneveld.net) */

[* + improved by: d3x */

I* + bugfixed by: Kevin van Zonneveld (http://kevin.vanzonneveld.net) 1>
example 1: explode(' ', 'Kevin van Zonneveld'"); */

[** returns 1: {0: 'Kevin', 1: 'van', 2: 'Zonneveld'} */

[** example 2: explode('=', 'a=bc=d', 2); */

[** returns 2: ['a’, 'bc=d’] */

var emptyArray = { 0: " };

/* third argument is not required */
if (arguments.length < 2 ||

typeof arguments[0] == 'undefined' ||

return null;
b
if (delimiter ===""||
delimiter === false ||
delimiter === null)
{
return false; }

if (typeof delimiter == function’ ||
typeof delimiter == 'object’ ||
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typeof string == 'function’ | typeof string == 'object’)

return emptyArray;

¥
if (delimiter ===true ) {
delimiter = '1";
¥
if (Mimit) { return string.toString().split(delimiter.toString());
}else {
// support for limit argument
var splitted = string.toString().split(delimiter.toString());
var partA = splitted.splice(0, limit - 1); var partB =
splitted.join(delimiter.toString());
partA.push(partB);
return partA,;
¥
¥
function sortNumber(a,b)
{
return b - a;
¥

function statMsg(m){
var g = $("label#stat")[0].innerHTML;
g+=m+ "</br>";
$("label#stat").html(q);
return;

}

function reset(){

for(var i in SELECT){

for(var j in SELECT[i]){
SELECTII][j] = 0;

}

¥

$("#LBudget™).hide();

return;

}

/*<--Basic Function End*/

[*Global variable Start-->*/
var maxproj=0;
I* the structre of DATA:
DATA[X]: Fileds, x=0 no used.
DATA[X][y]: Plans, y=0 no used.
DATA[X][Y][z]: O: own resource
1: request funding
2: implicit output value
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3: explicit output value
4:al

5:a2

6:bl

7:b2

8:sl

9:s2

10:s3

11:s4
12:Nabla(1)
13:Nabla(2)
14:Nabla(3)
15:Nabla(4)
16:Zeta*/

var DATA = new Array();

/* the structure of EFF:

EFF[x]: field, x=0 no used.

EFF[x][y]: each projects, y=0 no used. */
var EFF = new Array();

/* the structure of SELECT:
SELECT][Xx]: field, x=0 no used.
SELECT][X][y]: each projects, y=0 no used. */

var SELECT = new Array();

var MAX_PROJ_NUM = 0;

var TOTAL _BUDGET =0;

var BUDGET_LEFT =0;

var EFF_REQ =0;

var TOTAL_OUTPUT =0;

var SAT = new Array(); /*Satisfaction of each field*/

var QFUN = new Array(); /*Qualified funding for each field*/

var AFUN = new Array(); /*Actual received funding for each field*/
[*<--Global variable End*/

[*Initial Data Start-->*/
function LoadData(){
$.ajax({
type: "POST",
url: "data.txt",
datatype: "text",
success: function(data, status){
var raw_data = explode("\n", data);
for(i in raw_data){
if (raw_data[i] '="") var sec_data = explode("\t", raw_data[i]);
if (sec_data[0] == "Field™) continue;
[*fill into DATA*/
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var p = parselnt(sec_data[0]);

var q = parselnt(sec_data[1]);

if(DATA[p] == null) DATA[p] = new Array();
If(DATA[p][a] == null) DATA[p][a] = new Array();

DATA[p][a][0] = Number(sec_data[2]); /*own resource™/
DATA[p][a]l[1] = Number(sec_data[3]); /*request funding*/
DATA[p][a][2] = Number(sec_data[4]); /*implicit output value*/
DATA[p][a][3] = Number(sec_data[5]); /*explicit output value*/
DATA[p][a][4] = Number(sec_data[6]); /*al*/

DATA[p][a][5] = Number(sec_data[7]); /*a2*/

DATA[p][q][6] = Number(sec_data[8]); /*b1*/

DATA[p][a][7] = Number(sec_data[9]); /*b2*/

[*create select information*/

if(SELECT[p] == null) SELECT[p] = new Array();
If(SELECT[p][q] == null) SELECT[p][q] = new Array();
SELECT][p][q] =0;

[*create efficiency information*/

If(EFF[p] == null) EFF[p] = new Array();

if(EFF[p][g] == null) EFF[p][g] = new-Array();

var r = (Number(sec_data[4])*Number(sec_data[8]) +
Number(sec_data[5])*Number(sec_ data[9]))/(Number(sec_data[2])*Number(sec_data[6]) +
Number(sec_data[3])*Number(sec_data[7]));

EFF[p][q] = Math.round(r*1000)/1000;

}

/*check max project number*/
for(var i in DATA){
if(DATA[i].length > MAX_PROJ_NUM) MAX_PROJ_NUM = DATA[i].length-1;
}
}
complete: function(){
DATATab();
EfficiencyTab();

}
b
}
function DATATab(){
[*Header row*/
var tar = document.getElementByld("inputTab");
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Field";
var cell = tar.rows[tar.rows.length-1].insertCell(1);
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cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Project™;
var cell = tar.rows[tar.rows.length-1].insertCell(2);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "own resource";
var cell = tar.rows[tar.rows.length-1].insertCell(3);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "request funding™;
var cell = tar.rows[tar.rows.length-1].insertCell(4);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "implicit output value™;
var cell = tar.rows[tar.rows.length-1].insertCell(5);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "explicit output value™;
var cell = tar.rows[tar.rows.length-1].insertCell(6);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Selection results";
[* contain rows*/
for(var i in DATA){
var FCol = 0;
if(DATA[I] == "Field") continue;
for(var j in DATA[I]){
var newRow = tar.insertRow(tar.rows:length);
if (FCol ==0){
var cellfix = 0;
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.rowSpan = DATA[i].length-1;
cell.align = "center";
cellinnerHTML ="F(" +i+")";
Yelse cellfix = -1;
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+1);
cell.align = "center";
cell.innerHTML ="P(" +j +")";
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+2);
cell.align = "center";
cell.innerHTML = DATA[i][j]1[0];
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+3);
cell.align = "center";
cell.innerHTML = DATA[I][]1[1];
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+4);
cell.align = "center";
cell.innerHTML = DATA[i][j1[2];
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+5);
cell.align = "center";
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cell.innerHTML = DATA[I][j]1[3];
var cell = tar.rows[tar.rows.length-1].insertCell(cellfix+6);
cell.align = "center";
If(SELECTIi][j] == 0) cell.innerHTML = "--";
else if(SELECTIi][j] == "N"){

cell.style.background = "black";

cell.innerHTML = "<font color=white>Disqualified</font>";
}else{

cell.style.background = "green";

cell.innerHTML = SELECTIi][j];

}
FCol = null;
cellfix = null;
}
}

}
function EfficiencyTab(){

var tar = document.getElementByld("effTab");
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Fields";
for(var i=0; i < MAX_PROJ_NUM; i++){
var cell = tar.rows[tar.rows.length-1}.insertCell(i+1);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Project " + (1+1),
¥
for(var i in EFF){
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "F(" + i +")";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j);

If(EFF[i][j]==null){
cell.align = "center";
cell.style.background = "black";
cell.style.color = "white"
cell.innerHTML = "---";

}else{
cell.align = "right™;
cell.innerHTML = parselnt(EFF[i][j]*10000, 10)/10000;

}

}
}

}
[*<-- Initial Data End*/
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[*Caculation Function Start-->*/
function Run(){

S("#RUN™).hide();

reset();

statMsg(""Caculation start...");

var p = $("input#MBudget™)[0].value;

if(isNaN(p)) {
alert("Invalid Budget!");
$("input#MBudget™)[0].value = 0;
statMsg("Invalid Budget! Please check Total Budget.");
statMsg(""Caculation terminated.");
return;

}else{
TOTAL_BUDGET = Number(p);
BUDGET_LEFT = Number(p);

¥

p = $("input#EffReq")[0].value;

if(isNaN(p)) {
alert("Invalid Efficiency!");
$("input#MBudget™)[0].value = 0;
statMsg("Invalid Efficiency! Please check Efficiency Required.");
statMsg(""Caculation terminated.");
return;

}else{
EFF_REQ = Number(p)/100;

¥

p =null;
[*Filter unqualified projects*/

for(var i in EFF){

for(var j in EFF[i]){
if( EFF[i][j] < EFF_REQ){

SELECTII][j] = "N";
statMsg("Field " +i+ " Project " +j+" is disqualified");
/*Update Efficiency Table*/
var tar = document.getElementByld("effTab™).rows[i].cells[j];
tar.style.background = "black™;
tar.style.color = "white"

¥
¥

}
[*Update DATA Table*/

var rowcount = 1;
for(var i in DATA){
iIf(DATA[i] == "Field") continue;
var tar = document.getElementByld("inputTab");
for(var j in DATA[I]){
if (j==1) var cell = tar.rows[rowcount].cells[6];
else var cell = tar.rows[rowcount].cells[5];
cell.align = "center";
If(SELECTTi][j] == 0) cell.innerHTML = "--";
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else if(SELECTIi][j] == "N"){
cell.style.background = "black";
cell.innerHTML = "<font color=white>Disqualified</font>";
}else{
cell.style.background = "green";
cell.innerHTML = SELECTIi][j];
}
rowcount +=1;
}
¥

[*Calculate Grey Relational Degree of each proposal*/
[*Calculate Sj(1),Sj(2),Sj(3),Sj(4)*/
for(var i in DATA){
for(var j in DATA[I]){
DATA[I][j1[8] = DATA[I1[j][C)/DATALI[IIO]; /*Sj(1)*/
DATA[I][j1[9] = DATA[[L)/DATALI[IIO]; /+Sj(2)*/
DATA[I][j1[10] = DATA[I][1[2)/DATA[I][1[0];/*Sj(3)*/
DATA[I][j1[11] = DATAT[J1[31/DATA[][1[0];/*Sj(4)*/
¥

¥
for(var i in DATA){

/*find the most efficient project of each field as reference sequence*/
var Meff =0, Mj = null;
for (var j in EFF[i]){
if(EFF[i][j] > Meff){
Meff = EFF[i][j];
Mj =1j;
¥
}

statMsg("'</br>Field "+i+", choose "+Mj+" as reference sequence.");
[*Calculate nabla*/
for(var j in DATA[I]){
DATA[I][j1[12] = Math.round((Math.abs(DATA[i][M]][8]-DATA[i][j][8]))*100)/100;
[*nabla(1)*/
DATA[I][j][13] = Math.round((Math.abs(DATA[i][M]j][9]-DATA[i][j1[9]))*100)/100;
[*nabla(2)*/
DATA[I][j1[14] = Math.round((Math.abs(DATA[i][M]j][10]-DATA[i][j][10]))*100)/100;
[*nabla(3)*/
DATA[I][j][15] = Math.round((Math.abs(DATA[i][M]j][11]-DATA[i][j]1[11]))*100)/100;
[*nabla(4)*/

statMsg("&nabla;"+Mj+j+"=("+DATA[][j][12]+","+DATA[i][j][13]+","+DATAJI][j][14]+",
"+DATA[I][j1[15]+)");

/*find the Max and min nabla of each field*/
var Maxnab = 0, minbab=65535;
for(var j in DATA[I]){
for(var k = 12; k<=15; k++){
if(DATA[I][j1[K] > Maxnab){
Maxnab = DATA[I][j][K];
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}
if DATA(I][j][K] < minbab){
minbab = DATA[I][j1[K]:
}
}

¥
statMsg("MAX&nabla;"+Mj+j+"="+Maxnab+"; min&nabla;"+Mj+j+"="+minbab);

[*Let distinguishing coefficient (=0.5*/
var zeta = 0.5;
for(var j in DATA[I]){
DATA[I][j][16] =
((Math.round(((zeta*(minbab+Maxnab))/(DATA[i][j][12] +(zeta*Maxnab)))*100))+
(Math.round(((zeta*(minbab+Maxnab))/(DATA[i][j][13]+(zeta*Maxnab)))*100))+
(Math.round(((zeta*(minbab+Maxnab))/(DATA[i][j][14]+(zeta*Maxnab)))*100))+

(Math.round(((zeta*(minbab+Maxnab))/(DATA[i][j][15]+(zeta*Maxnab)))*100)))/400;
[*Zeta*/
DATA[I][j1[17] = Number(DATA[I1[j1[3] * DATA[I][jI[16]); /* ve(i)*z(i) */
DATA[i][j1[18] = Math.round((DATA[i][j][2] + DATA[i][j1[17])*10000)/10000; /* vi +
ve(i)*z(i) */
}

}
[*create GRD Table*/

statMsg("Let distinguishing coefficient £=0.5");
statMsg(""Come out Grey Relational-Degree of each Proposal. See the table above.");
$("#GRD").show();
var tar = document.getElementByld("GRDTab");
var newRow = tar.insertRow(tar.rows. length);
var cell = tar.rows[tar.rows.length-1}.insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Fields";
for(var i=0; i < MAX_PROJ_NUM; i++){
var cell = tar.rows[tar.rows.length-1].insertCell(i+1);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Project " + (i+1);
}
for(var i in DATA){
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "F(" + i +")";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j);
cell.align = "center";
if(DATA[][j]==nul){
cell.style.background = "black™;
cell.style.color = "white"
cell.innerHTML = "---";
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}else cell.innerHTML = DATA[i][j][16];

if(SELECTIi][j] == "N"){
tar.rowsJi].cells[j].style.background = "black™;
tar.rows[i].cells[j].style.color = "white"
tar.rows]i].cells[j].innerHTML = "Disqualified"

¥
¥
¥

[*Calculate external/internal efficiency and explicitly value*/
for(var i in DATA){
for(var j in DATA[I]){
DATA[I][j1[19] = DATA[][1[21/(DATA[][j1[0]+DATA[[1[1]); /*internal efficiency™/
DATA[I][j1[20] = DATA[I[L1[3)/(DATALI[IO]+DATA[[GI[L]); /*external efficiency*/
¥
}

[*internal efficiency Table*/
statMsg(""Come out Internal Efficiencies for each Project of Dvisions. See the table above.");
S("#IET™).show();
var tar = document.getElementByld("IETab");
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Fields";
var cell = tar.rows[tar.rows.length-1}.insertCeli(1);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "P";
for(var i=0; i < MAX_PROJ_NUM;i++){
var cell = tar.rows[tar.rows.length-1].insertCell(i+2);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Project " + (i+1);
by
for(var i in DATA){
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.rowSpan = 3;
cell.align = "center";
cellinnerHTML ="F(" +i +")";
var cell = tar.rows[tar.rows.length-1].insertCell(1);
cell.align = "center";
cell.innerHTML = "vi<sub>"+i+"</sub>";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j+1);
cell.align = "center";
if(DATA[][j]==nul){
cell.style.background = "black™;
cell.style.color = "white"
cell.innerHTML = "---";
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}else cell.innerHTML = DATA[I][j][2];
¥
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "I<sub>"+i+"</sub>";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j);
cell.align = "center";
if(DATA[I][j]==nul){
cell.style.background = "black";
cell.style.color = "white"
cell.innerHTML = "---";
Yelse cell.innerHTML = (DATA[i][j][0]+DATA[LTILD;
¥
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "e<sub>"+i+"</sub>";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j);
cell.align = "center";
iIf(DATA[I][j]==null){
cell.style.background = "black";
cell.style.color = "white"
cell.innerHTML = "---";
}else cell.innerHTML = Math.round(DATA[1][j][19]*10000)/10000;

¥
¥

[*external efficiency Table*/
statMsg(""Come out External Efficiencies for each Project of Dvisions. See the table
above.");
$("#EET").show();
var tar = document.getElementByld("EETab");
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "Fields";
var cell = tar.rows[tar.rows.length-1].insertCell(1);
cell.align = "center";
cell.style.minWidth = "70px";
cell.innerHTML = "P";
for(var i=0; i < MAX_PROJ_NUM; i++){
var cell = tar.rows[tar.rows.length-1].insertCell(i+2);
cell.align = "center";
cell.style.minWidth = "70px™;
cell.innerHTML = "Project " + (i+1);

by
for(var i in DATA)Y{
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var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.rowSpan = 3;
cell.align = "center";
cellinnerHTML ="F(" + i +")";
var cell = tar.rows[tar.rows.length-1].insertCell(1);
cell.align = "center";
cell.innerHTML = "ve<sub>"+i+"</sub>";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j+1);
cell.align = "center";
if(DATA[I][j]==nul){
cell.style.background = "black";
cell.style.color = "white"
cell.innerHTML = "---";
Yelse cell.innerHTML = DATA[I][][3];
¥
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "I<sub>"+i+"</sub>";
for(var j=1; j <= MAX_PROJ_NUM; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j);
cell.align = "center";
iIf(DATA[I][j]==null){
cell.style.background = "black";
cell.style.color = "white"
cell.innerHTML = "---";
Yelse cell.innerHTML = (DATA[][J][0]+DATALIILD;
¥
var newRow = tar.insertRow(tar.rows.length);
var cell = tar.rows[tar.rows.length-1].insertCell(0);
cell.align = "center";
cell.innerHTML = "w<sub>"+i+"</sub>";
for(var j=1; j <= MAX_PROJ_NUM,; j++){
var cell = tar.rows[tar.rows.length-1].insertCell(j);
cell.align = "center";
if(DATA[I][j]==nul){
cell.style.background = "black";
cell.style.color = "white"
cell.innerHTML = "---";
}else cell.innerHTML = Math.round(DATA[i][j][20]*10000)/10000;

¥
¥

var OE = new Array(); /*Efficiency*/
for(var i in DATA){
for(var j in DATA[I]){
iIf(OE[i] == null) OE[i] = new Array();
OE[i][j] = Math.round((DATA[i]1[j1[18] / DATA[i][j]1[1])*10000)/10000;
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¥
¥

/*Sum all qualified project funding requirement*/
var totalFun = 0;
var bFun = new Array(); /*Optimal received funding quota for each field*/
var bFunLeft = new Array(); /*left received funding quota for each field*/
for(var i in DATA){

if(DATA[I] == "Field") continue;

AFUNTi] = 0;

bFunli] = 0;

QFUNTJi]1 =0;

for(var j in DATA[I]){

If(SELECTIi][j] '= "N")¥{
totalFun += DATA[I][j][1];
QFUNI[Ii] += DATA[[GIAD
}

¥

statMsg("The qualified funding requirement for field #"'+i+" is: $" + QFUNTi]);
¥
statMsg("Total funding requirement for all qualified projects is: $" + totalFun);
var RD = Math.round((TOTAL_BUDGET/totalFun)*10000)/100;
var lim = parselnt($("#satset")[0].value)/2;
var AdjustedRD = Math.round((RD-1im)*100)/100;
if (AdjustedRD < 0) AdjustedRD =0;
statMsg("The best satisfied percentage of each field is" +RD +"%:");

$("#LBudget").show();
$("#LBudget™).html("Budget Left : "+ BUDGET_LEFT +", Total Output:" +
TOTAL_OUTPUT);
/*1st run, Choose the candidate project independently from each field */
statMsg("'</br></br>***** 1t run -- Choose the project based on optimal satisfaction. Each
Field cannot exceed "+ RD + "% - " + lim + "% =" + AdjustedRD +"%. *****")
for (var i in bFun){
bFun[i] = Math.round((Number(QFUN[i]) * Number(AdjustedRD))/100);
bFunLeft[i] = bFun[i];
statMsg("Field " + i + " cannot exceed $" + bFun[i]);

}

for(var i in DATA){
statMsg("'<br>===Choose the project from Field "+i+". ===");
var fin = 0;
var step = 1;
while( bFunLeft[i] > 0 && fin 1= 1){
/* find the most internal/external-efficient one*/
var Mieff = 0, Meeff = 0, Mii = null, Mei = null;
for (j in DATA[I]{
iIf(DATATI[J1[19] > Mieff && SELECTIi][j] == 0){
Mieff = DATA[I][j1[19];
Mii = j;
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}
if(DATA[I][j1[20] > Meeff && SELECTIi][j] == 0){
Meeff = DATA[i][j]1[20];
Mei = j;
}
}
if (Mii == null && Mei == null) fin = 1;
else{
/*Compare both options. Choose better one. If budget not sufficient, choose reachable
one.*/
statMsg("'<br>Step "+step+":");
statMsg("Option 1: project "+Mii+" - Output = "+DATA[I][Mii][2]+" + "+
DATA[][Mii][17]+" = "+DATA[i][Mii][18]);
statMsg("Option 2: project "+Mei+" - Output = "+DATA[i][Mei][2]+" + "+
DATA[i][Mei][17]+" = "+DATA[i][Mei][18]);
if(DATA[I][Mii][18] == DATA[i][Mei][18]){
if (bFunLeft[i] > DATA[i][Mii][1]) Mj = Mii;
else{
statMsg(""Budget quota is not sufficient to choose project "+Mii+"1");
fin=1;
continue;
}
}else if(DATA[i][Mii][18] > DATA[i][Mei][18]){
if (bFunLeft[i] > DATA[I][Mii][1D-M] = Mii;
else{
statMsg(""Budget quota is not sufficient to choose project "+Mii+"1");
if(bFunLeft[i] > DATA[i][Mei][1]) Mj = Mei;
else{
statMsg("Budget quota is not sufficient to.choose project "+Mei+"1");
fin=1;
continue;
}
}
}else if(DATA[I][Mii][18] < DATA[i][Mei][18]){
if (bFunLeft[i] > DATA[i][Mei][1]) Mj = Mei;
else{
statMsg("Budget quota is not sufficient to choose project "+Mei+"1");
if(bFunLeft[i] > DATA[I][Mii][1]) M] = Mii;
else{
statMsg(""Budget quota is not sufficient to choose project "+Mii+"1");
fin=1;
continue;
}
}

¥
[*Check OK, reveice the project*/

BUDGET_LEFT -= DATA[][Mj][1];
bFunLeft[i] -= DATA[[M]I1];

AFUN[i] += DATA[i][Mj][1];

SAT[i] = Math.round(AFUN[i]/QFUNI[i] * 100);
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SELECTI[i][M]] = "PASS";

TOTAL_OUTPUT += DATA[i][M]j][18];

statMsg(""Choose Project "+ (parselnt(Mj)) + ", which cost $" +DATA[i][Mj][1]+ ". Field
"+i+" Budget Left: $"+bFunLeft[i]+". Satisfcation: "+
Math.round((AFUN[i]/QFUN[i])*10000)/100+"%.");

$("#LBudget™").html("Total investment: $"+ (TOTAL_BUDGET-BUDGET_LEFT) +",
Budget Left : " + BUDGET_LEFT +", Total Output:" +
Math.round(TOTAL_OUTPUT*100)/100);

[*Update Efficiency Table*/
var tar = document.getElementByld("effTab").rows[i].cells[Mj];

/*Update DATA Table*/
var rowcount = 1;
for(var k in DATA){
if(DATA[K] == "Field™) continue;
var tar = document.getElementByld("inputTab");
for(var j in DATA[K]){
if j==1) var cell = tar.rows[rowcount].cells[6];
else var cell = tar.rows[rowcount].cells[5];
cell.align = "center";
if(SELECT[K][j] == 0) cell.innerHTML ="--";
else if(SELECT[K][j] == "N*“){
cell.style.background = "black';
cell.innerHTML = "<font color=white>Disqualified</font>";
}else{
cell.style.background = "green";
cell.innerHTML = SELECTIK][j];
¥
rowcount += 1;
¥
}
step +=1;
}
¥
}

statMsg("'<br>===1st run Caculation complete.===");
statMsg("Each field received (satisfaction):");
for(var i in AFUN){ statMsg("Field "+i+": $"+AFUNTIi]+"/$"+QFUNIi]+"
("+SAT[i]+"%)");}
var SMax = 0, Smin = 100;
for(var i in SAT){
if(SAT[i] >= SMax) SMax = SAT[i];
If(SAT[i] <= Smin) Smin = SATIi];
}
statMsg(""Satisfaction level:"+ (Number(SMax) - Number(Smin)) +"%");
statMsg("'Budget left: $"+ BUDGET_LEFT);
fin=0;
/*2nd run, Choose the candidate project from all field. */
var AdjustedRD = Math.round((RD+lim)*100)/100;
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if (AdjustedRD > 100) AdjustedRD = 100;
statMsg("'<br><br>***** 2nd run Pick-Up -- Choose the candidate project from all field.
The satisfaction of each field shall not exceed " + RD + "% + " + lim + "% =" + AdjustedRD
+"%. *****");
for (var i in bFun){
bFun[i] = Math.round((Number(QFUN[i]) * Number(AdjustedRD))/100);
statMsg("Field " + i + " cannot exceed $" + bFun[i] +".");

¥
statMsg("'</br>");
var fieldSkip = new Array();
while( BUDGET_LEFT >0 && fin 1= 1){
var Meff =0, Mi = null, Mj = null;
/*Find the Field with min Satisfy*/
var Smin = 100, MF;
for(var i in SAT){
if(fieldSkip[i] == null) fieldSkip[i] = 0;
else if(fieldSkip[i] == 1) continue;
iIf(SATIi] <= Smin) {
Smin = SATIi];
MF =i;
}

¥
statMsg(""Check is there any feasible project in Field "+ MF + "...");

for (j in OE[MF]){
if(OE[MF][j] > Meff){
if(BUDGET_LEFT > DATA[MF][j][1] && SELECT[MF][j] == 0){
if (ChkSatSec(MF, j, AdjustedRD)){
Meff = OE[MF][j];
Mi = MF;
Mj =j;
}
}
}
¥
if (Mi ==null && Mj == null){
statMsg(*"Cannot find any more feasible projects in Field " + MF + ".</br>");
fieldSkip[MF] = 1;
Yelse{
BUDGET_LEFT -= DATA[MI][MJ][1];
AFUN[Mi] += DATA[MI][Mj][1];
SAT[Mi] = Math.round(AFUN[MIi]/QFUN[Mi] * 100);
SELECT[Mi][Mj] = "PASS";
TOTAL_OUTPUT += DATA[MI][M]][18];
statMsg("'</br>Choose Field "+Mi+" Project "+ (parselnt(Mj)) + ", which cost $"
+DATA[MI][M]j][1]+ ". Then each field received (satisfaction):");
$("#LBudget").html("Total investment: $"+ (TOTAL_BUDGET-BUDGET LEFT) +",
Budget Left : "+ BUDGET_LEFT +", Total Output:" +
Math.round(TOTAL_OUTPUT*100)/100);
var SMax = 0, Smin = 100;
for(var i in SAT){
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if(SAT[i] >= SMax) SMax = SAT[i];
if(SAT[i] <= Smin) Smin = SATIiJ;
}
for(var i in AFUN){ statMsg("Field "+i+": $"+AFUNI[i]+"/$"+QFUN[i]+"
("+SAT[i]+"%)");}
statMsg("'Satisfaction level:"+ (Number(SMax) - Number(Smin)) +"%</br>");
}
fin=1;
for(var i in fieldSkip){
if (fieldSkip[i] == 0) fin = 0;
}

}
var SMax = 0, Smin = 100;

for(var i in SAT){
if(SAT[i] >= SMax) SMax = SATJi];
If(SAT[i] <= Smin) Smin = SAT[i];
}

statMsg("'<br><br>*****Caculation complete.*****");
var SDIFF = parselnt($("#satset")[0].value);
if ((Number(SMax) - Number(Smin)) > SDIFF){
statMsg("(!) This result cannot meet.the satisfaction requirement!! Please double check
your data and configuration!!");
$("#CANTS").html("<font color=red size=+2>Satification Level cannot meet the
requirement ("+SDIFF+"%).<br>"Please double check the configuration.<br><br></font>");
S("#CANTS").show();
S("#CANTS2").html("<font color=red size=+2>Satification Level cannot meet the
requirement ("+SDIFF+"%).<br> Please double check the configuration.<br><br></font>");
$("#CANTS2").show();
}
statMsg("Each field received (satisfaction):");
for(var i in AFUN){ statMsg("Field "+i+": $"+AFUNIi]+"/$"+QFUN[i]+"
("+SAT[i]+"%)");}
statMsg("Satisfaction level:"+ (Number(SMax) - Number(Smin)) +"%");
statMsg("Budget left: $"+ BUDGET_LEFT);
statMsg(*"Total investment: $"+ (TOTAL_BUDGET-BUDGET_LEFT));
statMsg(""Total Output: $"+ Math.round(TOTAL_OUTPUT*100)/100);
statMsg("Total efficiency obtained: "+
parselnt(TOTAL_OUTPUT/(TOTAL_BUDGET-BUDGET_LEFT)*10000)/100 + "%");
StatMsg("****************************");
$("H#TETF").show();
S(H#TETF").html("Total efficiency obtained: " +
parselnt(TOTAL_OUTPUT/(TOTAL_BUDGET-BUDGET_LEFT)*10000)/100 + "% </br>"
+"Satisfaction level:"+ (Number(SMax) - Number(Smin)) +"%");
}

function ChkSatSec( p, q, X){
var r = parselnt($("#satset™)[0].value);
var itotal = new Array();
var updatedSat = new Array();
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for(var i in AFUN){
itotal[i] = AFUNI[I];
if(i ==p) itotal[i] += DATA[p][q][1]
updatedSat[i] = Math.round(itotal[i]*100/ QFUNIi]);
}
var MaxSat = 0, minSat = 100;
var MaxUnit, minUnit;
for(var i in updatedSat){
if(updatedSat[i] >= MaxSat) MaxSat = updatedSat[i];
if(updatedSat[i] <= minSat) minSat = updatedSat[i];
}
var SatDiff = MaxSat - minSat;
[*if(SatDiff > r) return false;*/
if(updatedSat[p] > x) return false;
else if(updatedSat[p] < (x-r)) return false;
else return true;

}

[*<-- Caculation Function End*/

$(document).ready(function(){
LoadData();
b;
</script>
</head>
<body>
<b>Input and Output Table</b>
<table id="inputTab" background="#000000">
</table>
</br>
<div id="caluse">
<b>Efficiency</b>
<table id="effTab">
</table>
</br>
</div>
<div id="GRD" style="display:none;">
<b>Grey Relational Degree of each Proposal</b>
<table id="GRDTab">
</table>
<br>
</div>
<div id="IET" style="display:none;">
<b>Internal Efficiencies for each Project of Dvisions</b>
<table id="IETab">
</table>
<br>
</div>
<div id="EET" style="display:none;">
<b>External Efficiencies for each Project of Dvisions</b>
<table id="EETab">
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</table>

<br>

</div>

<label id="SDiff"></label>

</br></br>

Total Budget : <input id="MBudget" type="text" value="0"></br>
Efficiency Required : <input id="EffReq" type="text" value="0" size=2>%</br>
Max Satisfaction Gap :

<select id="satset"><script>

for(vari=1;i<=100; i++){

document.write("<option value=" +i + ">" + i + "% </option>");}
</script></select></br>

<input id="RUN" type="button" value="RUN" onClick="Run();"><input type="button"
value="Reset" onClick="window.location.reload();"></br>

<label id="LBudget" style="display:none;"></label></br>

<label id="TETF" style="display:none;"></label></br>

<label id="CANTS" style="display:none;"></label></br>

<label id="stat" class="msg"></label></br>

<label id="CANTS2" style="display:none;"></label></br>
</body>

</htm|>
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Appendix 5: Example for GDEA

A decision system has ten decision making units; the input/output data is in the following
table. Based on the efficiency of the units, rank the first three units according to the
input/output data.

Input output
Unit 1 0.7 250 12.4 88 76
Unit 2 0.5 300 11.5 85 70
Unit 3 0.8 320 13 83 81
Unit 4 0.7 440 14.2 83 78
Unit 5 0.8 400 12 85 79
Unit 6 0.7 330 11 80 76
Unit 7 0.4 370 10.5 77 75
Unit 8 0.6 400 12.5 80 78
Unit 9 0.7 390 14 86 78
Unit 10 0.5 340 13 85 75

Solving GDEA below:

max 2563, +227 3, =20, —870c, —36.9¢,
s.t.

0.7, +250cx, +12.40, — Kk, =0
0.5a, +300cx, +11.5c, -k, =0
0.8a, +320cx, +13cx; -k, =0
0.7a,+250¢, +12.40,-88 5,-76 5, = 0
0.5¢; +300cx, +11.5¢,-855,-70 5, >0
0.8, +320cx, +130,-835,-815, >0
(GDEALP) 0.7, + 440, +14.22,-833,-78 3, > 0
0.8, +400¢, +12x,-853,-793, 2 0
0.7, + 330, +110,-80 5,-76 5, > 0
0.4, +370cx, +10.50,-77 B-755, 20
0.6, +400c, +12.5¢,-803,-78 3, 2 0
0.7, +390¢, +142,-86 5,-78 3, 2 0
0.5¢; +340cx, +130,-855,-755, 20
k,=1
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The above linear program gives a set of optimal weights:

@,=0.034  ,=0001  @,=0.070 3,=0.008 ,=0.004

Plug the values of «,f into E; =%to obtain the efficiency of the Unit 1, Unit 2,
J
and Unit 3 for desired rankings.
Xi1 Xi2 Xi3 Yia Yio E, Rank
Unit 1 0.7 250 12.4 88 76 0.999907 1)
Unit 2 0.5 300 115 85 70 0.999883 (2
Unit 3 0.8 320 13 83 81 0.911561 (3)
Unit 4 0.7 440 14.2 83 78 0.801268 -
Unit 5 0.8 400 12 85 79 0.949533 -
Unit 6 0.7 330 11 80 76 0.999873 -
Unit 7 0.4 370 10.5 77 75 0.999854 -
Unit 8 0.6 400 12.5 80 78 0.883908 -
Unit 9 0.7 390 14 86 78 0.845872 -
Unit 10 0.5 340 13 85 75 0.904834 -

After solving the linear programming GDEA, using LINDO based on the unit efficiency
we obtain the following:

The first place is Unit 1
The second place is Unit 2
The third place is Unit 3

Note that if we set the weighted input value of the second (the third) unit is 1 the
rankings of the units interested remain unchanged as expected. This result can be obtained
easily by solving the corresponding GDEALP. L]
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