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and express coefficients b,, of (3) as 

b,, = c,,B,,, 

B,, = 2”‘, 

0 5 n I N - 1 

m = 0, + I .  k 2 ,  . . . 

f < Ic,,l 5 I .  (6) 

If c: is the version of c , ~  rounded to f + 1 bits, the associated 
rounding error is 

€,: i e t  - e,, ( 7 )  
and the quantization step is Q = 2 - ‘ ,  with 1 €,‘,I 5 Q / 2 .  As is 
customary, the error sequence with n = 0, 1, . . . , N - I is 
considered a sequence of independent random variables uniformly 
distributed in [ - ( Q / 2 ) ,  ( Q / 2 ) ] .  Error (7) will be very useful for 
comparisons with the direct form structure. 

The permuted coefficients quantization error is 

( 8 )  
If H * ( e  I ”  ) denotes the frequency response of the nested structure 
when quantization is taken into account, i .e.,  when coefficients 
a,,,, of (2) are replaced with Z,,,,, the frequency response error due to 
quantization is 

N -  I 

,?(e’”) & H * ( e ’ ” )  - H ( e ’ ” )  = c E,,e-’”‘”’. (9) 
, , = 0  

An upper bound for (9) is given by 

The variance of (9) is 

N -  I 

= ,I C = o  (%; 2 cosz 

N -  I 

(11 )  
where the overbar indicates the expectation operator. 

111. DIRECT FORM FREQUENCY RESPONSE ERROR DUE TO 
COEFFICIENT QUANTLZATLON 

Similar results are obtainable for direct form structures if the 
coefficients a,, of (1) are represented in a way similar to (6), i .e.,  

a, ,=A, ,c , , ,  n = O ,  I ; . . , N -  1 

A,, = 2”’, rn = 0, + I ,  +2, * * .  

Define U: = A,,c; and 

(13) 
E ’  

E,PF 2 a t  - U,, = A,,€,’, = a,, f 
,I 

and denote with H gF ( e  I“ ) the frequency response of the direct form 
structure after coefficient quantization. 

The frequency response error is 
N -  I 

EDF(eP) = H *  DF ( e / ” )  - H DF ( e ’ ” )  = EDFe-I’i,l ’ (14) 
, r = O  

An upper bound for (14) is 
N -  I N - 1 ,  , ,  N - l  

The variance of the frequency response error is 

The final expression and the upper bound at the right-hand side of 
(16) are identical to those of the right-hand side of (1 1). 

IV. CONCLUSIONS 
The above analysis shows that identical expressions are obtain- 

able for the frequency response errors of both direct form structures 
and nested structures. The key to having identical coefficient sen- 
sitivity is to use the same scaled representation for the coefficients. 
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presented for adaptive predictive coding (APC) systems at 9.6 kb/s 
optimized based upon three different criteria, subjective listening tests, 
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signal-to-quantization noise ratio (SNR). and segmental SNR 
(SNRSEG). The subjectively optimized coder has little granular noise 
but some spectral distortion and SNH and SNHSEG values less than 
half those of the other two systems. The oh.jectively optimized systems 
have significant granular noise hut a hetter reproduction of the signal 
spectrum. Optimization of SNRSEG does not lead to the sub.jectivel? 
preferred design. 

I .  I N  rKODIIC'II0N 

Adaptive predictive coding has been an important technique for 
speech digitization at 9 . 6  k b / s  and below since it was first intro- 
duced by Atal and Schroedcr in  1970 I I I. Hcrc we use adaptive 
predictive coding (APC) to denote a systeni that removes both long- 
term and short-term redundancy prior to quantization and coding 
of the residual, as is common practice I 11-131. Since its introduc- 
tion, there have been numerous improvements to APC systems. 
including noise spectral shaping (NSS). multitap long-term predic- 
tors. more efficient quantization of side information. and center 
clipping of the prediction residual. and although we investigate 
these various modifications here. the detailed descriptions arc left 
to [ 2 ]  and 131. 

I t  is by now well established that objective performance mea- 
sures such as signal-to-quantization noise ratio (SNR) are not re- 
liable indicators of the quality and intelligibility o f a  speech codcr's 
output 131, 141. although segmental SNR has been shown t o  have 
a better correlation with coder subjective performance than the 
standard SNR. These latter comments concerning ob.jcctive perfor- 
mance measures are particularly true at the data rates of interest 
here (below 10 k b / s ) ,  even though papers o n  multipulse linear 
predictive coding (LPC) and code-excited LPC (CELP) often pre- 
sent SNR and segmental SNR values. Of course, there are other 
objective performance measures. such as the articulation index. and 
each has proven useful in particular situations 141. 

The use of subjective performance indicators prcscnts its own 
set of problems. Given sufficient time and resources. it is possible 
to adopt formal testing procedures such as the diagnostic rhyme 
test (DRT) 15) and the diagnostic acceptability measure (DAM) 
161, or with somewhat less of a commitment. establish a nmcan 
opinion score (MOS) 141 for a coder. Of course. when one is ac- 
tually trying to design a coder, informal listening tests are the doni- 
inant subjective evaluation procedure because of their relative ease 
of implementation. 

We report here on the adjustment of various parameters o f  an 
APC system to optimize. respectively. (informal) subjective per- 
formance. the SNR.  and the segmental SNR. The data rate is con- 
strained to be 9 . 6  kb/s  or less. The results substantiate sonic o f  
the existing notions already discussed while at the same time rais- 
ing a new issue or  two. I t  is hoped that results such as these will 
be useful to engineers who are considering. or  just beginning. thc 
development of an APC system. 

11. APC SYSTEMS A N D  SUBJECTIVE OPTIMI/ATION 

The block diagram o f a  generalized APC system is shown in Fig. 
1. Dzpending upon the choice of the transfer functions in the sev- 
eral blocks, a number of ditfcrcnt APC system configurations can 
be realized I 1]-13]. 171. For example. with H = I (the identity). 
PI a short-term predictor. P? a long-term predictor. and F appro- 
priately chosen. we have an APC system with noise spectral shap- 
ing where both predictors have the quantizer within the loop. An 
alternative form is obtained if H = I - P,, P 3  a long term predic- 
tor. P, = 0, and all other system quantities as before. where now 
only the short-term prediction is based upon the quantized speech. 
There are many other possibilities. and some of these are discussed 
in the references 131. 171. 

Our APC system design routine consisted of starting with con- 
figurations and methods prcsentcd in the paper by Atal 131. syn- 
thesizing speech using the various APC systems. and then selecting 
that system which gave the best subjective output speech quality 

I I Y 

.IkJ - 

r .  

Parameter 

Pitch 
Step Size 

B1 

P2 w 
k, 
k 2  

k3 

k, 
k5 

k6 

k, 
ks 

No. of 
Bits Assigned 

1 

10 (Twice) 
4 
5 
4 
7 
7 
5 
5 
4 
4 
4 
3 

as judged by informal listening tcsts. Our only constraint was a 
maximum data rate o f 9 . 6  k b / s .  and wc investigated a wide variety 
of system design details. including long- and short-term predictor 
orders. quantization procedures. pitch extractors. frame lengths. 
and bit allocations among paramcters. to namc a l cw.  We studied 
most common APC system configurations. and our speech data base 
was about 9 minutes of speech. with 5 female and Y male speakers. 
which included telephone recorded speech as well as directly dig- 
itized speech. 

The APC system that produced the best subjective output specch 
quality according to our informal listening tests has the following 
characteristics. I t  uses a three-tap long-term (pitch) predictor. an 
eighth-order short-term predictor. and three-level. center-clipped 
quantization of the residual. With respect to Fig. I .  H = 1 - P,. 
P 3  a long-term predictor. P2 = 0. and PI a short-term predictor. 
where the PI coefficients arc calculated using the autocorrelation 
method and the P ,  parameters arc calculated as described in 131. 
Stabilization of the three long-term predictor coefficients is neces- 
sary and was accomplished via the procedures developed by Ra- 
machandran and Kabal 181. The analysis frame length is 160 sam- 
ples. or 25 ms. at the chosen sampling rate o f  6400 samplcs/s. 
The step size is updated twice per frame. while all other parameters 
are transmitted once per frame. The total number of bits allocated 
per frame is 79. with the breakdown according to parameters as 
shown in Table I .  where the (3, represent the long-term predictor 
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coefficients and the k ,  are the short-tcrm predictor reHection cocl- 
ficients. A variable length code. which maps two ternary digits into 
I to 6 binary digits. is employed to transmit the three-level quan- 
tizer output at an average rate of 1 b/sample. so with the rate of 
3160 b / s  for the side information. the total transmitted data rate is 
9560 b / s .  Our final design does not include noise spectral shaping 
because although i t  improved the quality of sonic speakers. i t  
seemed to slightly degrade others. For further discussion. we dc- 
note this subjectively designed system as APC I .  

Note that what we are claiming about the APCl system is that 
it provides good quality. intelligible output speech based upon in- 
formal subjective listening tests. We are mi stating that this is i h c ~  
subjectively optimal APC system configuration. The experimental 
design procedure, performed over a period of several months, re- 
quired numerous tradeoffs to be made. and when optimizing a par- 
ticular quantity. other system parameters were set at some nominal 
values. A change in these nominal values could cause a different 
sequence of decisions. However, we do  feel that. given our partic- 
ular system constraints, the invaluable information in  131, and our 
experience in speech coding, the final APCl system output speech 
quality is comparable to any alternative APC system design. 

111. OBJECTIVE APC SYSTEM DESIGNS 

We also undertook a series of experiments to optimize APC sys- 
tem designs based upon the two objective criteria, signal-to-quan- 
tization noise ratio defined as 

( S ?( k ) ) 

( [ s ( k )  - . q k ) ] - )  
SNR = IO log,,, 

where ( . ) denotes time averaging over the complete utterance. 
{ s ( k ) }  is the input sequence. and { i ( k ) }  is the output sequence. 
and segmental SNR given by 

1 Y 
SNRSEG = - SNR, ( 2 )  NB , = I  

where NB is the total number of frames or blocks in an utterance 
and SNR, is computed according to ( I )  for each block. 

As before. an extensive set of experiments was performed to 
optimize the APC system to yield the maximum SNR. The final 
APC design that gave the highest SNR, denoted APC2. has the 
same configuration with respect to Fig. 1 as APCI.  a three tap 
long-term predictor, an eighth-order short-term predictor, a three- 
level quantizer. and a 160 sample frame length. and all parameters 
(including step size) are transmitted once per frame. The total num- 
ber of bits per frame is 79 with bits allocated to parameters as listed 
i n  Table 11. 

The design of an APC system to maximize the segmental SNR 
in (2) resulted in a system with the same configuration, conipo- 
nents, and bit allocations as for APC2 but with a center-clipped 
three-level quantizer design similar to APC 1. Specifically. APC 1 
has a smaller center-clipping threshold and a smaller step size than 
APC2, and the SNRSEG-optimized APC system. designated 
APC3. has much the same threshold and step size as APCI.  See 
Appendix B. 

We now provide some additional details concerning the relative 
contributions and importance of the several APC2 and APC3 sys- 
tem parameters. All frame rate. bit allocation. and predictor order 
decisions are constrained by the overall 9.6 kb/s  data rate. With a 
sampling rate of 6400 samples/s and I b/sample allocated to 
quantize the residual error signal. this leaves 3.2  kb/s  for the side 
information. The three-tap long-term predictor makes an important 
contribution to the performance of all three APC systems that can- 
not be accounted for elsewhere. For the APC2 and APC.? coders. 
the three-tap long-term predictor provides a nominal 2-dB advan- 
tage in SNR and SNRSEG. respectively. over that produced by the 
single-tap long-term predictor. We examined both autocorrelation 
based and average magnitude difference function (AMDF) 141. 171 
type pitch extractors and found no clear difference in overall system 

TABLE I I  
Btt AlIoc\rIOY\ P i  K FK, \h l I  I O K  SNR OPllhli/1 I )  APC S \ \ l l  hl (APC2) 

No. of 
Parameter Bits Assigned 

Pitch 7 
Step Size 5 

P1 7 
Pz 7 
P3 7 
ki  8 
kz 8 
k3 6 
k4 6 
k.5 5 
k6 5 
k7 4 
ka 4 

perfomiance between the two. However, i t  is imperative that the 
pitch extraction algorithms operate on every sample and not skip 
samples as is sometimes recommended to reduce computations. 

To  maximize SNR and SNRSEG, we found that the maximum 
number of taps possible in the short-term predictor should be used 
and that both long- and short-term predictor parameters should be 
allocated as many bits as possible. I t  is clear in comparing Tables 
I and I 1  that more accurate representations of the predictor param- 
eters is a primary diff'erence between APCl and the ob.jectively 
optimized coders. 

Increasing the frame rate above 40 frames/s entails reducing the 
number of parameters in the side information or using fewer bits 
to represent the parameters. Performing these tradeoffs does not 
produce increases in SNR and SNRSEG and so a faster frame rate 
was not adopted. A slower frame rate of 32 frames/s would allow 
a higher order short-term predictor to be used, but at the expense 
of performance during spectral transitions, and hence, is not at- 
tractive . 

The APC2 coder has a minimum threshold (step point) for the 
zero level quantization region that is more than six times larger 
than that for APC I ,  the step size is updated only half as often, and 
fewer bits are used to quantize the step size. The APC3 system 
uses a quantizer nearer the APC 1 coder in order to reduce the gran- 
ular noise. It is evident. however. that SNR and SNRSEG-based 
coders put less emphasis on the minimization of granular noise than 
APCI.  

For all three systems. the step size is logarithmically quantized, 
the pitch and p, coefficients are uniformly quantized. and the re- 
flection coefficients are uniformly quantized. Other quantization 
methods were examined, the most notable of which was the quan- 
tization of log area ratios rather than reflection coefficients. No sig- 
nificant advantage was found. It is felt that APC is perhaps less 
sensitive to coefficient quantization methods than LPC. The allo- 
cation of bits among the eight reflection coefficients was investi- 
gated with the major conclusion being that the first two coefficients 
should receive the most bits. Taking bits away from the ks  through 
k ,  allocations in Table I1 to give to k3 and k ,  generally reduces 
performance. 

Iv. SYSTEM PERFORMANCE COMPARISONS 
The SNR and SNRSEG values for the APCI,  APC2. and APC3 

systems are listed in Table 111 for the five sentences described in 
Appendix A .  One thing that is extraordinarily striking in Table 111 
is the extremely low values of SNR and SNRSEG for the APCl 
coder compared to the other two. Of course. since APC I was de- 
signed independently of these quantities we should not be sur- 
prised, but diferences of greater than a factor of two point out how 
ineffective these two objective nicasurcs can be for system design. 

To  develop sonic feeling as to why the APCl system i s  sub.jec- 
tively preferable to APC2 and APC3 in spite its much lower SNR 
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ShRjdB) SNRSEG((1B) 
~ Srntrr1rc __ APC1 __ APC2 __ APC3 ~ APCl  __  r\PC2 __ h P C 3  

1 6.19 16.48 15.35 4.78 12.90 13.42 
2 5.87 16.53 15.85 5.31 12.85 12.88 
3 4.83 13.76 13.23 4.14 11.36 11.64 

5 5.53 14 31 13.87 5.48 12.33 13.34 
4 4.45 13.03 12.57 4.91 12.27 12.90 
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Fig. 2 .  Spectrogram compari\ons-Sentence I .  (a)  Original. ( b )  Suhjectivcly optimized-APC1. ( c )  SNR optimized-APCZ 
( d )  SNRSEG optimized-APC3. 

and SNRSEG values. we point to tuo factors. First. the APCl coder 
has much less granular noise at high frequencies and betwccn for- 
mants. This claim is supported by the narrow-band hpectrogranis 
in  Fig. 2. which show the first I O  000 sample\ of the original. the 
APCI output. the APC? output. and the APC3 output i n  parts (a)-  
(d). respectively. Compare especially the granular noise at 3500- 
4000 samples. around 6000 samples. at 7000-8000 sample\. and 
at high frequencies throughout. This granular noise is particularly 
audible in the APC2 and APC.7 coder outputs.  A second reason tor 
the subjective preference for APC I i\ that the rcconstruction error 
in  APCl has a spectral content that is close to the spcctruni of the 
original speech. Fig. 3 shows the \pectruni of a 2 S  n i b  frame o f  
speech in  (a).  followed by spectra of the corresponding reconstruc- 
tion errors for the APCI .  APC2.  and APC3 systems in (b)-(d) .  

respectively. Clearly. the APC I reconstruction error spectrum 
much more closely duplicates that o f  the original speech than either 
the APC? or  APC3 error \pectrum. and thus. even though the rc- 
construction error power is greater than APC I .  it is sutticiently 
signal correlated to be Icss ob.jectionahlc subjectively. The ditfcr- 
cnces between the APC:! and APC3 outputs are Icss easy to dis- 
cern. although ;I comparison o f  Fig. 2 (c )  and ( d )  around 9000 sani- 
plcs shows a preference lor the SNRSEG optimized system. 

A comparison o f  the subjective quality of the three systems is 
also instructive. The APC I coder is judged to be perceptually bet- 
ter. almost solely because of the lack of quantization noise and in 
spite of the presence of spectral distortion. The APC? output has 
a yrcatly increa\cd level o f  granular noiw over A P C l .  but. if this 
noise can be ignored. the speech sounds much crisper due to the 
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Fig. 3. Spectrum comparisons-Sentence 5 .  (a) Original speech spectrum. (b) APC I reconstruction error spectrum. (c) APC2 
reconstruction error spectrum. (d) APC3 reconstruction error spectrum. 

better spectral representation. The SNRSEG optimized APC3 coder 
falls between the other two systems in that it has increased granular 
noise over APC I but some noticeable spcctral errors compared to 
APC2. This discussion accentuates a difticulty with subjective lis- 
tening tests, either formal side-by-side preference tests or informal 
listening tests. in that the choices are subjective and influenced by 
personal preference. For example, a side-by-side listening tcst of 
APCl and APCZ might result in a preference for APCl because of 
much less granular noise or, for those who could focus on the 
speech quality and intelligibility and ignore the hissing. a prefer- 
ence for APCZ. I t  is our experience that most (but not all) listeners 
would prefer APC I but some object to spectral distortions and se- 
lect APCZ as best. 

Another interesting point is that although the APC3 output is 
subjeeively preferable to APC2, the optimization of SNRSEG did 
not lead to the subjectively optimized APCl design. We feel that 
this occurs because maximizing any unwcighted SNR criterion (or 
minimizing unweighted mean squared error) is equivalent to whit- 
ening the unpredictable part of the input speech (the residual error). 

The resulting whitened error sequence, after quantization, is a per- 
ceptually less pleasing excitation for the decoder synthesis filter. 
The APCl coder allocates a greater portion of the bit rate to ac- 
curately quantizing the residual error greater than the center-clip- 
ping threshold, and thus retains any pitch-related redundancies that 
have not been removed. Hence. SNRSEG may be more indicative 
of perceptual cues than SNR,  but it still falls short of a purely sub- 
jective criterion. 

V .  CONCL.USI~NS 
The comparison o f  the subjectively and objectively optimized 

APC systems presented here points out the ditficulties involved in 
coder performance optimization during the design phase when the 
time (or perhaps. financial support) is not usually available for for- 
mal testing. such as the DRT or  DAM, after cach system modif- 
cation. Certainly. as pointed out by this research, ob.jective mea- 
sures can vary drastically over different coder designs and subjective 
judgements depend on whcthcr a listener finds granular or spectral 
distortion niore objectionable. 
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A i v ~ t . N i ~ i ~  A 
S P N  I I . N ( k  DA I ;\ 

Results presented in this paper are for five sentences. Each of 
the sentences was low-pass filtered to 3200 Hz, sampled 6400 
times/s, and digitized to 12 b accuracy. The exact utterances are 
as follows. 

Sentence 
I 

2 

3 

4 

5 

"The pipe began to rust whilc  CM ... 
( fe ma le s pea kc r ) 
"Add the sum to the product of thcsc three." 
(female speaker) 
"Thieves who rob t'ricnds dcscrvc jail ."  
(male speaker) 
"Oak is strong and also givcs shade." 
(male speaker) 
"Cats and dog5 each hate the other." 
(male speaker) 

APPF.NL)IX B 
Q L I A N  IIZkK PARAbl t .  Il:KS 

All three APC s y s t e m  have ;I three-level. center-clipped quan- 
tizer, however. the center-clipping threshold T. and thc output step 
size A .  are calculated differently for each coder. To  specify these 
quantities, we note that the number of samples per frame is 160 
and that the quantizer input sequence is { o (  I, ) } .  

APCl 

ing to 
The step size and threshold are updated twice per frame accord- 

r no 1 

and 

where the time index o n  P (  . ) is ad.iustcd appropriately 

APC2 
The step size and threshold are calculatcd once pcr frame a\ 

i- I 160 

and 

APC3 
The step size and threshold arc computed once per frame trom 

and 

A Curiosum Concerning Discrete Time Convolution 

ERIC B. HALL ALII GARY L. WISE 

Absfrucr-It i \  shown that the discrete time convolution of two ab- 
solutel? summable nowhere zero sequences ma) be identically equal to 
tero. 

DEVELOPMEN-I 
Consider two absolutely aurnmable sequences a = { U , , :  n E 2 } 

and h = { b,,: ) I  E Z } of real numbers. Further. assumc that the 
sequences U and h are riorvhc~rc~ zero. Does it follow that the discrete 
time convolution n * b is nowhere zero'? Does it follow that a * b 
is nonzero on some noncmpty subset of Z? From a linear systems 
viewpoint, does an absolutely summable nowhere zero input to a 
discrete time linear time-invariant system described via discrete 
time convolution with a fixed absolutely summable nowhere zero 
sequence result in an output which is nonzero somewhere? The 
following development, inspired by [ I ,  pp. 354-3561, addresses 
these questions. 

To  begin, we will use the following notation. For an absolutely 
summable sequence of real numbers a = {a,,: ti E Z } ,  let T,, map 
absolutely summable sequences of real numbers into absolutely 
summable sequences of real numbers via 

where U = { U , , :  17 E Z } is any absolutely summable sequence of 
real numbers. For any two absolutely summable sequences of real 
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