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摘 要 

雙向貼圖函數是一個非常擬真的材質表示法，然而對使用者而言，它並沒有對資

料提供良好的控制與編輯能力。使用者沒有辦法用簡單而有效的方式改變雙向貼

圖函數資料。我們提出一個方法來模擬以雙向貼圖函數表示之材質上漆後的外

觀。我們首先將基於圖像的雙向貼圖函數轉換為一個簡單的表示法，這個表示法

是由高度圖和隨空間變化的雙向反射分佈函數所組成。這個表示法允許我們模擬

漆在物體表面的流動，同時估計上漆之後的材質反射性。在渲染的過程中，我們

結合一個現存的雙向貼圖函數渲染技術，以及修改過後的材質資料，來模擬以雙

向貼圖函數表示之材質上漆後的結果。我們嘗試提供改變材質外觀的能力，同時

保留原始雙向貼圖函數材質的感受與印象。 
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ABSTRACT

The Bidirectional Texture Function (BTF) is a very realistic material representation, but it does

not offer the user good control and editability over the data. Users can not change the BTF

data in a simple and effective way. We present a method for simulating the painted appearance

of a material that is represented by the Bidirectional Texture Function. We first transform the

image-based BTF into a simple representation that is composed of a height-field and a spatially

varying bidirectional reflectance distribution function (SVBRDF). This representation allows us

to simulate the appearance of paint on the surface and to estimate the reflectance of the material

after being painted. During rendering, we combine a currently existing BTF rendering tech-

nique and the modified material data to simulate the painted appearance of the BTF material.

Our experiments show that the proposed approach can change the material appearance while

preserving the impressions and feelings of the original BTF.
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C H A P T E R 1

Introduction

To produce realistic rendering, which is a main goal of computer graphics researches, we

need to have good material representations. While simple materials can be represented by the

bidirectional reflectance distribution functions (BRDF), complex materials that have detailed

mesostructures can be represented by the bidirectional texture functions (BTF) [DVGNK99].

These detailed mesostructures produce subtle lighting effects such as self-shadowing, inter-

reflections, and masking. A BTF is a 6D function which depends on position, the lighting

direction, and the viewing direction. Since it is essentially captured from real materials, it can

produce very realistic imagery, though it still has drawbacks that are mainly elaborate measure-

ment process, the storage requirement, and the lack of control over the sampled data. There

have been lots of researches concerning the capturing, modeling, compression, and synthesis of

BTF data, while some papers develop methods to edit them.

Recently, some researches expand the BTF to contain an additional time dimension to model

the physical or chemical process of materials [GTR+06]. But this would require not only cap-

turing the data once but many times. Therefore we would like to find a way that allows us

to simulate some real world process on the image-based BTF data, producing realistic results

1



1.1 Contributions 2

while omitting the time-consuming capturing process. More specifically, we want to paint on a

material that is represented by BTF.

Since BTF is image-based, it does not contain any physical information of the material,

such as geometry or reflectance, there is no straight forward way to model any physical or

chemical process of the BTF material. Although there are methods proposed to edit the BTF

data, they are not able to solve our problem completely. The method we proposed is roughly as

follows. We first extract approximate geometry and reflectance information of the material, so

that we can simulate the flowing of paint on the material and estimate the reaction of the painted

material to incident light. The flowing of paint can be simulated by any suitable fluid dynamics

simulation algorithm while the reflectance of the painted surface is estimated by the Kubelka-

Munk model. The rendering of the material is seperated into two parts, the painted part and

the unpainted part. For the painted part, we gather all the modified geometry and reflectance

information to calculate the painted material appearance. For the unpainted part, we adapt a

currently existing BTF rendering technique so that the detail information encompassed in the

original BTF data is preserved. By using current graphics hardware, we are able to present the

result in an interactive speed.

1.1 Contributions

The contributions of this thesis can be summarized as:

• An integrated solution for simulating painting effects on a BTF material is proposed.

• The Kubelka-Munk reflectance model is combined into the solution to achieve a new

effect simulating a real world process.

• A hybrid rendering method displaying the original and modified data at the same time in

an interactive rate.

• The complexity of the original data is not lost but preserved in the final rendering result.
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1.2 Outline

The rest of the thesis is organized as follows: Chapter 2 gives a background review on BTF

compression, modeling, and editing, and also a review on paint rendering. Chapter 3 illustrate

the framework and details of our proposed method. Chapter 4 shows the results of our method.

Lastly, conclusion and future work are discussed in Chapter 5.



C H A P T E R 2

Related Work

2.1 BTF Compression, Rendering, and Editing

2.1.1 BTF Compression and Rendering

BTF is typically obtained by taking photographs of a material sample from different combina-

tions of lighting and viewing directions. To store the BTF data for one material sample often

takes more than one gigabyte of storage space. This enormous data size is apparently not suit-

able for rendering using current graphics hardware especially when there are a lot of materials

in the scene. This encourages researchers to develop methods for compressing and rendering

the data.

The compression methods can be roughly divided into three categories, i.e. linear factoriza-

tion based methods [MMK03b] [SBLD03] [KMBK03] [MCT+05] [VT04] [WWS+05], prob-

abilistic model based methods [HF03] [HF04] [HFA04] [HF07], and pixel-wise BRDF based

methods [McA02] [MMK03a] [MMK04] [MCC+04] [FH04] [FH05] [CCCC08] [MG09]. Lin-

ear factorization based methods use PCA, SVD, or other matrix factorization methods to ap-

4
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proximate the original measurements and generally provide good visual quality and fast ren-

dering speed. Probabilistic model based methods provide better compression ratio and allow

for seamless spatial enlargement, i.e. synthesis. Nonetheless, these two kinds of methods do

not offer us any physical information about the BTF sample. Since our goal is to model a real

physical phenomenon on BTF data, they are not well suited. On the other hand, the pixel-wise

BRDF based methods approximate the original BTF using physically meaningful BRDF model

and thus are somewhat more suitable to our application. For good surveys on these currently

available methods, please refer to [FH09] and [MMS+04].

Among the pixel-wise BRDF based methods, we have adopted and revised the method in-

troduced by McAllister [McA02] in one of our solution step. This method approximates the

original BTF data by fitting a Lafortune BRDF model [LFTG97] for each texel position. The

major restriction of this method is that the material surface is assumed to be nearly flat. In this

case, BTF is almost equal to so called SBRDF (spatial BRDF) or SVBRDF (spatially-varying

BRDF). For rough surfaces, this method would be unsuitable, because the effects caused by sur-

face geometry such as self-shadowing, self-occlusion and inter-reflection can not be modeled by

any BRDF model which assumes reciprocity and energy conservation. Nonetheless, the Lafor-

tune model has still been modified or extended in other pixel-wise BRDF compression meth-

ods to approximate the BTF of those materials that have greater depth variations. [MMK03a]

[MMK04] proposed a non-linear function similar to the Lafortune model and [FH04] [FH05]

developed a polynomial extension of one lobe Lafortune model, both are used to approximate

the reflectance fields of BTF. Besides the Lafortune model, an approach proposed by Ma et

al. [MCC+04] used the Phong model to get an average surface BRDF. The difference between

original data and fitting results of the Phong model, which is called a spatial-varying residual

function, is approximated by a specific delta function. Chen et al. [CCCC08] proposed to ap-

proximate the BTF by an SVBRDF incorporating shadowing and occlusion information based

on the observation that self-shadowing is view independent and that self-occlusion is lighting

direction independent.
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2.1.2 BTF Editing

The acquisition of BTF is not an effortless task. Once the data are acquired, we would like to

make the most use of them. BTF editing is born for this and it provides the user more control-

lability over the data making BTF a more practical appearance model. In [KBD07], a set of

editing operators are introduced. These operators modify the raw data directly and enable the

manipulation of many visual characteristic of the material, such as shading, geometry, shadow-

ing and masking. Although their method can be used to change BTF material appearance, the

physical connection between each operation and the applied paint is not clear. It is not easy

to find a set of operators that they have provided to correspond directly to paint application.

Muller et al. [MSK07] propose a method that extract first the underlying surface height field

and then performing a synthesis operation similar to the appearance space texture synthesis

[LH06], producing a material that looks similar to the original one but have different underly-

ing detail geometry. Recently, Menzel et al. proposed the g-BRDF model as an intuitive and

editable BTF representation [MG09]. The g-BRDF model represents the original BTF by a

depth map describing the underlying meso-scale geometry and some other maps storing light

interaction parameters for micro-scale BRDFs. While the combination of geometry and BRDFs

is not new to graphics community, their main contribution is the algorithm for extracting these

information from measured BTF. By carefully estimating BRDF parameters and depth informa-

tion from measured BTF, the method provides high compression rate, good rendering quality,

and intuitive editability. Their work is the most related work to ours in that our method also

extract geometry and reflectance information from the BTF data first, although they did not

further simulate the painted results of the material which we do.

2.2 Paint and Its Rendering

Paint is essentially a suspension mainly composed of pigments and the binding media. Pigments

are insoluble crystals of organic or inorganic materials that provide opacity, color, and other
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optical or visual effects of the paint. Modern pigments are mainly obtained from artificial

organic compounds. More ancient pigments employed were extracted from minerals, animals or

vegetable sources. The binding media provide the basis of continuous film and adheres pigment

particles to the substrate. The same pigments are often used in different kinds of binding media.

Commonly seen binding media are water in watercolor, linseed oil in oil painting, fresh egg

yolk in tempera painting. There are other substances that might be added to the paint to further

manipulate paint attributes. These substances are called extenders or fillers. Extenders are

used for a wide range of purposes such as to increase opacity, facilitate the sanding of the

paint, increase or decrease the viscosity, prevent settling, speed up or deter drying, etc. These

extenders do not normally contribute to paint color.

The appearance of paint is affected by both pigments and the binding media. When a ray

of light hits a layer of paint, some portion of the light is reflected at the air-paint interface, and

other portion penetrate into the paint layer. The reflection direction and the refraction direction

at the air-paint interface is governed by the reflection law and Snells refraction law respectively,

and the amount of energy reflected and refracted is described by the Fresnel equations. The light

transmitted into the paint layer then undergoes a series of reflection, refraction, and scattering

by the pigment or extender particles, and is eventually absorbed by the paint or the ground, or

is transmitted back into the air. Figure 2.1 shows the various phenomena just mentioned.

Since there are theories concerning the absorption and scattering of light from small parti-

cles, i.e. the Rayleigh and Mie scattering theories, a brute force way to calculate the reflectance

of a painted surface is to know all the detail information about the paint, such as the size,

shape, and concentration of pigment particles, and then performing a thorough light scatter-

ing simulation according to these theories. Since there are an enormous amount of pigment

particles within even just a small amount of paint, this is surely a very complex and time-

consuming task, and is definitely not a good method for our current application. Therefore we

have adapted a simplified phenomenological theory concerning the multiple scattering of light,

i.e. the Kubelka-Munk theory.

The Kubelka-Munk model is widely used in the field of non-photorealistic rendering. In
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Figure 2.1: Light behavior in paint. Adapted from [Bud07].

[CAS+97], watercolor glazes are simulated and composited using the K-M model to provide the

final look. Also, in [RMN03] and [BWL04], wax crayon and oil painting are rendered with this

model. Budsberg et al. [BGM06] [Bud07] has measured the reflectance of a number of different

paints to investigate the influence of binding media and time, and presented an interactive viewer

utilizing the Kubelka-Munk model to predict the colorant mixture appearance. Other related

papers such as [ON05] and [XTJ+07] also used K-M model to perform pigment or color-ink

composition although their focuses are mostly on the interactions between paint, brush and

canvas. This model is also used in other field such as [DH96] to model the appearance of

metallic patinas.
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Approach

In this chapter, we describe how we simulate the painted appearance of a BTF material.

3.1 Framework

Our method can be roughly divided into three steps. First, we decompose the original BTF into

a representation that consists of a height field, a normal map and a corresponding SVBRDF.

Next, we apply paint on these three components, i.e., we simulate the changes of these three

components caused by paint being applied onto the surface. The height field is changed ev-

erywhere according to the thickness of the paint being applied. The normal map is changed

according to the changed height field. The SVBRDF is changed according to the reflectance

properties and thickness of the applied paint. And eventually, we gather all these modified com-

ponents, the painted height field, normal map, and SVBRDF, to produce synthetic images of the

painted material. Figure 3.1 is a diagram of this three-step framework.

Whereas representing BTF with a combination of height field and SVBRDF is not a new in-

vention in the computer graphics field, we chose this representation because it has the following

9
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Figure 3.1: Method Framework.
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advantages:

1. Height field allows us to simulate the paint flow dynamics

2. SVBRDF combining the Kubelka-Munk model allows us to calculate the

painted reflectance of the material

3. The BTF images reproduced by this representation are close to the original

BTF images

In the following sections, we first describe how we extract height field, normal map, and

SVBRDF from the original BTF. Next, we describe how we modify these components according

to the applied paint. In the last section, we describe how we perform rendering with these

modified components.

3.2 Height Field and SVBRDF Reconstruction

3.2.1 Height Field and Normal Map Reconstruction

We follow the method used by [MSK07] to reconstruct the height-field and normal map. A

photometric stereo technique ([RTG97]) is used to estimate the normal of each texel first and a

method using the reconstructed normal information while enforcing surface slope integrability

([FC88]) is used to reconstruct the height-field. To reconstruct normal map and height field

from BTF images, some of the methods developed in computer vision can be used directly. As

mentioned in [NZG05], there are three types of methods dealing with this kind of problem: mul-

tiview, photometric stereo, and Helmholtz stereopsis, depending on the type of data available.

In [NZG05] and [MG09], methods that are more suitable for BTF data are also proposed. The

reason we’ve chosen [FC88] and [RTG97] is that it has been tested by [MSK07] on BTF data

and there exists code implementing the Frankot-Chellappa algorithm [Kov04]. The complete

procedure is as follows.
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First we select the top view BTF images, i.e. images captured with viewing direction at zero

theta degree. Assume there are m top view images. Each texel now has m measurements with

known lighting and viewing directions. According to [RTG97], assuming a Lambertian surface

illuminated by a distant small source, the reflected radiance Lo is given by:

Lo = ρ(Li∆ω/π)(~n ·~l), (3.1)

where ρ is the Lambertian reflectance, Li is the light source radiance, ∆ω is the solid angle

subtended by the light source, ~n is the surface normal and ~l is the direction to the light source.

Given the top view BTF measurements, we can form the following matrix equation for the

surface normal of each texel:

ρ(Li∆ω/π)


l1,x l1,y l1,z

l2,x l2,y l2,z

...
...

...

lm,x lm,y lm,z



nx

ny

nz

 =


Lo,1

Lo,2

...

Lo,m

 (3.2)

This equation allows us to solve for ρ(Li∆ω/π)~n, we then normalize it to get ~n, the normal

vector.

Next, we perform normal integration using the method proposed by Frankot and Chellappa

[FC88] to recover the height field. This method obtains the nearest (minimum distance) inte-

grable surface slope by projecting the estimated surface slope onto a set of integrable Fourier

basis functions, and the integrability of the recovered height field is enforced using the inte-

grable surface slope. This method assumes that the surface we want to recover is a smooth

surface, the integrability constraint is therefore used to ensure surface smoothness. The result

of this assumption is that it is not suitible to recover surface that has discontinuity. Figure 3.2

shows the recovered normal map and height-field.
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Figure 3.2: Original BTF image, reconstructed height field and normal map.

3.2.2 SVBRDF Fitting

Since our goal is to simulate the painted appearance of a BTF material, we need to choose a

suitable BRDF model together with a paint model. The BRDF model is used to represent the

original material, and the paint model is used to combine the information about the paint, such

as type and thickness, with the original material. These two models should work together to

calculate the painted appearance of the original material.

The BRDF model that we have chosen is the Lafortune model [LFTG97]. We used a Lafor-

tune function consisting of a diffuse term and a single lobe specular term:

fr(ωi , ωo) = ρd + S(ωi , ωo)

= ρd + ρs · (Cx ωi,x ωo,x + Cy ωi,y ωo,y + Cz ωi,z ωo,z)n,
(3.3)

where ωi and ωo are the incident and reflected light directions. The diffuse coefficient ρd and

the specular coefficient ρs are different for each of the RGB channels but the other specular

lobe parameters, i.e. Cx, Cy, Cz, and n are shared by the three channels. Therefore, totally ten

parameters are needed for each texel. We first describe how we estimate BRDF parameters for

surface that is flat or nearly flat and then for surface that is rough.

To estimate the SVBRDF for a flat surface, we have adopted the approach proposed in

[McA02]. There are roughly five steps for estimating the BRDF parameters for each texel.

Before the estimating steps, we gather all the measurements for each texel position from the

original BTF images and put them into a single file which we called a measurement file. This



3.2 Height Field and SVBRDF Reconstruction 14

Figure 3.3: Gather all measurements of a texel into a single file.

step is demonstrated in Figure 3.3. The horizontal axis of the measurement file represents

different viewing directions while the vertical axis represents different light directions. After

gathering all measurements for each texel, we perform BRDF fitting according to the following

reflectance equation for a point light source:

Lo(ωo) = fr(ωi , ωo)Li(ωi) cos(θ)∆ωi, (3.4)

where Li(ωi) and Lo(ωo) are the incident and reflected radiance, ∆ωi and θ are the solid angle

and the zenith angle of the incident light. The first step of the fitting process is to remove the

irradiance value from each measurement to get the BRDF value, i.e.,

fr(ωi , ωo) =
Lo(ωo)

Li(ωi) cos(θ)∆ωi

. (3.5)

After this step, the kth measurement value becomes the BRDF value f (k)
r . Figure 3.4(b) shows

the measurement file after this step. Notice that most of the cosine effect disappeared. The val-

ues are rescaled to fit image format. The second step is to find ρd, the diffuse part of the BRDF,

remember that our BRDF model consists of a diffuse term and a specular term according to

Equation (3.3). Since the specular part is always positive, theoretically we can use the mini-

mum reflectance value as ρd, i.e. ρd = mink f
(k)
r . However, errors due to measuring system or
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(a) (b) (c)

(d) (e) (f)

Figure 3.4: The SVBRDF fitting process. (a) The original measurement file. The horizontal

axis represents different viewing directions while the vertical axis represents different light

directions. (b) The measurement file after irradiance is removed (rescaled to fit image format).

(c) Diffuse part is removed and specular part is left. (d) Specular part is averaged. (e) The

fitting result of specular part. (f) The final fitting result. The measurement file is from the

WALLPAPER sample of the BTF Database Bonn [SSK03].
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light being blocked by neighbouring surface points could lower the minimum value in practice.

Thus we used a chosen percentile (10th as suggested by [McA02]) as the estimated ρd. After ρd

is determined, the next step is to subtract ρd from each BRDF value, leaving only the specular

part. Figure 3.4(c) is the measurement file after subtracting ρd. Since there are three specu-

lar values for the three RGB channels but we want the three channels to share the estimated

specular parameters, we take the average of the three values as a single specular value which

is to be fitted. Although [McA02] have used a luminance-weighted average, in our experience,

the fitting result is better when normal average is used. Figure 3.4(d) shows the measurement

file after this average step. The average value is assumed to be the specular part and is then

fitted using the Levenberg-Marquardt non-linear optimization algorithm to get the parameters

Cx, Cy, Cz, and n. Figure 3.4(e) shows the re-calculated specular part of the BRDF using

the estimated Cx, Cy, Cz, and n. Now the only parameter that has not been fitted is ρs. This

parameter is obtained by

ρs =
1

m

m∑
k=1

f
(k)
r,s

(Cx ω
(k)
i,x ω

(k)
o,x + Cy ω

(k)
i,y ω

(k)
o,y + Cz ω

(k)
i,z ω

(k)
o,z )n

(3.6)

where f (k)
r,s is the specular part of f (k)

r .

For rough surface SVBRDF fitting, we have used a similar method to estimate ρd, and a set

of representative specular parameters estimated from some flat area of the BTF sample are used

to represent the whole surface. For each measurement file, we first remove the measurements

that are too dark, because these are assumed to be definitely in shadow. After that, we just

followed the same procedure as for flat surfaces to remove the cosine effect and then use a

chosen percentile as the estimated ρd. For specular parameters, we chose the measurement file

of a representative texel that is in a flat area of the BTF surface. We then estimate specular

parameters for this texel using the same procedure for flat surfaces. The estimated specular

parameters are then used for the rest of the texels.
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3.3 Painting Effects on Height Field and SVBRDF

After the above steps, we now have the reconstructed geometry and reflectance information

about the original BTF sample. In this section, we describe how we modify these components

according to the applied paint.

3.3.1 Apply Paints on Height Field and Normal Map

By reconstructing the height field of the original material surface, we are able to use any kind

of fluid dynamic simulation algorithm to simulate the flowing of paint on the surface. Since

the simulation of paint flow is not our main subject, we have only adjusted the height field by

hand. Nonetheless, we believe that if a fluid dynamic simulation algorithm such as [BWL04] or

[CT05] has been used, the final rendering result would be better. The normal map is recalculated

using the modified height field.

3.3.2 The Paint Model

The paint model that we have chosen is the Kubelka-Munk model [Kor69]. The Kubelka-Munk

model is derived from a more general equation which is called the radiation transfer equation.

Rather than concerning the individual behaviour of each pigment particle, the radiation transfer

equation describes radiation transfer in a medium by some descriptive coefficients, such as the

absorption coefficient, the scattering coefficient, and the scattering phase function, regarded as

characteristic properties of the whole medium. The first attempt to obtain a simplified solution

to the equation was made by Schuster. His method consists of simplifying the problem to

plane parallel layers, assuming isotropic scattering, and simplifying the radiation field into two

oppositely directed radiation fluxes I and J in the x and −x directions respectively. Also, the

extension of the layer in the yz-plane is assumed to be great compared with the thickness of the

layer, so that edge effects may be ignored. Figure 3.5 shows this simplified condition within a

layer. Kubelka and Munk further assumes that the particles in the layer are randomly distributed
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and their sizes are much smaller than the thickness of the layer itself. The layer is subject only

to diffuse irradiation. With the above assumptions, Kubelka and Munk came out the equations

that can be used to calculate the reflectance and transmittance of a layered surface. The book

by Kortum provides more details about the Kubelka-Munk theory[Kor69].

The K-M model describes the reflectance and transmittance of a paint layer by the scattering

coefficient S and the absorption coefficient K of the paint. These coefficients are functions of

wavelength, thus we have to specify different values for individual RGB channels. Given the

scattering coefficient S and the absorption coefficientK of a paint layer of thickness d, the K-M

model allows us to compute the reflectance R and the transmittance T of the layer:

R =
sinh bSd

c

T =
b

c

(3.7)

where a = (S +K)/S, b =
√
a2 − 1, and c = a sinh bSd+ b cosh bSd.

For two overlapping layers, the following equations allow us to determine the overall re-

flectance and transmittance of the composite layer:

R = R1 +
T 2

1R2

1−R1R2

T =
T1T2

1−R1R2

(3.8)

where R1 and T1 are the reflectance and transmittance of the upper layer, R2 and T2 are those of

the lower layer, and R and T are those of the composite layer. For a stack of layers, we can just

Figure 3.5: Plane parallel layers.
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repeat this compositing process for each layer from button to top to get the overall reflectance

and transmittance.

3.3.3 Apply Paints on SVBRDF

The method that we use to modify the material SVBRDF can be separated into two parts, the

diffuse part and the specular part. For the diffuse part, we use the K-M model to modify the

original material ρd to produce the new painted diffuse term ρm
d . First, we need to choose a

paint type, i.e., the S and K values of the paint, and the paint layer thickness d. The thicker the

paint layer is, the more the color of the underlying surface is covered by the paint color. Next,

we compute the reflectance Rpl and transmittance Tpl of the paint layer using Equation (3.7)

with the S and K of the chosen paint type and the thickness d of the paint layer. After that, we

use Equation (3.8) with Rpl and Tpl as R1 and T1 and ρd of the BTF material as R2 to compute

the new painted diffuse ρm
d :

ρm
d = Rpl +

T 2
plρd

1−Rplρd

. (3.9)

If there are more than one paint layer, we could repeat this procedure for each paint layer

from the bottom to top to compute the composite reflectance. The S and K coefficients that

we used for our experiments come from two sources, one is the oil paint data from [BWL04]

and the other is the watercolor data from [CAS+97]. Although [BWL04] provides us the 101-

wavelength data which is more accurate than standard RGB model, limited to the RGB form

of the original BTF data, we have only sampled RGB wavelength from the 101-wavelength

data. The three wavelenghs for RGB that we sampled are 652 nm, 532 nm, and 460 nm. While

[BWL04] also proposed to use Gaussian quadrature to reduce the 101-wavelength data to 8-

wavelength according to the light source spectrum, the wavelengths are automatically decided

such that we can not restrict Gaussian quadrature to choose RGB channels, besides we don’t

know the light source spectrum of the BTF data. On the other hand, the watercolor data from

[CAS+97] follows the RGB model so that we could use it directly as test data. By specifying the

desired colors of a layer of paint overtop of both a black and a white background, they compute
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the S and K values by reversing the K-M equations. Fig. 3.6 shows these S and K values.

For the specular part, since K-M model can not handle the specular term S(ωi , ωo) of the

original material, and considering this term into our lighting computation would be too complex

for our application, we have decided to drop it and add a new specular term calculated using

Fresnel equation. For BTF materials that are closer to diffuse reflection, the influence would be

small, but for BTF materials that are closer to specular reflection, dropping the original spec-

ular term might darken the final painted result. The specular reflection of light is motivated

from light reaching an interface between two materials of different refractive indices which in

our case are the air and the paint. This phenomenon is quantitatively described by the Fresnel

equation, so we use it to calculate the new specular effect. We have used Schlick’s Fresnel

approximation in our implementation. Since we don’t have actual measurement values of re-

fractive indices of paints, these are set to around 1.5 ∼ 2.0. Some sample values of refractive

indices of different binding media and pigments could be found in [Bud07].

3.4 Rendering

We have implemented our rendering algorithm using graphics hardware. Although we could

render a BTF-mapped object with a paint pattern on it without using the original BTF data, i.e.

using the reconstructed and painted height-fields, the normal map, and the SVBRDF, we think

that this would lose some complexity hidden in the original BTF data. Thus we have integrated

a BTF rendering algorithm, i.e. the local PCA method[MMK03b], into our rendering system

to compensate the lost information during the height field reconstruction and SVBRDF fitting

processes. The local PCA method rearrange the BTF data into a BRDF-wise arrangement first,

and then perform clustering and principle component analysis(PCA) iteratively to compress the

data. The compressed data would be a cluster map, a PCA weights map, and the eigen vectors

for each cluster. These are stored as 2D or 3D textures for use in the rendering process. We

integrated this method to render the unpainted part of the object surface.

The rendering algorithm is described as follows. At first, we employ some per-pixel ray-
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Figure 3.6: The S and K coefficients that we use are adopted from [CAS+97].
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tracing algorithm such as [POC05] to find the view-surface intersection point. By comparing

the painted height-field value and the original height-field (i.e. the height field recovered from

the original BTF) value at that surface point, we can know if this point is a painted point or

an unpainted point (The painted and original height-fields are all stored in texture memory). If

it is an unpainted point, we use the local PCA method to approximate the original BTF. If it

is a painted point, the Kubelka-Munk model is used to calculate the painted reflectance, and a

Fresnel specular term is added. To produce results closer to real situation, we have also adapted

the parallax occlusion mapping(POM,[Tat06]) technique to simulate self-shadowing effect for

the painted part. The above steps are all performed in the fragment shader. The lower half of

Fig. 3.1 shows this rendering workflow.

When using the local PCA method for BTF rendering, we need to take multiple texture

samples for each pixel, otherwise the rendering result would be blocky because of texture mag-

nification. We have compared the results of taking 5 samples, 9 samples and 25 samples for

each pixel, and found that the results are almost the same but the rendering speeds are very

different, that is roughly linear to the number of samples, thus we took only 5 samples in our

final implementation.
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Results

We have tested our method on several BTF materials. All our programs run on an Intel Core

2 Duo 3.0GHz CPU. We use Matlab to perform photometric stereo normal estimation and

Frankot-Chellappa height-field reconstruction. The time needed for these two steps is negli-

gible. For the SVBRDF fitting, the most time-consuming step is performing the Levenberg-

Marquardt non-linear optimization. It takes around 10 seconds to perform this step for each

texel on Matlab, therefore several hours are needed even for a 64 × 64 BTF sample. Thus we

have implemented another C++ version fitting program that takes only a few minutes to finish

the fitting process for the same BTF sample.

A comparison between the original BTF images and images rendered with reconstructed

information are shown in Figure 4.1 and 4.2. The upper rows are the original BTF images

and the bottom rows are the reconstructed images. The second rows are the positive part of the

original images subtract the reconstructed images and the third rows are the negative part. As

can be seen from the figures, the original surface shape and the reconstructed surface shape are a

little bit different. In Figure 4.2, the edge of each block seems to be smoother than original. This

might be the result of using the Frankot-Chellappa algorithm because its preserving integrability

23
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nature tends to smooth the reconstructed result. Also, the reconstructed images are darker than

the original ones especially for images of lower zenith angles. The reason for this might be

inaccuracy in diffuse estimation. For the images of higher zenith angles, errors caused by

shadows and specular effects are more noticable. As can be seen from the green boxes in

each image of the last column in Figure 4.2, the area in the original image is under shadow

while the same area is not under shadow in the reconstructed image. Despite these errors, the

reconstructed images still preserve the look and feel of the original BTF images.

After the SVBRDF fitting process, we can use the K-M model to produce the painted BTF

images. Figure 4.3 and Figure 4.4 show the results of adding different kinds of paints onto

the hole BTF sample. The thickness of the paint in each image is the same everywhere. The

shadows are rendered with parallax occlusion mapping [Tat06]. We have also compared the

rendered results with alpha blending since alpha blending is an intuitive way to change surface

color. Figure 4.5 and Figure 4.6 show these comparisons. The first row in each block shows the

painted BTF images with the same viewing and lighting angles but different paint thicknesses.

The second row shows the alpha blending results with alpha 0.25, 0.5, 0.75, and 1. Apparently

alpha blending is not a good method for changing the surface color, unless the material is flat.

Next, we show the results of adding paint patterns on 3D models. To render the painted

part of the model, we use only the reconstructed information to represent the original material,

i.e. the reconstructed height-field, the reconstructed normal map, and the SVBRDF, and the

reflectance is calculated using K-M model and Fresnel equation with the paint parameters. To

render the unpainted part of the model, we could still use only the reconstructed information

of the material. However, as described previously, we have combined the local PCA method

to render the unpainted part of the model to fully exploit the complexity of the original BTF.

Before using the local PCA BTF rendering method [MMK03a], the original BTF data need

to be compressed. The local PCA compression is another task that needs quite a long time

to execute. It depends on the BTF data size and the required compression quality. In our

experience, performing 10 iterations for a 64× 64 BTF data with 51× 51 view-light pairs takes

about 100 minutes. After the compression, the compressed data can be used for rendering.
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Figure 4.1: Comparison between original BTF images and fitting results. The images are all

top-view images and the lights are all from the right side with theta 0, 17, 30, 50, and 65 degrees.
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Figure 4.2: Another comparison between original BTF images and fitting results. The images

are all top-view images and the lights are all from the right side with theta 0, 17, 32, 50, and 65

degrees.
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Figure 4.3: The top row shows the original BTF images of the hole sample. The second to

the last rows are results of painting the hole surface with three different kinds of watercolor

paints: Quinacridone Rose(thicknesses 0.2 and 0.4), Cerulean Blue(thicknesses 0.2 and 0.4),

and Cadmium Yellow(thicknesses 0.2 and 0.3).
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Figure 4.4: The top row shows the original BTF images of the hole sample. The second to

the last rows are results of painting the hole surface with three different kinds of oil paints:

Alizarin Crimson(thicknesses 0.04 and 0.2), Sap Green(thicknesses 0.1 and 0.4), and Cadmium

Yellow(thicknesses 0.04 and 0.08).
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Figure 4.5: Painted BTF v.s. alpha blending. The leftmost images are the original BTF images.

The first row in each block shows the painted BTF images with the same viewing and lighting

angles but with different paint thicknesses. The second row shows the alpha blending results

with alpha 0.25, 0.5, 0.75, and 1. The paints used in these images are water color Cadmium

Red, French Ultramarine, and Cadmium Yellow from top to bottom.
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Figure 4.6: Painted BTF v.s. alpha blending. The leftmost images are the original BTF im-

ages. The first row in each block shows the painted BTF images with the same viewing and

lighting angles but with different paint thicknesses. The second row shows the alpha blending

results with alpha 0.25, 0.5, 0.75, and 1. The paints used in these images are oil paints Alizarin

Crimson, Cobalt Blue, and Cadmium Yellow from top to bottom.
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Figure 4.7 and Figure 4.8 show comparisons between renderings using local PCA and using

only the reconstructed information for the unpainted part of the model. Notice that although we

have used two different rendering methods for the painted part and the unpainted part, the result

does not show distinguishable inconsistency. Also, the splash paint pattern looks more realistic

than evenly applied paint layer.

Figure 4.9 and Figure 4.10 show the rendering results of another BTF sample on a lizard

model with different watercolor and oil paints. Comparing these two images, we can see that

images using watercolor and images using oil paint seem to be different only on the colors.

This is because we’ve only changed the K and S coefficients. In order to exhibit more different

characteristics between watercolor and oil paint, we also need to consider the flowing pattern

caused by different viscosities and the different interactions between paints and surfaces.

In Figure 4.11 and Figure 4.12, results using different refractive indices are demonstrated.

Different refractive indices can be used to simulate wet or dry paints. Notice that different

background colors causing different painted appearances. We have chosen a neat purplish red

flower pattern which is similar to the pattern of the original BTF material making the paints

look more like dyes.

Figure 4.13 and Figure 4.14 show rendering results using a paint brush pattern demonstrat-

ing how our method can express the thickness of the paint. A viewer determine how thick

the paint is by clues from both geometry and reflectance information. In our framework, the

geometrical clue is produced by the painted height field, displacement mapping, and shadow;

the reflectance clue is controlled by the thickness parameter d of the K-M model. For larger

d, the painted result is less influenced by the underlying surface color, revealing a purer color

from the paint. Combining these two kinds of clues, a viewer can perceive the thickness of the

paint. To produce accurate thickness effect, the paint thickness from the painted height field

should be consistent to the K-M model input d. Since height field is stored as general image

format, i.e. each height value or paint thickness is stored as 0 − 255 on a height field image,

this value should be transformed into K-M model thickness parameter d during rendering stage

in the fragment shader. We have not yet find a good way to define how thick in reality the paint
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(a)

(b)

Figure 4.7: A comparison between renderings (a) using local PCA and (b) using only the re-

constructed information. The paint is watercolor Cadmium Yellow.
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(a)

(b)

Figure 4.8: A comparison between renderings (a) using local PCA and (b) using only the re-

constructed information. The paint is oil paint Cadmium Yellow.
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thickness on the height field represent, since we don’t know how thick the original BTF surface

is either. In other word, since we don’t know how thick a 1 on height field represent in reality,

we can not define how thick a paint thickness value on height field represent in reality. For now,

we just use a scaling factor to transform this value into d. In Figure 4.13 and Figure 4.14, the

paint thickness in the second image is twice the paint thickness in the first image, and the paint

thickness in the third image is trice that in the first image.

Figure 4.15 and Figure 4.16 show examples of multiple paint layers which are combined

together using Equation (3.8). The graphics cards we used for our experiments are Nvidia

GeForce 9600GT and GTS250. The rendering fps for a 768× 768 window size is around 10 to

30.
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Figure 4.9: A splash pattern with different watercolor paints on a lizard model. The paints

are Burnt Umber, Quinacridone Rose, and Cadmium Red from top to bottom. The refractive

indices are all set to 1.8.
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Figure 4.10: A splash pattern with different oil paints on a lizard model. The paints are Prussian

Blue, Alizarin Crimson, and Titanium White from top to bottom. The refractive indices are all

set to 1.8.
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Figure 4.11: A flower pattern with different refractive indices on a cloth model. The refractive

indices are set to 1.8, 2.0, and 2.2 from top to bottom. The paint is watercolor Quinacridone

Rose.
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Figure 4.12: A flower pattern with different refractive indices on a cloth model. The refractive

indices are set to 1.8, 2.0, and 2.2 from top to bottom. The paint is oil paint Alizarin Crimson.
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Figure 4.13: Results of a paint brush pattern. The paint type is watercolor Burnt Umber. The

paint thickness in the second image is twice the paint thickness in the first image, and the paint

thickness in the third image is trice that in the first image.



40

Figure 4.14: Results of a paint brush pattern. The paint type is oil paint Burnt Sienna from

[BWL04]. The paint thickness in the second image is twice the paint thickness in the first

image, and the paint thickness in the third image is trice that in the first image.
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Figure 4.15: An example of using four paint layers. The four images in the bottom row are

the scaled paint pattern images. The paints used for four paint patterns from left to right are

watercolors: French Ultramarine, Quinacridone Rose, Brilliant Orange, and Phthalo Green.
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Figure 4.16: An example of using four paint layers. The four images in the bottom row are the

scaled paint pattern images. The paints used for four paint patterns from left to right are oil

paints: Cobalt Blue, Alizarin Crimson, Burnt Sienna, and Viridian.
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Conclusion

In order to further use the BTF data that are not very easy to acquire, we have proposed the

problem of how to simulate the painted appearance of a BTF material in this thesis, and we have

developed a simple yet effective method to solve this problem. The method first try to recover

neccesary information from the original BTF data, including both geometry and reflectance

information, and then use these recovered information and the original data to produce the

illusion of a painted surface. Our rendering framework have integrated the local PCA BTF

rendering method in order not to waste any information hidden in the raw BTF data. The

method is simple and intuitive, yet the results are novel.

Nonetheless, there are still rooms for improvements in each solution step. Here we list some

of them. First of all, to simulate the changed appearance of the painted material, we have chosen

the Lafortune BRDF model and the Kubelka-Munk reflectance model. Since BTF can be used

to represent any kind of materials, the Lafortune model might not suitable for all of them. Is

there other suitable BRDF model for this application? If we use other BRDF model, will it be

compatible with the K-M model? Also, since there are lots of simplifying assumptions for the

K-M model which make the model simple but sometimes not conform to the real conditions,

43
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how to break these assumptions so that the model can fit into more complex situations? Or is

there a better reflectance model for our application? Besides the BRDF and reflectance model,

we would like to implement some paint flow simulation algorithm since we didn’t implement

one in this work, and we would like to investigate the physical reaction happened when paint

is applied to a substrate. This physical process is much more complicated then what we have

considered in this thesis. Different paints can have different physical properties, and different

substrates can have different responses to the same paint. Some effect such as the capillarity

effect is what we have missed in our simulation. To more accurately calculate the reflectance

of the painted material, we should know all these detail information. Besides, there have been

research considering these effects [LAD08].

Lastly, we would like to extend our work to simulate the aging and weather phenomenon

such as stains, pollution, mold, steal rusting and patinas.
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