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Design and Implementation of a Smart Living Space
by Wireless Sensor Networks

Student: Lun-Wu Yeh Advisor: Prof. Yu-Chee Tseng

Department of Computer Science

National Chiao Tung University
ABSTRACT

Recently, wireless sensor and actuator networks (WSANS) have been widely discussed in
many applications. The smart living space is one of the most important application of WSANS.
In this dissertation, we propose four works for a smart living space. Thefirst work isan intelli-
gent energy-conservation system which constructs aframework of the smart living space. Under
thisframework, we propose two static services and one mobile service in thisenvironment. Two
static services can control lighting devices and air conditioners automatically to achieve energy
saving and satisfy users’ requirements. One mobile service provides a location-based services
platform in our environment.

In the first work, we propose an iPower (intelligent and personalized energy-conservation
system by wireless sensor networks) system which combines WSNs and appliance control de-
vices to provide personalized energy conservation services. A WSN is deployed in each room
to monitor the usage of electric appliances and to help determine if there are electric appli-
ances that can be turned off for energy conservation. The iPower system is quite intelligent
and can adapt to personal need by automatically adjusting electric appliances to satisfy users
requirements.

In the second work, we propose an autonomous light control system based on the feedback
from light sensors carried by users. Our design focuses on meeting users preferences and
energy efficiency. Both whole and local lighting devices are considered. Users preferences
may depend on their activities and profiles and two requirement models are considered: binary
satisfaction and continuous satisfaction models. For controlling whole lighting devices, two
decision algorithms are proposed. For controlling local lighting devices, a surface-tracking
scheme is proposed. Our solutions are autonomous because, as opposed to existing solutions,

they can dynamically adapt to environment changes and do not need to track users’ current



locations. Simulations and prototyping results are presented to verify the effectiveness of our
designs.

Similar to the previouswork, we propose an intelligent air conditioners control system based
on the feedback from temperature sensors in the environment. Our design focuses on meeting
users’ reguirements and energy efficiency. We define two modelsas users' requirements. binary
satisfaction and continuous satisfaction models. For these two models, we propose the temper-
ature model and two control mechanisms to adjust the air conditioners quickly and satisfy all
users temperature requirements.

In the last work, we consider building an indoor low-cost mobile robot that can be used in
home applications. Due to the complicated nature of home environments, it is essential for such
a robot to be self-guided in the sense that it is able to determine its current location as well as
navigate to locations where it is commanded to. We propose a two-tier architecture to achieve
thisgoal at centimeter-to-meter-level accuracy. The robot can even roam into an areawhich is
new to it. We demonstrate a prototyping system based on an extended iRobot and the results

have important implications on intelligent homes.

Keywords: context awareness, energy conservation, intelligent building, indoor position-
ing, LED, light control, localization, pervasive computing, RFID, robot, sensor network, smart

environment, wireless communication, wireless sensor and actuator network.
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Chapter 1

| ntroduction

The rapid progress of wireless communications and embedded MEM S technol ogies has made
wireless sensor and actuator networks (WSANSs) possible. A WSAN [19][20][6]] is a dis-
tributed system consisting of sensor and actuator nodes interconnected by wireless links. Using
sensed data from sensor nodes, actuators can perform actions accordingly. The possible appli-
cations of WSANSs include smart living spaces [45][62], localization [31][43], environmental
monitoring [41][64], etc.

The smart living space is one of the most important application of WSANs. Through the
sensory data which are reported by sensor nodes in the environment, some actuators, such
as lamp, air conditioner, dehumidifier, etc, can be automatically controlled. There are many
products about controlling appliances [24][57] automatically. However, these products only
can be turned on, turned off, or even adjusted the level of the appliances. They do not concern
theusers preferences and activities. Hence, we want to propose several systemswhich not only
can control appliances automatically but also consider users’ preferences.

In this dissertation, we propose four works about the smart living space by wireless sensor

Smart living space

W1: a smart living space framework

Static services Mobile services
W2: intelligent .
lighting devices W4: mobile

services platform

W3: intelligent air
conditioners

Figure 1.1: The organization of the dissertation.



networks. As shown in Fig. 1.1, the dissertation is composed of four parts. The first oneisan
energy conservation system which constructs aframework of the smart living space. Under this
framework, we propose two static services and one mobile service in the environment. Two
static services can control lighting devices and air conditioners automatically to achieve energy
saving and satisfy users’ requirements. One mobile service provides a location-based services
platform in our environment.

In the first work, we propose an iPower (intelligent and personalized energy-conservation
system by wireless sensor networks) system which combines WSNs and appliance control de-
vices to provide personalized energy conservation services. The system can exploit the context
information by WSN. The WSN is deployed in each room to monitor the usage of electric ap-
pliances and to help determine if there are electric appliances that can be turned off for energy
conservation. The iPower systemisquiteintelligent and can adapt to personal need by automat-
ically adjusting electric appliances to satisfy users’ requirements. The iPower system construct
a framework of the smart living space. Under this framework, we construct following three
systemsin the smart living space.

The second work is an autonomous light control system. The light control system based
on the feedback from light sensors carried by users. Our design focuses on meeting users
preferences and energy efficiency. Both whole and local lighting devices are considered. Users
preferences may depend on their activities and profiles and two lighting requirement models
are considered: binary satisfaction and continuous satisfaction models. For controlling whole
lighting devices, two decision algorithms are proposed. For controlling local lighting devices,
a surface-tracking scheme is proposed. Our solutions are autonomous because, as opposed to
existing solutions, they can dynamically adapt to environment changes and do not need to track
users' current locations.

Similar to the light control system, we design an energy saving air conditioners control sys-
tem based on the feedback from temperature sensorsin the environment. Our design focuses on
meeting users' requirements and energy efficiency. We define two models as users’ temperature
requirements: binary satisfaction and continuous satisfaction models. For these two models,
we propose the temperature model and two control mechanisms to adjust the air conditioners
quickly and satisfy all users' temperature requirements.

In the last work, we consider building a mobile services platform by an indoor low-cost

mobile robot that can be used in home or office applications. Due to the frequently changed and



complicated nature of ahome/office environment, it isessential for such arobot to be self-guided
inthe sense that it is able to determineits current location as well as navigate to locations where
it is commanded to. By integrating with wireless communication, indoor localization, and
RFID technologies, it is possible to build a self-guided robot at low cost. We propose a two-tier
architecture to achieve this goal at centimeter-to-meter-level accuracy. A robot can even roam
into an areawhich isnew to it. We achievethis goal by allowing arobot to download the indoor
map in its vicinity. On the first tier, it determines its rough location via WiFi localization at
meter-level accuracy. On the second tier, it then tries to track any RFID tag registered in the
indoor map; on events of finding any tag, it actually localizesitself at centimeter-level accuracy.

To examine the performance of our designs, we not only verify by simulation programs but
also build the prototyping resultsin real world. We implement the light control systemincluding
whole and local lighting devices and the mobile services platform in aroom. For wholelighting
devices, we build the whole lighting devices in a grid manner to test the performance of two
decision algorithms. For local lighting devices, we construct a robot arm holding four sets of
LEDs and an electric bookmark to experiment our proposed algorithm. For mobile services
platform, we adopt iRobot Create [25] as the mobile platform and attach a RFID reader, an
electronic compass, and a notebook with WiFi interface to verify the self-guided mechanism of
the robot.

The major contributions of this dissertation are summarized as follows.

e Framework: We propose a smart living space framework which contains two static and

one mobile services.

e User requirement: For light and air conditioner control systems, we consider each user

may have different lighting and temperature requirement.

e Without location information: Our energy saving light control mechanism can adjust
lighting devices to satisfy users’ requirements without extra indoor localization scheme
to track users' locations. We only use the “light intensity” to get the information that we
need.

e Localization by light intensity: For local lighting devices, our mechanism can locate

object in centimeter-level precision by light intensity.

Quick control: Air conditioner control system can adjust the control level more quickly

3



than PID method.

e Self-guided robot: We propose a two-level self-guided mechanism for indoor mobile

robot navigation.

Thisdissertationisorganized asfollows. Chapter 2 presentsasmart living space framework.
In Chapter 3, intelligent lighting and air conditioners control systems are proposed. Chapter 4
presents the indoor mobile services platform. Finally, we conclude our results and propose

some future directions in Chapter 5.



Chapter 2

A Smart Living Space Framework

Thediscovery of eectricity isone of the most important milestonesin human history. Electricity
is so essential in our daily life that many people cannot live without it. However, today, energy
has been overly used and energy shortage has become a global concern. According to the
report in [18], more than one third of electricity is spent on HVAC systems, which include
heating, ventilating, air conditioning, lighting, and other related equipments. According to
experiences, alarge portion of energy consumed by HVAC systems is due to improper use of
electric appliances. Therefore, how to exploit the context information of an environment to
automatically control the usage of electric appliances has a great potential to reduce the waste

of energy.

2.1 System Overview

In this chapter, we therefore propose an intelligent and personalized energy-conservation sys-
tem by wireless sensor networks (iPower) to reduce energy consumption of HVAC systems by
exploiting the context-aware capability of sensors. In the iPower system, WSNSs are deployed
in rooms of a building to collect information of the environment. Such information is reported
to a control server to determine whether to turn off those unnecessary electric appliances in
the building. Such a system needs to be designed with user friendliness in mind to minimize
the involvement of usersin making decisions. As an example, when sensor nodes detect a low
temperature or a high brightnessin a likely unoccupied room, they can report to the server that
the electric appliances in that room (e.g., air conditioners or lights) could be turned off. The
server then sends an alarm signal to notify people in the room that the electric appliances could
be turned off shortly. If there are still usersin that room, they can signal the system that these

appliances should not be turned off by triggering some events (such as making some voices,



changing the light reading of any sensor, or moving any furniture attached with sensors). If
there is no such intentional events made by human being detected in a predefined amount of
time, the server will turn off the electric appliances through some power-line control devices.
In thisway, the iPower system can work even if users are not wearing any particular badge.

In the iPower system, we also provide personalized services in which electric appliances
can be automatically adjusted to satisfy users’ preferences. In particular, each user can create
a profile to describe his’her favorite temperature and brightness. Such users are considered
priority users and need to carry portable sensors so that our system can retrieve their profiles.
When there are priority users in aroom, the server will adjust the air conditioners and lightsin
that room according to the profiles of these users.

WSN has been widely used to provide context information in smart environment. How
to automatically control electric appliances according to users' locations and their requirements
has been intensively discussed for smart homes/offices. Thework in[51] considers a ubiquitous
computing architecture in which electric appliances are controlled by a SIP (session initiation
protocol) [56] server, under which architecture users can make calls to communicate with the
SIP server to control their electric appliances. In the MavHome system [14], the mobility pat-
tern of auser in ahouseisexploited and isforwarded to the system to provide advanced services
(e.g., controlling the corresponding el ectric appliances) in the predicted locations of the user. In
Semantic Space [62], the authors propose some semantics to describe the environment, which
can be used to query the status of the environment where users are located. The work in [21]
proposes a context-aware smart house in which electric appliances can be automatically ad-
justed according to the environmental information collected from sensors. The iPower system
is motivated by observing that the issue of energy conservation, which is very critical to our

environment, has not been well addressed.

2.2 Design of theiPower System
2.2.1 System Architecture

The architecture of our iPower systemisillustrated in Fig. 2.1, which consists of many sensor
nodes, several sink nodes, an intelligent control server, some actuators, and portable sensors.

Below, we describe the functions of each component separately

e Sensor nodes: In each room, we deploy sensor nodes to monitor the environment. These
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Figure 2.1: System Architecture of the iPower.

nodes will form multi-hop WSNSs to collect information in the rooms. In our current
prototype, three types of sensing data can be collected, including light, sound, and tem-
perature. An event is defined when the sensory input is higher or lower than a predefined
threshold. To conserve the energy of sensor nodes, reporting of eventsis reactive, in the
sense that a node will report its sensing data only when some predefined events occur.
Different events can be combined to describe a room’s condition. For example, a low
temperature (or a high brightness) together with some sound events in a room may indi-
cate that the corresponding electrical appliances are turned on to serve usersin that room;
some sound events and change of the light degree read by sensors may indicate that users
in that room are moving around; and a low temperature (or a high brightness) with no
sound event for a certain amount of time may indicate that the air conditioners (or lights)
in that room are unnecessarily turned on because no one is in the room. We can include
more types of sensors to provide more intelligence. For example, as shown in Fig. 2.2,
a smart desk may include some pressure sensors underneath the cushion of a chair and

some light sensors nearby the lamp on the desk. When someone is sitting on the chair,



such an event can be detected by the pressure sensors, and the system can adjust the lamp
according to thelight degree nearby the lamp. When the user leavesthe chair, the pressure
sensors can detect the disappearance of the user and make energy conservation decision

by notifying the server to turn off the lamp.

Sink nodes: The set of sensor nodes in each room will form a WSN. For each WSN,
thereisa sink node. A sink node has a wireless interface to communicate with sensor
nodes and a wire-line interface to communicate with the intelligent control server. It has
four major functionalities: issuing commands to sensor nodes, gathering data from sen-
sor nodes, reporting the room’s condition to the intelligent control server, and maintaining
the WSN. Specifically, the sink will notify sensor nodes in the WSN to begin collecting
environmental information when it receives a start command from the server. After gath-
ering sensing reports from the WSN, the sink node will determine the room’s condition
and report to the server. In order to maintain the WSN, the sink node will periodically
broadcast a heart-beat message to the network. A sensor node receiving such a message
will reply an alive message to the sink node. If the sink node does not receive any alive
message from a sensor node for a predefined amount of time, it will notify the server that

the node may be broken.

Control server: The control server is used to collect the system’s status (e.g., rooms
conditions and sensors’ states) and to perform power-saving decisions. It maintains a
database of user profiles and periodically checks the states of electric appliances in each
room. It will decide whether to turn off an electric appliance in a room according to the
sensory data collected from that room. The server can also adjust the electric appliances
in aroom according to the profiles of users in that room. Such decisions or adjustments
are achieved by sending commands through the power-line control devices to turn off or
adjust electric currents of the corresponding electric appliances. The server also provides
user interfaces to alow users to maintain the iPower system. In particular, users can

modify their profiles and obtain the system’s status through remote devices.

Actuators: IniPower system, we control the actuators by the power-line control devices.
The power-line control devices allow the system to turn on/off or adjust the electric cur-
rents of appliances. In our current prototype, we adopt the X10 devices produced by

SmartHome [57]. Such devices contain one X10 transmitter and several X10 receivers.
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Figure 2.2: The “smart desk” scenario.

The X 10 transmitter can talk to X10 receivers via power lines. In the iPower system, the

X10 transmitter is connected to the control server to transmit the server’'s commands.

e Portable sensors. The portable sensors are the portable devices that can be carried by
users so that the system can determine users’ 1Ds and retrieve their profiles. It can be
any identification device. In this work, we ssmply use the processor board of our sensor
platform (without sensors) for user identification. When auser entersaroom, his/her user
portable sensor will join the WSN in that room and provide its ID to the server via the

sink node.

2.2.2 Energy Conservation Scenarios

Next, we give five scenarios to demonstrate how the iPower system works in an intelligent

building. Let us consider the five roomsin Fig. 2.1.

e Room A: electric appliances are turned on and somebody is in the room (with a
portable sensor). In this case, since the system can detect that the room is occupied,
energy conservation commands will not be issued. So the electric appliancesin room A

will remain on.

e Room B: electric appliances are turned on and somebody isin the room (without a

portable sensor). In this case, energy conservation commands will be given depending



on whether some events (such as sound events) indicating that the room is occupied can be
detected or not. If there are such events, the electric appliances will remain on. Without
such events, some signals (such as beeps or blinking lights) will be triggered to warn users
in that room. In response, users can do some actions to signal the system that theroom is
occupied (such as making some noise by clapping, covering any sensor with alight sensor
to change its light reading, or switching on or off any electrical appliance that is under
control of the iPower system). Aslong as any of such events can be detected, the server
can redlize that the room is still in use and thus will not turn off the electric appliances.
Note that to reduce bothering users too much, the interval to warn users next time will be
increased in an exponential manner after each intentional event being generated by users
in that room. Further, after severa warning signals without success, the system will stop

trying (to make energy conservation decisions) for along period of time.

Room C: electric appliances are turned on but nobody isin the room. In this case,
since sensor nodes have detected alow temperature, a high brightness, and no sound event
for some while, the sink node will report to the control server that thisroom is abnormal,
implying that electricity may be wasted in room C'. The server will then send an alarm
message to room C', which triggers the beepers attached to sensor nodes. These beeps are
used to announce that the system will turn off air conditioners and lightsin room C'in a
few minutes. Alternatively, we can blink lights on and off to signal users that appliances
inthat room will be turned off soon. Thisisto avoid our system to make wrong decisions.
Since there is no one in the room, the server will turn off these appliances after timeout

to conserve energy.

Room D: electric appliances areturned on in theroom with smart furniture. If there
Is smart furniture in the room, they can help detect the existence of people in that room.
For example, if thereisaperson sitting on asmart chair, the system will keep on reporting
that someone is on the chair, so no energy conservation commands will be issued. If the

smart furniture is not in use, then the scenario in room B may be applied.

Room E: electric appliances are turned off. In this case, the sink node will report to

the server that the room is normal so the server will not take any action.
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Figure 2.3: Message flows in the iPower system.

2.2.3 System Operations and M essage Flows

Fig. 2.3 illustrates the message flow and the interaction of system components in the iPower

system. The details are discussed below.

1. The control server starts checking the usage of electric appliances in aroom by sending

a start message to the sink node in that room. Checking can be done periodically or at

predefined time, according to the system configuration file.

by issuing some event-driven queries to collect information from the environment. The

On receiving the start message from the server, the sink node will notify its sensor nodes

sink node then sets atimer to wait for sensing reports from sensor nodes.

will report its sensing data to the sink node.

3 before its timer expires, it can determine the room’s status according to the following

rules:

(@) If any piece of smart furniture reports that someone is using it (e.g., the case in
Fig. 2.2(a)), the sink node will report a normal status to the server. However, if it is

reported that usersleave the smart furniture, the sink node will reset itstimer and go

When a sensor node detects any event (such as alow temperature or a high brightness), it

If the sink node receives any sensing report and any human behavior report from step

back to step 2 to repeat the af orementioned procedure.

11



(b) If sensorsreport any human behavior (such as sound events or change of light read-
ings), the sink node will report a normal status to the server. However, it will also
notify the existence of people to the server so that the system will check thisroom’s

status later on.

(c) Otherwise, the sink node will report an abnormal status to the server to indicate that

the electric appliancesin the room may be turned on unnecessarily.

5. When the server receives an abnormal report from the sink node, it will warn the people

(if any) in the corresponding room by sending an alarm message to the sink node.

6. Once receiving the alarm message, the sink node will instruct one of its sensor nodes
to turn on its buzzer to generate a beeping sound. Alternatively, the server can send a
blink command to the X 10 receiver to blink any light on and off for a short period of
time. These actions are used to notify people in the room that the server will turn off the

electric appliances after a short period of time (e.g., ten minutes).

7. If the server does not receive any human behavior event from the room after a predefined
period of time, it will know that there is no one in that room and thus turns off the electric

appliances by sending aturn-off command to the X10 receiversin that room.

8. If thereisany user in the room hearing the beeping sound or seeing blinking light, he/she

can notify the server that the room is still in use by any of the following three methods:

(@) If the user has carried a portable sensor, the device will directly inform the server

(viathe sink node) hig/her ID. In this case, the user does not need to take any action.

(b) If the user can access the Internet, he/she can login the web page of the iPower
system to set up the next checking time of this room so that the server will not

disturb the user before he/she |eaves the room.

(c) (a) Otherwise, the user can make some intentional events by changing the room’s
environment, such as making some noise by clapping or turning off and then turning
on any light. In this way, sensor nodes will detect an unusual sound or change of

light degree and thus report these events to the sink node.

According to these reports, the sink node can notify the existence of users to the server and

thus the system will back off and check the room’s status later on. The next checking time can

12



<? xml version="1.0" encoding="UTF-8" 7>
- <User>
<|d>007</Id>
<Name>HSCC</Name>
- <Attribute>
<Name>temperature</Name>
<Value type="Float"/>
<Range max="28" min="25">true</Range>
</Attribute>
- <Attribute>
<Name>light</Name>
<Value type="Float">70</Value>
<Range max="0" min="0">false</Range>
</Attribute>
</User>

Figure 2.4: An example of user profile.

be set manually by users, by any default value (such as one hour), or in any typical exponential

backoff manner.

2.2.4 Personalized Services and User Profiles

The iPower system also provides personalized services in which electric appliances can be
automatically adjusted to satisfy users preference. In particular, each user can specify hisher
favorite temperature and brightness. When a user enters a room, the iPower system can adjust
the air conditioners and lights to meet the user’s preference. To achieve this goal, the user has
to create aprofile in the server’s database and carry a portabl e sensor when entering our system.
The user’s location is determined by the sink node which collects the user’s ID. In our current
implementation, we follow the format of XML (extensible markup language) [66] to describe
user’s profiles. The current definition isillustrated in Fig. 2.4. Specifically, the profile includes
user's 1D, name, and several attributes with the user’s favorite temperature and brightness. For
example, Fig. 2.4 indicates that user’s preference temperature is from 25°C ~ 28°C and light

is 70 lux.

2.25 Eventsand Actions

One of the main components of iPower isitsautomatic rules. A rule can be composed of time,
events and actions. A rule can be event-driven or time-driven. Actions can be triggered by
simple events or compound events, where the latter are combinations of multiple simple events.
For example, when someone is sitting on asmart chair near asmart desk with alow light degree,
to automatically turn on the lamp on the desk, we need to combine events from pressure sensors

and light sensors. Note that compound events can be combined through logical operations, such
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<iPowerRule> =[ User <UserlD>] On <Time> Condition <Event> Do <Action>

<UserlD> = string
<Time> = min/hr/date/mon/yr | anytime
<Event> = <Sensor> AND <Event> | <Sensor> OR <Event> |

<DeviceStatus> AND <Event>| <DeviceStatus> OR <Event> |
<Sensor> | <DeviceStatus>

<Sensor> = <SensorlD> <SenseData>

<SensorlD> = string

<SenseData> = <SenseType> <Range>

<SenseType> = temperature | sound | pressure | humidity | light | rssi
<Range> = <Max> To <Min>

<Max> = integer | float

<Min> = integer | float

<DeviceStatus> = <DevicelD> <Devicelnfo>

<Action> = <Device> AND <Action> | <Device>

<Device> = <DevicelD> <Devicelnfo>

<DevicelD> = string

<Devicelnfo> = <DeviceAction> AND <DeviceValue> | <DeviceAction>

<DeviceAction> = on | off
<DeviceValue> = integer | float

Figure 2.5: The iPower's EBNF-like recursive grammars.

Room A:
User useriD_1
On anytime
Condition ( sensorlD_1 temperature 28 To 50 )
Do device_aircon on
Room C:
On anytime
Condition ( sensorlD_2 rssi 0 To 40 ) AND ( sensorlD_2 rssi 80 To 100 ) AND
( device_lamp on)
Do device_lamp off
Room D:
On anytime
Condition ( sensorlD_3 light 0 To 20 ) AND ( sensorlD_4 pressure 10 To 100 )
Do device_lamp on

Figure 2.6: Examples of theiPower’srule.

as“AND” and “OR".

InFig. 2.5, we list the definition of iPower’s rule, which are written in the format of EBNF
(Extended Backus-Naur Form) [52] recursive grammar. Each iPower’srule definesfor a certain
User, when some Time and some Conditions are matched, the corresponding actionsto be taken.
Terms quoted by [- - - | are optional. For example, when <UserID> inaruleis not specified, it
means anyone can match thisrule. Fig. 2.6 shows the rules for rooms A, C' and D in Fig. 2.1.

Note that here we use RSS (received signal strength index) between 40 and 80 to indicate that

auser’s badge in within the range of a WSN.

2.2.6 Protocol Stack

To implement the iPower system, we have designed a protocol stack in Fig. 2.7, which consists

of the following modules:
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Users module

Administrators End users

Configuration Status

Control server

Control module Profiles module Location module

Lighting model Temperature model User profile -
Binary requirement
Binary Binary database
satisfaction model satisfaction model
Continuous requirement
Continuous Continuous
satisfaction model satisfaction model
| Device profile ﬂ Fingerprinting
positioning
| Sensor profile U il
Sensor data handler Actuator handler | Rule profile U
Location
Sensors module t Actuators module | Robot RSSI
Sensory data Commands module  Information
. X10/ ; —
Sink node UART iRobot Create WiFi
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Fixed Sensors fortable Lighting Air RFID Electronic
Sensors devices conditioners Reader compass

Figure 2.7: Protocol stack of the iPower system.

e Users module: The users module defines how a user can access the system through
the user interface. Here we consider two kinds of users: administrators and end users.
An administrator can add or remove equipments (e.g., electric appliances, sensors, and
power-line control devices) in the system, change their attributes and profiles, and manage

end users. An end user can only create and modify his/her user profile.

e Profiles module: The profiles module maintains all profiles for users, sensors, devices,
and rules. The sensor profiles describe the locations and sensing types of sensors. The
device profiles describe the electric appliances controlled by the power-line control or
UART devices. The user profile contains two kinds of users requirements: binary and
continuous requirements. These two requirements are used for two modelsin lighting and
temperature models. Finally, the rule profiles define how the components in the iPower

system interact with each other.

e Sensorsmodule: The sensors module controlsthe actions of sensor nodes. These actions

include executing commands from the the sink node (such as to detect events and to
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generate beeping sounds) and reporting sensing data to the sink node.

e Actuators module: This module provides an abstraction of electric appliances to upper
layers. In our implementation, we choose X10, INSTEON [24] and UART as our device
control protocols. Through these protocols, we can turn on, turn off, and adjust the el ectric

currents of appliances.

e Robot module: The robot module provides a mobile service platform. It is composed
of iRobot Create [25], RFID reader, electronic compass, and WiFi interface device. The

details of mobile service platform are presented in Chapter 4.

e Location module: The location module contains the fingerprinting positioning engine
and a location information database. The location module provides the location and area

information for robot module.

e Control module: The control module containslighting and temperature models. Through
these two models, the control server can decide the control levels of lighting devices and
air conditioners. The details of light and temperature control are presented in Section 3.3

and Section 3.4.

2.3 |Implementation Details
2.3.1 Hardware Specification

We use the Jennic (JN5139) [26] as sensor nodes. The Jennic is a 2.4 GHz, |EEE 802.15.4-
compliant module that enables low-power operations and offers a data rate of 250 kbps with
a DSSS radio. Each sensor node has a sensing board that can collect sensing data from their
surrounding environment, including light, sound, and temperature. More sensors can be added
on the board to increase the sensing capabilities. Each sensor node also has a buzzer to generate
a beeping sound when they are commanded by the sink node.

For the power-line control devices, we adopt the X10 products by SmartHome. The X10
devices consist of X10 transmitters and X 10 receivers. They can communicate with each other
by the X10 communication protocol, which encodes messages on the electric signal with a
frequency of 60 Hz. With the X10 communication protocol, an X10 transmitter can send com-
mands to an X10 receiver through a power line. To control electric appliances, we connect

one X 10 transmitter to the server via an RS-232 interface and connect all electric appliances
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Figure 2.8: Design of the control server.

with X10 receivers. Each X 10 receiver has a unique address and at most 256 addresses can be
selected.

2.3.2 Design of the Control Server

The control server isthe core of our iPower system. Fig. 2.8 illustrates the design of the server.

The implantation details are discussed below.

1. An administrator can add a sensor profile or a device profile through the profile setting
component. Related information such as sensing types and device attributes can be cre-

ated in the profile database.

2. An administrator can interact with the profile interface to create rules through the rule

Setting component.
3. A sink node can report environment information through the sensing data I/O interface.

4. The decision handler combines the user profiles, rules, and sensing data to generate

proper actions.
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Figure 2.9: The user interface at the control server.

The actions are sent to the action handler, which can generate commands to X10 devices or

SENSors.

2.3.3 User Interface

We provide a user interface to manage the system and allow users to create their profiles at the
server, as shown in Fig. 2.9. The user interface has a monitor area, an object area, and a status
area. The object areaprovides an interface to deploy all devicesin aroom, including sink node,
sensor nodes, electric appliances, and X10 devices. This area also allows users to start or stop
the system. In the monitor area, the administrator can visualize the deployment of sensors and
devices. He/She can add new objects in the room by dragging objects from the object area to
the monitor area. The monitor area also shows the network topology and electric appliance in
the room. In the status area, the administrator can observe the attributes and the current status

of each sensor.

2.4 System Evaluation

In this section, we present some simulation results to evaluate the system performance. We
consider the energy consumption of an office with five people, one air conditioner, and five desk

lamps, where each lamp is owned by one person. Table 2.1 lists the energy consumptions of
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Table 2.1: Energy consumption of electric appliances.
electric appliance | energy consumption

air conditioner 800 watts/hour (at 28 °C)
desk lamp 80 watts/hour

0.9 0.9

(a) model a person’s behavior during each hour

(b) model a person’s detailed behavior during each twenty minutes

Figure 2.10: Two-state discrete Markov models.

different electric appliances. For the air conditioner, we assumethat it will spend extra 100 watts
when the temperature is decreased by 1°C. A two-state discrete Markov model [29] is used to
model a person’s behavior during every hour, as shown in Fig. 2.10(a). A person can be either
in one of the two states: leave or stay. When a person is in a leave state, the corresponding
desktop lamp will be turned off. We use another Markov model to model the detailed behavior
of a person when he/she in a stay state, as shown in Fig. 2.10(b). In particular, during every
twenty minutes, the person may decide whether to “still stay” in the office or “temporarily
leave” the office. When the person decides to temporarily leave the office, his/her own desktop
lamp will remain onif theiPower systemisnot applied. Table 2.2 liststhe favorite temperatures
of the five people. When there are two or more people in the office, the temperature of the air
conditioner will be adjusted to the average of favorite temperatures of those people in the office.
Note that without iPower, we only adjust the temperature of the air conditioner when people
enter the office.

Fig. 2.11 shows the energy consumption with five people during ten hours. We can observe
that without iPower, the energy consumption of the office is always higher than 1500 watts,
even when there is no person in the office (i.e., hours 3, 7, 9, and 10). Thisis because when all
people temporarily leave the office, the air conditioner and some desk lamps are still turned on.

On the other hand, the iPower system can detect such situation and thus properly turn off some
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Table 2.2: Favorite temperatures of the five people.

energy consumption (watts)

Figure 2.11: Energy consumption during 10 hours.

energy consumption (watts)

Figure 2.12: Total energy consumption with different numbers of people.
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electric appliances to conserve energy. Fig. 2.12 compares the total energy consumption of the
office with different number of peoplein the simulation. As can be seen, our iPower system can

save approximate 16.5% ~ 46.9% energy, which reflects its effectiveness.

21



Chapter 3

An Environment Control System for a
Smart Living Space

3.1 System Overview

In this chapter, we propose an environment control system for a smart living space. The en-
vironment control system is composed of two sub-systems:. light control and air conditioners
control system. These two control systems consider both users preferences and energy con-
sumption. Fig. 3.1 shows our network scenario. Each user carries a portable sensor which
can report current light and temperature readings to the sink node via wireless transmission.
The fixed sensors, which are randomly deployed in the environment, also can sense and re-
port current light and temperature readings to the sink node. Then the control server can give
commands to lighting devices and air conditioners based on collected data. Here, the lighting
devicesand air conditionersare controllable by control server. Thelighting devicesare the LED
lighting devices [32][34] and they are categorized into whole and local lighting devices. The
former can provide background illuminations for multiple users in wide areas, and the latter is
similar to desk lamps that provide concentrated illuminations. For example, in Fig. 3.1, device
Dy in the center can provide background illuminations for user u, u, and us, and device d,
can only provide concentrated illumination for user u3. In our system, users may have different
illumination and temperature requirements according to their activities and profiles. Two types
of lighting requirements, background and concentrated ones, are considered. For example, in
Fig. 3.1, user u, iswatching television, us is reading a book, and w, is sleeping. Both u, and
us require the same background illuminations, but w3 needs concentrated illumination. u, does
not require neither background nor concentrated illuminations. A user is said to be satisfied

if the provided current temperature, background illuminations, and concentrated illuminations
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Figure 3.1: The network scenario of environment control system.

fall into the required ranges. To evaluate the satisfaction level of a user, we further consider
a binary satisfaction model and a continuous satisfaction model. The former only returns a
satisfaction value of 1 or 0, while the latter returns a value between 0 and 1. For light control,
we develop two algorithms to adjust whole lighting devices for these models with the goals of
meeting users requirements while minimizing energy consumption. In case that it isimpossi-
bleto satisfy all users simultaneously, we will gradually relax users' requirements until all users
are satisfied. For concentrated illuminations, assuming that local lighting devices are moveable
(which can be supported by robot arms), we develop anovel “surface-tracking” scheme to track
local movements of users to provide required illuminations. For air conditioners control, we
propose a temperature model and two air conditioners control algorithms to decide the proper
temperature for air conditioners. The results not only satisfy all users' requirements but also

achieve energy saving.

3.2 User Requirement Models for the Environment Control
System

Here, we consider two kinds of user satisfaction models for lighting and temperature require-

ments:
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1. Binary satisfactionmodel: For light control, each user u,; has an acceptable background il-
luminationinterval [RY, R and an acceptable concentrated il luminationinterval RS, R¢Y).
The user issaid to be satisfied if its concentrated and background illuminationsfall within
these intervals, respectively. Similarly, for air conditioners control, each user u; has a

temperature interval [RY, RY].

2. Continuous satisfaction model: For light control, each user «,; has concentrated and back-
ground illumination requirements, but they are specified by utility-like functions®. The
satisfaction value is given by a normal-distribution-like function with parameter y;, o;,

and ;. If z denotesthe illumination, the satisfaction value f!(z) is defined as

) — { Sxp(;%éi;v; ;e - it @€ [ — on/2n(E). i+ o/ ~2n(@)] ()
For the background illumination (or the concentrated illumination, respectively), we de-
note the three parameters as 2, o2 and 2 (or ¢, o¢ and t¢, respectively). Fig. 3.2 shows
an example of continuous model with . = 400, 0 = 100, and t = 0.3. Similarly, for
air conditioners control, each user ; has a temperature requirement function f}(z) with

parameters ut, of, and t!. The definition of f!(z) isthe sameas f!(z).

1Thework [55] adopts acurvefunction to represent users’ lighting preferences. Inthiswork, we adopt Gaussian
functionsto represent users' lighting and temperature preferences. However, it is not hard to extend to other utility
functions.
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3.3 An Intelligent Light Control System for a Smart Living
Space

3.3.1 Motivation

Recently, WSANSs have been applied to energy conservation applications such as light control
[45][46][55][63]. The decision of lighting control can be made based on the daylight intensity
sensed by light sensors [63]. In [46], the authors defined several user requirements and cost
functions. Their goal was to adjust lights to minimize the total cost. However, the result was
applied to entertainment and media production systems. In [55], a trade-off between energy
consumption and user’s satisfaction in light control was studied. The authors applied the utility
functions which consider users' location and lighting preferences to adjust illuminations so as
to maximizethetotal utilities. However, it did not consider the fact that people need different il-
luminations under different activities. The heuristics proposed in [46] and [55] need to measure
all combinations of dimmer settings and the resulting illuminations at al locations, so if there
are k interested locations, d dimmer levels, and m lighting devices, the measurement complex-
ity isO(kdm). In [45], for pervasive sensors deployment, the measuring time complexity was
further reduced to O(km). The goa was to satisfy users' demands while optimizing energy
efficiency. These works al relied on knowing users' current locations, so extra localization
mechanisms were needed.

The main contributions of this section are twofold. First, our model is designed for “point-
like” light sources, such as LEDs, which are more energy-efficient than traditional light sources
and are expected to be the mainstream of lighting technologies in the future. We show how to
take advantage of its light propagation property to conduct light control. Second, compared to
existing solutions, our solution is “autonomous’ in the sense that it can dynamically adapt to
environment changes and does not need extra schemeto track users’ locations. Hence, our work

relaxes the requirement of an underlying localization mechanism in existing works.

3.3.2 System Model
3.3.21 Light Measurement Method

In our system, there are n users, uq, uo, . . ., u,, m Whole lighting devices, D1, D,, ..., D,,,
and m/ local lighting devices, d;,d,, . ..,d,,. The lighting devices are controllable. For all
i=1,2,...,n,user u; carriesalight sensor s; which periodically reports an illumination level
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Figure 3.3: Measuring the impact of alight source X ; on alight sensor s;.
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mcr]if;se 1 |—‘-| \ ‘ increase 3 /l_"Q
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Figure 3.4: An example of weight measurement.

P; sensed by the sensor to the control host. The luminousintensity emitted by D ; is denoted by
CP, and that by d; isdenoted by C¢. Considering physical limitations, we assumethat C'” and
C4 should satisfy C P < CP < CPres and Cfmin < CF < Cfmae,

We make the following assumptions in our work. First, there exists a natural light source,
but it may change over time. Second, artificial light sources are assumed to be “point-like’
ones such as LEDs. This makes modeling the impact of light sources easier. For whole lighting
sources, disturbance from other objects may exist (such as furniture, obstacles, walls, etc.).
However, we assume that it is possible to derive the impact of a whole lighting device on a
sensor. That allows us to decide the proper intensity of each light source. For local lighting
sources, we assume that no such disturbance exists. So, we can derive the distance between a
lighting source and a user based on the measurement of light sensors. In addition, we assume
that local lighting sources are mounted on robot arms and thus the position and orientation of
local lighting sources are controllable. We will discuss more about thisin Section 3.3.4.

Next, we explain how to model the impact of alight source X; on alight sensor s;. Here,

X, can be awhole lighting source D; or alocal lighting source d; (See Fig. 3.3). Let [ and h
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Figure 3.5: Light control flow chart.

be the distances from X, to s; and to the nearest ground, respectively. Now let X ; increase its
intensity by ACJX candela, and we measure the change of illumination AL, ; at s;. According

to the light propagation property, we have

AC’JX X cos _ AC’JX X h

AL ; = B = E (3.2
From AC;* and the observed AL; ;, we define the impact of X on s; as
AL;; h
X %,
aplor B AC?g =\ (3.3)
J

Intuitively, this implies that even if [ and h are unknown, we can still measure the weight wf(]
from AC¥ and AL; ;. Therefore, we can easily decide the amount of increment/decrement on
X,'sintensity to achieve the desired level of illumination sensed by s,. Below, if X; = D;, the

impact is written as w?

Do if X = dj, itiswritten as wy;. The measurement of impact values

should be done one-by-one, so the overall time complexity is O(m +m'). In comparison, this
is much lower than those in [45], [46] and [55]. Besides, in our work, we can further consider
measuring the impacts of some lighting devices and using interpolation techniques to estimate
the impacts of remaining lighting devices to further reduce the measurement cost.

The key technigueto the above weight measurement isto slightly increase each light source’s
intensity one-by-one. In the example illustrated in Fig. 3.4(a), if D, increases 10 candela and
the light intensities sensed by «; and u, increase by 1 and 2 lux, respectively, then we can
get wy; = & = 0.1and wy; = & = 0.2. Similarly, in Fig. 3.4(b), if D, increases 10 can-
dela and the light intensities sensed by «; and u, increase by 3 and 1.5 lux, then we can get
wly = & = 03and wp, = L2 = 0.15.

Because illuminations are additive [55], the light intensity sensed by s;, denoted as P;, is
the sum of the natural light L?* and the illuminations provided by the whole and local lighting

devices, i.e.
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P~ Z (w?- x CP) + Z (wzj X C;.l) + L, (3.4)

j=1 i=1
P; is caled the concentrated illumination percelved by u;, and the background illumination

perceived by u; isestimated by P, — 7 (wf; x C9).
3.3.22 Control Flow

Fig. 3.5 illustrates the light control flow of our system. The control process is triggered by
user movement, periodical checking, or inputs from sensors which reveal that some users are
not satisfied. Then, the weight measurement block determines wi’f’j and wgfj that had been dis-
cussed in Section 3.3.2.1. After that, the whole light control and local light control modules
follow. The background illumination constraints are achieved by tuning CJD for all users based
ony ", (w?; x CP) + L, and the concentrate illumination constraints are achieved by tun-
ing C¢ for each user based on 377" | (w); x C7) + Z;’il (w; x CF) + L. It turns out that

decisions of the whole or local light control can be made independently of each other.

3.3.3 Control of Whole Lighting Devices

In this section, we design two solutions for the binary and the continuous satisfaction models.
For the binary satisfaction model, the primary goal isto meet all users' requirements. Once the
primary goal is met, the secondary goal is to minimize the total energy cost. It is possible that
there exists no solution to meet all users requirements. In such a case, we can compromise by
enlarging users’ acceptable intervals until al users are satisfied. The details of this issue will
be discussed later. After the relaxation, we go to achieve the secondary goal, just like before.
For the continuous satisfaction model, since users’ satisfaction values are represented by utility
functions, there are not too many chances to further optimize the total energy cost. So, in this

case, we only adjust light intensities to maximize the total satisfaction value of all users.

3.3.3.1 Binary Satisfaction Model

Our godl isto determine CjD for device D, to meet users' background illumination requirements.
Under the binary satisfaction model, we are given the inputs including wi’?j forali=1,....n
andj=1,...,m; L, R'and R forali=1,....n;C7mn and CPm= forall j =1,...,m.
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Figure 3.7: An example for the continuous satisfaction model

Our goal isto solve Cj? foral j = 1...m with the objective function:

e
j=1

(3.5)
subject to:

RY gi DoxCP)+ L <RM fordl i=1...n (3.6)

"~ CPmm < CP < CPmee foral j=1...m (3.7

Note that in Eq. (3.6), the w ; can be known by the weight measurement method in Sec-
tion 3.3.2.1. In some cases, the|n|t|al value of CJD isnot zero. Hence, we can subtract the initial
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value to get the adjustment value for each lighting device. Eq. (3.5) is to minimize the total
power consumption of whole lighting devices. Eqg. (3.6) imposes that all users background
illumination requirements should be met. Eq. (3.7) isto confine the adjustment result within the
maximum and the minimum bounds. Note that C]D"”'" > (0 for all j. Thisisalinear program-
ming problem and can be solved by, e.g., the Simplex method [13]. Intuitively, the primary
goal isto meet al users' requirements. The secondary isto achieve EqQ. (3.5). However, in re-
ality, the system may be infeasible. One may try to eliminate the least number of requirements
to find a feasible sub-solution. However, it was shown that finding a feasible subsystem of a
linear system by eliminating the fewest constraints is NP-hard [49]. So, we compromise by
gradually relaxing users’ requirementsto make this problem feasible. Therefore, we propose an
iterative process as follows. First, we run the Simplex method. If no feasible solution isfound,
we change u;’s requirement to [max(0, RY — «), R®™ + o] for eachi = 1...n, where a isa
constant. Then we run the Simplex method again. Thisis repeated until a solution is found.

Once al users' requirements are met, we go to minimize the total energy cost.

3.3.3.2 Continuous Satisfaction M odel

Under the continuous satisfaction model, the inputs include wD forali=1,....,nand j =

1,...,m; CPmimand DPmes forall j = 1,....m; (u,0%,¢0) and Ly foral i = 1,...,n. The

i v

goal isto find CjD foral j = 1...m with the objective function:

max > PO (wh x CP)+ L) (3.8)
i=1 j=1
subject to:
pl — ot/ —2in(t?) < Z(wg X C]D) + L7 < pb 4ot/ —2n(tl) fordl i=1...n
j=1
(3.9)
Din D Dax e

C; <07 <C; foral j=1...m

(3.10)

Eqg. (3.8) is to maximize the sum of satisfaction values of all users. EQ. (3.9) imposes
that all users background illumination requirements should be met. Eq. (3.10) specifies the
bounds. Thisisanon-linear programming problem and can be solved by a sequential quadratic
programming (SQP) method [9]. If there is no feasible solution, we gradually relax users
requirements to make this problem feasible. We propose an iterative process as follows: First,

we run the SQP method. If no feasible solution is found, we change «;’s background threshold
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Figure 3.8: Service scenario of aniLamp and alight sensor.

to max(0,t> — 3) for eachi = 1...n, where 3 is a constant. Then we run the SQP method

again. Thisisrepeated until asolution is found.

3.3.3.3 Examples

An example of the binary satisfactory model isillustrated in Fig. 3.6 where there are two users
u; and uq, and two whole lighting devices D, and D,. We have L}* = 150, L3* = 150,
[RY, Rb] = [300, 500], and [RY, R%] = [400, 600]. The objective functionis

min  CP+C?

subjectto:
300 < 150+01xCP+03xCP < 500
400 < 150+02x CP +0.15 x CP < 600
0 < cp < 2000
0 < cP < 2000

Because this problemisfeasible, the solutionis CP = 1166.67 and CY = 111.11. If the current
lightintensitiesare C = 100 and C¥ = 100, weneed to set ACY = 1166.67—100 = 1066.67
and ACP = 111.11 — 100 = 11.11.

Fig. 3.7 illustrates an exampl e of the continuous satisfaction model. Similarly, there are two
users and two lighting devices. The natural lightsare L7* = 150 and L}* = 150. We assume
that (118, 0%, %) = (500, 100,0.3) and (s, 05, t5) = (450, 150, 0.3) for u; and u,, respectively.

Given tY = 0.3 and t5 = 0.3, we can derive [u§ — o%\/—2in(t}), ub + ot/ —2In(t})] =
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(b)
Figure 3.9: The geometry model of iLamp to track the location of s;.

[345,655] and [15— o5/ —2In(t5) , pb+0b\/—2in(t5)] = [167,633] for u; and us, respectively.

The objective functioniis:

max 2150 + 0.1 x CP +0.3 x CP) +

2150 + 0.2 x CP +0.15 x CP)

subject to:
345 < 150+01xCP+03xCP < 655
167 < 150+02x CP +0.15x CP < 633
0 < cP < 2000
0 < ch < 2000

Again, this problem is also feasible. The solution is CP = 355.4 and CP = 1066.3. If the
current light intensitiesare CP = 100 and CP = 100, we need to set ACP = 355.4 — 100 =
255.4 and ACP = 1066.3 — 100 = 966.3.

3.3.4 Control of Local Lighting Devices

The above lighting control heuristic algorithms are able to adjust background illuminations to
meet users needs. Here, we are further going to propose a robotic device, called Intelligent
Lamp (iLamp), to provide concentrated illuminations. An iLamp has arobot arm with at least
four local lighting devices and is supposed to serve one user who has need of concentrated
illumination. The service scenario is shown in Fig. 3.8. The sensor should be placed on the

reading surface. On detecting a user under its service area, the iLamp will compute its relative
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location to the light sensor, move via its robot arm to a better location, and then adjust its
luminous intensities to meet the need with the least energy. Detecting a nearby user isasimple
job since alocal lighting device can check if it has non-negative impact on a sensor.

Given an iLamp and a light sensor s;, they will cooperate with each other by the following
four stepsto achieve our goal: (1) collect the current P; sensed by s;, (2) calculate the location
of s;, (3) adjust the lamp’s robot arm, and (4) adjust the luminous intensities of its lighting
devices. Step 1 isexecuted periodically. Once it finds that the current illumination falls outside
the required interval, steps 2, 3, and 4 are triggered. Central to our scheme is step 2, so we will
elaborate it in more details below.

To drive step 2, assume for simplicity that the iLamp has four local lighting devices d 1, d»,
ds, and d, as shown in the geometry model in Fig. 3.9(a). Note that it is not hard to extend
this result to more lighting devices in other geometry models. Since there is a robot arm, the
iLamp should know the coordinate (x;,y;, z;) of d;, j = 1...4. Without loss of generality,
regard the projection of d; on the reading surface as the origin O(0, 0, 0), the projection of m
on the surface as the y axis, the projection of cfdi on the surface parallel with the x axis, and
the norm of the surface toward the sky asthe = axis. Let the location of s; be (x,y, z = 0). We
will derive a scheme to find its location as follows. Since LED is a point-like light source, it
dissipates identically in all directions. Our scheme consists of two symmetric processes. The
first oneisto use d, and d, to estimate two potential locations of s; and then use d; and ds to
screen out one location. The second one isto use d; and ds to estimate two potential |ocations
of s;, and use d, and d, to screen out one location. Finally, we take their middle point as the

estimated location of s;.

1. For each d;, 7 = 1...4, increase its luminous intensity by AC'; candela and measure
the change of illuminance intensity at s;, denote by AL,;. According to the definition of

illumination, we have the equality:

AC; x cos 0,

ALZ - '
T (V@ =)+ (y -y + (2 2)%)?
where
Z.
cos 0;; = J .
! \/(x—xj)Q—l—(y—yj)z—l—(z—zj)?

Thisleadsto

AL; = A0 X% (3.12)

YW -y )P )P
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2. Observe that the equations of AL;, and AL;, represent two balls centered at d, and dy,
respectively. Sinceit is known that z = 0, each of these two balls intersects with plane
z = 0 at acircle. These two circles will intersect at two points. Using any equation of
AL; and AL;s, we can pick one point as the estimated location of s;, called e;. (Refer
toFig. 3.9(b).)

3. Similarly, the equations of AL;; and AL;3 represent two ballsat d; and d3, respectively,
each intersecting with plane z = 0 at a circle. Again, these two circles intersect at two
points, and we can pick one point as the location of s;, called ey, with the assistance of
AL and AL;,.

4. Finally, the location of s; is predicted as the middle point of e; and e,.

In step 3, we move our lighting devices toward the upper side of s;. This includes two
sub-steps. First, we rotate the robot arm by ¢ angle such that the vector from d; to ds, after
projecting to the reading surface, is pointing toward the location of s;. Second, it movesto the
upper side of s; to provide a proper reading angle (atypical angleis60°).

Step 4 is to adjust C’;l, j = 1...4 to meet the concentrated illumination demand of w,;.
From the resultsin Section 3.3.3, some background and natural illuminations have already been
provided. So we only need to add some more light to meet «;’sneed. Theresultsin Section 3.3.3

can be directly applied again here, so we omit the details.

3.3.5 Simulation Results

To understand how our schemes for whole lighting control meet users’ requirements while
saving energy, we have developed a simulation. Two scenarios are considered. One scenario,
denoted as S1, isin aroom of size 10 x 10 m? with an array of 5 x 5 whole lighting devices.

The other scenario, denoted as 52, isin aroom of size 20 x 20 m? with an array of 9 x 9 while
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lighting devices. We set C”i» = (0 and C”m» = 3000 for all 4. Our proposed algorithms are
compared to other two schemes, called FIX and GREEDY. The FIX schemeis a very intuitive
one assuming that users’ locations are known in advance. The nearest devices are selected and
set to afixed candela value n. We denote this scheme as FIX-n below. The GREEDY scheme
also assumes that users' locations are known. For each user, the nearest device is selected to
satisfy the user (if possible). If it is still below the required illumination, the second nearest
device is picked to increase the intensity. Thisis repeated until the user is satisfied. Note that
it may happen that a user is satisfied first but later on becomes unsatisfied due to other devices
changetheir intensities. Below, we compare the outcomes according the two satisfaction models
introduced in Section 3.3.2.

e Binary satisfaction model: A requirement pool isa set of requirements. In the simulation,
each user will randomly choose one from the pool as its requirement. Two requirement
pools, denoted by RP1 and RP2, are considered. See Fig. 3.10 in which each range R;
represents an expected illumination interval. We consider two performance indices here.
The first index is the total energy consumption. The second index is called GAP, which
reflects the difference between the provided illumination and the required one. The GAP
for user u; is

0 ifRY <P <RM

min([RY — P, [R" — P|) otherwise. (3.12)

GAP(u;) = {

We will measure the average GAP of all users.

Fig. 3.11 showsour simulation resultsunder different combinationsof S1/52and RP1/RP2.
In Fig. 3.11(a), we see that our scheme is the most energy-efficient while keeps the aver-
age GAP close to zero. Thisis because the requirement intervalsin RP1 have common
overlapping and that allows our system to satisfy all users in most cases. Note that al-
though FIX-1000 uses less energy, its GAP is much larger. Fig. 3.11(b) adopts RP2.
Because some requirements are violated, our scheme also induces some GAP. However,
our scheme is also the most energy-efficient. Fig. 3.11(c) and Fig. 3.11(d) are the case
of S2 and the trends are similar. This demonstrates that our scheme is quite scalable to

network size.

e Continuous satisfaction model: We define two requirement pools RP3 and RP4, as
shown in Fig. 3.12. Note that RP4 has higher deviation in requirements than RP3.
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The satisfaction threshold ¢ is set to 0.3. We compare two performance indices. average
user satisfaction and energy consumption. Fig. 3.13 shows our simulation results under
different combinationsof S1/52 and RP3/RP4. These results consistently indicate that
our scheme provides the highest satisfaction levels and outperforms FIX and GREEDY

schemesin energy consumption.

3.3.6 Prototyping Results

We have developed a prototype to verify our designs. Fig. 3.14 shows the system architecture.
Users carry a badge with a built-in light sensor. The user’s preference can be configured via
the badge. The control host can make decisions and send them to lighting devices. We test our
systemin aroom of size 8 x 6 m? with whole lighting devices deployed in agrid manner. Some
demo videos of our work can be found at http://hscc.cs.nctu.edu.tw/iLight/.

Below, we introduce each device, and then give our testing results.

3.3.6.1 User Badge and Light Sensor

The user badge has awirelessmodule Jennic (JN5139) [26], alight sensor (TSL230) [35], aTFT
LCD panel (1L19221) [60], and some input buttons. JN5139 is a single-chip microprocessor
with an IEEE 802.15.4 [23] module. Fig. 3.15(a) illustrates the front and back views of the user
badge. The outlook of a badge is like a bookmark. Users can specify their preferences via our

graphic user interface (GUI) and buttons.

3.3.6.2 WholeLighting Device

We use LEDs as light sources and deploy them on the ceiling. As shown in Fig. 3.15(b), each
whole lighting device has a4 x 4 LED module and a thermal pad is attached on its back for
heat dissipation. We adopt pulse width modulation of digital input/output (DIO) to control the
luminous intensity of light sources. Each LED has 20 levels of illumination, ranging from 0%

to 100% luminous intensity. Fig. 3.15(c) shows our prototype.

3.3.6.3 iLamp

Fig. 3.15(d) shows the iLamp, which is composed of a robot arm, four sets of LEDs, and a
JN5139 module. The robot arm consists of six Dynamical AX-12 actuators [5] as the lamp
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holder. Each AX-12 actuator can rotate from 0° to 300° at an accuracy of 0.33°. LEDs are

similar to those used in whole lighting devices and with 20 levels of illuminations.

3.3.6.4 Control Host

Implemented by JAVA, the control host is the core of our system. It is composed of three
components, including the User Status Tracker, Decision Handler, and Device Controller. By

applying Java thread programming techniques, tasks are handled concurrently.

e User Status Tracker: This component checks current illuminations of all users periodi-
cally and, when needed, updates users' requirements. If it finds that a user’s requirement

isnot satisfied or is updated, the Decision Handler will be triggered.

e Decision Handler: This component realizes our control algorithms. It is triggered by
the User Status Tracker. The linear and non-linear programming are resolved by the
MATLAB Builder for Java[42]. The results are sent to the Device Controller to adjust

lighting devices

e Device Controller: This is the interface between the control host and actuators. Com-

mands are sent via RS232.

3.3.6.5 Performance Verification

We first verify the correctness of EqQ. (3.2) through some tests. In Fig. 3.16(a), we fix h and
ACJX and vary [ from 30 to 230 cm. We measure the received illumination AL, ; (in dash lines)
and derivetheideal illumination (in solid line). The distance error between ideal and real values

are calculated (in bars). Ascan be seen, the distance error isbounded by 10 cm. In Fig. 3.16(b),
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we fix A and [ and vary AC]X from 40 to 400. We measure AL; ; and calculate the distance
error. Again, the gaps between the real distance and the derived distance are quite small.

Next, we verify our results in areal environment. We place 20 whole lighting devices in
a8 x 6 m? room in a grid-like manner. We adopt the same performance indices introduced
in Section 3.3.5. In Fig. 3.17, we compare the simulation and implementation results where
there are 1 to 5 users. Each user may randomly select a requirement from requirement pools
RP1 and RP2 for the binary satisfaction model or RP3 and R P4 for continuous satisfaction
model. In all performance indices (average energy consumption, GAP, and satisfaction), the
difference between simulation and implementation results are very close. The results indicate
the correctness of our approaches. We further validate our results under different weather con-
ditions, which may reflect to different nature light scenarios. Fig. 3.18 shows the results by
using the measured natural light as the index. We fix the number of usersto three and randomly
select their lighting requirements. There still exists high consistency between simulation and
implementation results in most cases. Also, when the average natural light increases, thegap in
energy consumption tends to become smaller.

For iLamp, we place a book on the desk and attach the light sensor on the book. We try to
move the book (i.e, move the light sensor) from time to time. In this experiments, the AC' is set
to 12.25 candela. The average time for executing the algorithm of iLamp are about 3 seconds.
(The steps 1 and 2 take about one second, and steps 3 and 4 take about two seconds.) This
experiment shows that the amount of error of the angle pointing toward the light sensor is less

than 15°.

3.4 AnInteligent Air ConditionersControl System for a Smart
Living Space

3.4.1 Motivation

According to the report in [18], more than one third of electricity is spent on HVAC (Heating,
Ventilating, and Air Conditioning) systems. Hence, how to adjust the HVAC system to achieve
energy saving and satisfy users' requirementsis an important issue. Traditionally, PID (Propor-
tional - Integral - Derivative) controller [48] is a common control mechanism. PID controller,
which attempt to correct the error between the measured and desired value by a feedback mech-

anism, is the generic control loop feedback mechanism. PID controller can quickly converge
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while setting parameters suitably. However, the PID controller is not suitable for air condition-
ers control because temperature needs long time to achieve the steady state. For example, when
we turn on the air conditioner, indoor temperature needs a period of time to achieve the stable
state. Recent year, many control strategies for HVAC have been proposed, such as neural net-
work based [33], fuzzy logic based [2], and wireless sensor network based control system [37],
etc. The authors [33] present a thermal comfort controller for HVAC application. The system
can maintain the indoor comfort level within the desired range under both heating or cooling
modes. The work [2] presents a fuzzy logic controllers to control HVAC system concerning
energy consumption and indoor comfort requirements. The work [37] propose a multi-sensor
HVAC control system. Through the result of multiple sensors, the system try to minimize
discomfort and energy consumption in the environment. The above systems [2][33][37] do
not consider users temperature requirements or each user may need different temperature re-
quirement. Hence, in this section, we propose a WSN-based air conditioner controlling system
considering users temperature reguirements. We propose a temperature model and control

mechanisms that can adjust the air conditioner quickly to satisfy all users' requirements.

3.4.2 System Model

There are ¢ fixed sensors, m air conditioners, and n usersin this environment. The fixed sensor
sk, k =1...q,arerandomly deployed in the environment and can report current temperature vy,
to the sink node. The air conditioners can be controlled by several levels and the higher number
of levels mean the air conditioners need more energy consumption. The air conditioners and
their levelsaredenoted asa; and d;, j = 1...m, respectively. Considering physical limitations,
we assume that d; should satisfy 7" < d; < d7"**. Eachuser u;, 7 = 1...n, carriesaportable
wireless sensor s,,,. Portable wireless sensors will report users’ current temperature v,,, to the
control server. We also assume that via a localization scheme (such as [31]), users current
locations are known to the control host.

In our system, fixed and portable sensors periodically report their readings to the sink node
and the control server can control the air conditioners according their readings. Therefore, our
goal isto adjust the air conditionersto satisfy the most of usersin this environment and achieve

energy saving.
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3.4.3 Air Conditioner Controlling Scheme

In this section, we propose the air conditioner controlling schemes to satisfy the most of users
and achieve energy saving. For two users requirement models in Section 3.2, we design two
solutions for the binary and continuous satisfaction models, respectively. Fig. 3.19 shows the
system flow of our air conditioner controlling scheme. The controlling scheme can be divided
into two phases. The first one is the training phase. Before running our algorithm, we should
collect sometraining datain training phase. The second oneisthe execution phase. In execution
phase, according to the values which collected in phase one, we can construct the regression
temperature model. Then the control server can do a suitable decision for minimizing energy
consumption or maximizing users  satisfactionsin binary satisfaction or continuous satisfaction

model, respectively.
3.4.3.1 Training Phase

In thisphase, our system adjustsair conditionersto aset of control levels. After atime period 7',
we collects the corresponding temperature values from fixed sensors. Here, we assume that the
temperature in the indoor environment can be stable after the time period 7. We insert the set
of control levelsand sensor readings into database. Repeat above steps( time, wherel > m +1,
then we can get a number of training data in the database. Therefore, from this training phase,
we can get a set of control levels (d\”, 4", ..., d")) of m air conditioners and corresponding
temperature values (v%l), vél), - vf,”) of ¢ fixed senors. Note that these training data also can

be got by previous execution results.



3.4.3.2 Execution Phase

The execution phase are divided into two steps. First, we construct the regression temperature
models for the fixed sensors which locations are nearby users. According to these regression
functions, the air conditioners control algorithm can decide a set of control levels of air condi-

tionersfor binary or continuous satisfaction models.
Regression temperature function: From above training phase, we can get a set of control
levels (d&”, dgl), e dﬁ,?) of m air conditioners and corresponding temperature values (vy), vél),
iy vél)) of ¢ fixed senors. For each fixed sensor s, k = 1. .. ¢, based on linear regression, we

can assume the following linear relation F, :

Fo(di,ds, ... dy) =D d x b+ bog = v (3.13)
j=1
According to Eq. (3.13) and training data, we can construct following matrix:
L % ol ] [%
1 d7 d7 -+ dnm b
A S e e B (314)
1 dgl) dgz) — ds,? bk Ulgl)
N > y N’ \ J/
D By, Vi
Then the value of matrix B, can be measured by the least-square analysis:
By, = (D'D)"'D™V;. (3.15)
Then, we can get the regression function Fj, (dy, ds, . .., d,,) for fixed sensor s, where k =

1...q.
Air conditioners control algorithm: In this step, we consider binary and continuous satis-

faction model to minimize energy consumption and maximize users' satisfactions, respectively.

1. Binary satisfactionmodel: Here, wewant to find the optimal control levels(dy, ds, . .., d,,)
for those regression functions F;, which locations are nearby users. Our goal is to adjust
the air conditioners to satisfy the users’ temperature requirements and minimize energy

consumption.

Under the binary satisfaction model, we are given the input including R% and Rt for all
i=1...n;d" andd foral j =1...m; Fy, (dy,ds, ... ,dy)foral k=1...q. Our

goal isto solved;, for al j = 1...m with the objective function:

min Y d, (3.16)
7j=1
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subject to:

R'<TF,(di,ds,....dy) < R™ fordl i=1...n (3.17)

7 —

dmn < d; < dper fordl j=1...m (3.18)

Note that in Eq. (3.17), F,(d,da, .., dm) = Dy, cs Fo(d1,da, ..., dn)/[S|, where
S = {sk|VE, dist(sk,u;) < 6}, dist(A, B) is the distance between object A and B, and
0 is an adjustable constant. It means we choose several fixed sensor nodes s, near the
user u; to stand for the temperature that user is located on. Eq. (3.16) is to minimize
the total energy consumption of all air conditioners. Eq. (3.17) imposes that all users
temperature requirements should be met. Eq. (3.18) isto confine the control level within
the maximum and the minimum bounds. Thisis alinear programming problem and can
be solved by e.g., the Simplex method [13]. In redlity, the system may be infeasible.
One may try to eliminate the least number of requirementsto find a feasible sub-solution.
However, it was shown that finding afeasible subsystem of alinear system by eliminating
the fewest constraintsis NP-Hard [49]. So, we compromise by gradually relaxing users
requirements to make this problem feasible. Therefore, we propose an iterative process
asfollows. First, we run the Simplex method. If no feasible solution is found, we change
u;'s temperature requirement to R — o, Ri* + o] foreach i = 1...n, where a isa
constant. Then we run the Simple method again. This is repeated until a solution is
found or the retry limits we meet. The results of control levels and corresponding sensor

readings should be inserted into database to be an new entry.

. Continuous satisfaction model: Here, we want to find the optimal control levels (d4, da,
..., d,,) for those regression functions £, which locations are nearby users. Our goa is

to adjust the air conditionersto maximize users' temperature satisfaction values.

Under the continuous satisfaction model, we are given the input including (u£, o, tt) for

ali=1...n; d;?”"andd;?mforalljzl...m; F, (dy,dy, ..., dy) fordl k=1...q.

Our goal isto solved;, for all j = 1...m with the objective function:

max 3 f (Faldy.da .. ) (3.19)

i=1

46



Binary model
[th[ > le 1=121,25]

, . = [RY,R¥]=[22,28]
= uﬁ = 2 2

= # | Continuous model
w| e g ¢ |lwor.1]=1232,03]
] [15,05,t5]=[25,2,0.3]
i } 4 e
|
\‘Mugﬁ[ = =
\nﬁﬁw,r
d;"™ =20

F, (d,,d,,dy)=30-0.21d, -0.04d, - 0.02d,
F, (dy»d,,ds) =30-0.03d, -0.03d, - 0.06d,

Figure 3.20: The example for binary and continuous satisfaction models.

subject to:
ph — ot/ =2n(tt) < F,(dy,da, ..., dy) < pt+oiy/=2In(tt), fordl i=1...n
(3.20)
gt < d; < dree foral j=1...m
(3.21)

Eq. (3.19) isto maximize the sum of satisfaction values of all users. Eq. (3.20) imposes
that all users temperature requirements should be met. Eq. (3.21) specifies the bounds.
This is a non-linear programming problem and can be solved by a sequential quadratic
programming (SQP) method [9]. If thereisno feasible solution, we gradually relax users
requirements to make this problem feasible. We propose an iterative process as follows:
First, we run the SQP method. If no feasible solution isfound, we change u;’ stemperature
threshold to max(0, ¢! — 3) for eachi = 1...n, where 8 isaconstant. Then we run the
SQP method again. Thisis repeated until a solution isfound or the retry limits we meet.
The results of control levels and corresponding sensor readings should be inserted into

database to be an new entry.

Fig. 3.20 shows the example of the binary and satisfaction continuous models. There are

threeair conditionersay, as, and as inthisenvironment. For binary satisfaction model, two users

u; and u, have their temperature requirements [RY!, R*] = [21,25] and [RY, RiY] = [22, 28],

respectively. By several training data, we construct their regression function F, (d;, dy, d3) =
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30 —0.21d; — 0.04d; — 002d3 and F—u2<d17 dg, d3) =30—0.03d; — 0.03d; — 006d3 for U1 and
us, respectively. The objective functionis

min d1+d2+d3

subject to:
21 < 30—0.21d; —0.04dy — 0.02d3 < 25
22 < 30—0.03d; —0.03dy — 0.06d3; < 28
0 < dq < 20
0 < dy < 20
0 < ds < 20

Because this problem is feasible, the solution isd; = 20, d; = 8.34, and d3 = 18.86. Sim-
ilarly, for continuous satisfaction model, two users u; and u, have their temperature require-
ments [}, o}, ¢t] = [23,2,0.3] and [ub, 0%, th] = [25,2,0.3], respectively. Given t! = 0.3
and t = 0.3, we can derive [23 — 2,/—21n(0.3),23 + 2,/-21In(0.3)] = [19.9,26.1] and
25 — 2,/=21n(0.3),25 — 2,/—21n(0.3)] = [21.9,28.1] for w; and us, respectively. Other

configures are the same as binary satisfaction model. The objective functionis

max  f{(30 — 0.21d; — 0.04dy — 0.02d3) + f4(30 — 0.03d; — 0.03dy — 0.06d3)

19.9 < 30 —0.21d; — 0.04dy — 0.02d5s < 26.1
21.9 < 30 —0.03d; — 0.03dy — 0.06d; < 28.1
0 < d, < 20
0 < dy < 20
0 < ds < 20

Again, the problemisalso feasible. The solutionisd, = 8.4, d, = 19.27, d3 = 19.77.
3.4.3.3 Extension

Obviously, when executing our system once, it will increase one entry into database. Hence,
the data size will be very huge after running along period of time. Here, we can adopt k-means
clustering [40] algorithm to reduce the data size. By k-means clustering, we can get & sets of
training data. Then, from each set, we can retain one or more representative entries and discard

the others to reduce the size of database.

3.4.4 Evaluations

To understand how our schemes for air conditioners meet users requirements while saving

energy, we have developed a simulation program. Two scenarios are considered. One scenario,
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denoted as S1, isin aroom of size 10 x 10 m? with 5 air conditioners. The other scenario,
denote ad S2, isin aroom of size 20 x 20 m? with 13 air conditioners. We set d7** = 0 and
d7*** = 40 for al j. Our proposed algorithms are compared to other two schemes, called FIX
and BS-PID. The FIX scheme is a very intuitive one. All air conditioners in the room are set
to afixed level n. We denote this scheme as FIX-n below. The BS-PID scheme is the binary
search PID scheme. Each air conditioner selects the nearest one user to satisfy by binary search
to find the suitable control level. Once all air conditioner get the control levels, then all air
conditioners turn on to that control levels. After a period of time, all sensors report current
readings. According to the current readings, al air conditioners redo above search process
again. Above steps will be repeated until all users’ requirements are satisfied or retry limit we
meet. In this simulation, we also record the execution round of above schemes. One round
means the temperature achieve the stable state after adjusting the levels of air conditioners. As
Section 3.4.1 mentioned, the PID method needs a long time to get the suitable state. Below, we

compare the outcomes according to the two satisfaction models introduced in Section 3.2.

e Binary satisfaction model: In this simulation, we define the binary requirement pool for
users. Asshown in Fig. 3.21(a), each range R; represents a temperature interval. Each
user will randomly choose one interval from the pool asits requirement. \We consider two
performance indices here. The first index is the total energy consumption. The second
index is called GAP, which reflects the difference between the provided temperature and
the required one. The GAP for user u; is

0 ,if R <w, <RM

min(|R§l - Uuil’ |R§u — Uy, |) , otherwise, (322)

GAP(u;) = {
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Figure 3.22: Comparison under the binary satisfaction model: (a) network scenario S1, (b)
network scenario S2.

We will measure the average GAP of all users.

Fig. 3.22(a) shows the results in network scenario S1. In Fig. 3.22(a), our scheme is
energy-efficient while keeping the average GAP smaller than 1 °C. Although the average
GAP of BS-PID isvery close to our binary model, the execution round is higher than our
binary model in Fig. 3.24(a). Hence, the BS-PID needs a long period of time to adjust
the air conditioners. Fig. 3.22(b) shows the results in network scenario S2. Theresult is
similar to network scenario S1. This demonstrates that our scheme is quite scalable to

network size.

e Continuous satisfaction model: Similarly, we define the continuous requirement pool
for users. As shown in Fig. 3.21(b), each curve represents the continuous temperature
requirement. The satisfaction threshold ¢ is set to 0.3. We compare two performance
indices. average user satisfaction and energy consumption. Fig. 3.23 shows the results
in network scenario S1 and S2. These results consistently indicate that our scheme pro-
vides the highest satisfaction levels and outperforms FIX and BS-PID schemesin energy

consumption.
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network scenario S2.

10

9 |
he)
S 8¢t |
<]
c 7F
k=]
3 or 1
Q
5 5f
g a4t Binary model —— |
I Binary BS-PID
e 3t Binary FIX-10 - |
< Continuods model 1

2+ Continuous BS-PID

18 . - . _Continuous FIX-10

5 10 15 20 25 30 35

Number of users

@

B

45
a0t g
e}
S 35+ 4
9
c 30r 1
k=]
% 25 q
Q
s 20
) L Binary model —— |
g »® Binary BS-PID
QL 10} Binary FIX-10 -3 J
< Continuous mode| [}
5F Continuous BS-PID 4
M e seontinuoys FIX-10, )
5 10 15 20 25 30 35

Number of users

(b)

Figure 3.24. Comparison the execution round under binary and satisfaction models. (a) network
scenario S1, (b) network scenario 52.

51



Chapter 4

A Two-tier Location Platform for a Smart
Living Space

4.1 System Overview

Indoor mobile robots have lots of potential applicationsin daily life, such as home care, room
cleaning, object finding, and emergency supporting [8][58][59]. Most mobile serviceswould re-
quirearobot to determineits current location [4][12][28][36][38][39]. Whilethisissue has been
intensively studied in factory environments [4][54], it is more challenging for homes/offices,
where the environment is not so strictly controlled and theinterior planning is subject to change
at any time. The purpose of this chapter isto design a suitable indoor navigation mechanism for
mobile robots to meet this need.

To precisely navigate a robot, a localization method is needed [7][31][44]. GPS dominates
many outdoor localization applications. However, for indoor localization, a globally usable so-
lutionisstill missing. In Section 4.2, we will review some existing indoor localization solutions
for mobile robots. In this chapter, we propose a framework to design a “self-guided” indoor
robot. Our goal isto take advantage of existing technologies, such as RFID, wireless networks,
and indoor localization systems to achieve this goal. We list some design guidelines of our

framework:

e Plug-and-play: It isdesirable that the robot can automatically start without going through
any setup effort. For example, some robotic systems[16][17] need atraining phase before
getting started, but some [12][28][36] need not. Therobotsin [12][28][36] do not require

to have any pre-knowledge about the environment before entering the environment.

e Self-guided: The robot should be able to guideitself to any location that it desires to and
can still recalibrate itself. For example, the robots in [4][38][39] need not to know their
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initial locations when entering an environment.

e Multi-level localization accuracy: Depending of different situations, different levels of

accuracy, perhaps at different costs, can be provided. An exampleis[47].

e Low or no extra infrastructure: The extra infrastructures required to guided the robot
should be as minimal as possible. Also, we may use existing infrastructures to achieve

thisgoal.

e Low cost: we are not looking for complicated systems. The system should be inexpensive
and affordable.

e Scalahility: Our system should be scalable to larger environments without adding much
overheads.

Following these guidelines, we propose a two-tier localization architecture for the design
of a self-guided robot. Our system does not rely on building a new infrastructure. Instead,
we utilize existing infrastructures, such as RFID and WiFi networks, which might be widely
and densely deployed in future homes/offices. Assuming that the robot is equipped with a
WiFi interface and a RFID reader, our system supports localization at two precision levels. A
location server based on aWiFi fingerprinting method [7][31] hel psthe robot to positionitself at
meter-level precision. Also, on the ground, some RFID tags are deployed and atag map is pre-
installed in the location server to help the robot to position itself at centimeter-level precision.
Through this two-tier mechanism, we can meet the above requirements at reasonable low cost
and deployment overhead. The result should be applicable to many indoor navigation services
in home/office environments. We aso design a spiral search algorithm to help the robot to
identify a RFID tag and analyze the corresponding cost (spira moving distance) that a RFID
tag is expected to be found.

4.2 Preiminaries
4.2.1 RFID and WiFi

RFID (Radio Frequency IDentification) generally refers to systems that can transmit identity
information of objects via wireless technologies. Such technologies have been widely applied

to stock tracking, security, logistics, etc. A typical RFID system is composed of tags, readers,
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and servers. A tag is atiny radio device with a simple silicon microchip attached to a small
flat antenna mounted on a substrate. RFID tags have two types: active and passive. An active
tag has its own power source and thus has a longer transmission distance. A passive tag, on
the contrary, has no power source and thus can only respond to a reader when accumulating
sufficient energy in its capacitor. Readers can send and receive RF signa to and from tags.
Typical operation frequenciesinclude 455 MHz, 2.45 GHz, and 5.8 GHz. Servers can be general
computersto interact with readers to provide various applications.

The term WiFi stands for Wireless Fidelity. WiFi is a class of wireless local area network
(WLANS) based on IEEE 802.11 standards [22]. Nowadays, it is widely used for broadband
Internet access. A WiFi network consists of some access points (APs) and WiFi interfaces
at clients. Recently, WiFi APs have been intensively studied for providing indoor localization
when GPS signal isnot available. In thischapter, we will apply such techniquesfor both guiding
our robot and providing “RFID tag maps’ on request of the robot.

4.2.2 Localization Techniques

Localization solutions can be classified as AoA-based [43], ToA-based [1], TDoA-based [50],
infrared-based [11], ultrasonic-based [6], RF-based [7], and fingerprint-based [7][31][44]. In
thiswork, observing that WiFi networks are widely deployed, we are more interested in apply-
ing fingerprinting localization methods [7][31], which rely on existing WiFi APs as beacons.
Such solutions have two phases. In the training phase, radio signal strength (RSS) patterns
are collected at a set of training locations from pre-deployed beacons and stored in a database
(called radio map). During the positioning phase, adevice to be localized can collect its current
RSS pattern and compare it against the radio map established in the training phase to identify

its possible location. Several variants of fingerprinting techniques have been proposed [31].

4.2.3 Robot Navigation Techniques

For most mobile robot applications, it is essentia to precisely locate and navigate a robot.
Robot navigation techniques can be categorized as laser-based, track-based, and vision-based.
In [38], three or more laser guiding beams are used to determine a robot’s location. A track-
based system uses some traces, such as magnetic tapes on the ground, to guide a robot [4].
Vision-based systems[39] are more flexible, but they require high computing resources and are

constrained by line-of-sight.
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Figure 4.1: The system architecture of our self-guided robot system.

Recently, RFID techniques have also been applied to robot navigation [12][28][36]. In
[12][36], an array of passive RFID tags are deployed on the entire field. Each tag represents
a unique location. On scanning any tag, the robot can calculate its location. Grid deployment
is discussed in [12], while triangular deployment is discussed in [36]. Such systems normally
require a large number of RFID tags. The work [28] uses a “rotatable” RFID reader to guide
arobot to a stationary target with an active tag. An AoA-like model is adopted. This solution
is more costly and is mainly for one single target. Our system uses sparse passive tags for
centimeter-level positioning and it takes advantage of existing WiFi networks for meter-level

positioning.

4.3 Design of a Two-Tier Self-Guided Robot
4.3.1 System Architecture

Fig. 4.1 shows the system architecture of our self-guided robot system. There are four main

components:

e WiFi networks. The networks contain a number of access points, which periodically
transmit beacons. Through these beacons (as reviewed in Section 4.2), a device can esti-

mate itslocation at a meter-level accuracy through a fingerprinting mechanism.

e Location server: Thelocation server runs a fingerprinting localization algorithm, such as
those in [7][31]. It has three modules: (i) fingerprint database, (ii) localization engine,
and (iii) tag map. The fingerprint database contains a set of training data, each binding
aphysical location in the target field with a vector of RSS patterns that can be received
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at that location. When localization is needed, the robot can collect its current RSS pat-
tern and inquire the localization engine to determine its location by comparing to the
fingerprint database (which we call meter-level positioning). On getting its location, the
robot can further inquire the local tag map, which contains the locations of the landmarks

deployed nearby the robot.

e Landmarks: These landmarks are passive, each of which has been registered in the tag
map to identify a unique location. Finding any landmark is also considered alocalization
event (which we call centimeter-level positioning). These landmarks are divided into
groups and each group of landmarks are deployed in a special shape (to be elaborated
later on) to facilitate the robot to discover them. These tag groups may be deployed in a

regular manner and at main turning points or service points.

e Robot: The robot is a mobile platform equipped with an e-compass, a WiFi interface,
and a RFID reader. It conducts our two-tier localization scheme to determine its current
location. In the first tier, it only needsto inquire the location server. In the second tier, it
needsto search the tag map for landmarks and we will propose our searching strategy later
on. The e-compass helps indicate the orientation of the robot. Asto service provisioning,
it may be equipped with other tools, such as cameras, arms, etc. (thisisout of the scope

of thiswork).

4.3.2 Two-Tier Localization Scheme

Fig. 4.2 showsthe flow chart of our two-tier localization schemefor therobot. One fact for most
motor systems is that a robot is subject to a certain degree of errors when it moves a certain
amount of time or distance. Furthermore, moving on different types of floor materials (whichis
quite common in home/office environments) may also incur different degrees of errors. Below,

we describe the detail procedures, which take the above errors into account.

A1l. Toinitialize, the robot will download the local map from the location server (this can be
done through the WiFi interface). Since we target at indoor applications, the map should
include the floor plan and the interior design. Whenever the robot finds itself entering a

new environment (e.g., by finding new WiFi APs), it can download a new map.

A2. After getting the local map, the robot will get the next navigation route and command

from the location server.
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The robot then tries to move to the next target point. Depending on the tolerable error
of the robot’s motor system, the robot will enter A4 as necessary (e.g., it may need to
calibrate its location after moving a certain distance or a certain amount of time). Also,
it may enter A4 if it suddenly finds itself in an unfamiliar environment (e.g., it may find

some unfamiliar WiFi APS).

The robot checks if it has arrived at the target point or an unfamiliar environment. If so,
it goes to Al; otherwise, it goesto A5. (Note that the check is application-dependent.
It may be triggered, for example, by landing at a specia landmark, contacting a charger,

receiving a special signal, etc.).

The robot then checks if it needs to calibrate its current location. If so, it goes to A6;
otherwise, it goes to A3. (Note that the check may be done by conducting a tier-one
localization. If the result deviates from its expected location by a certain threshold or
above, a calibration is needed.)

In this tier-one localization, the robot collects its current RSS patterns and inquires its
location with the location server. Based on the result, it also asks for alocal tag map from

the location server.

In this tier-two localization, the robot tries to scan nearby landmarks. Here, we propose
to use a spira search scheme (see Section 4.3.3). On tracking any landmark, the robot
knows its accurate location. Then, it calibrates its orientation by its e-compass. Then, go

to A3.

Fig. 4.3 shows an example of the above procedure. In step 1, the robot will download the

local map and tag map and get the navigation route from the location server. In step 2, it tries

to move to the target point. When the robot thinks that it has arrived at the expected target

point, it checks if it needs to recalibrate itself. In step 3, it collects gets beacons from nearby

access points and sends a tier-one localization request to the location server. In step 4 and 5,

it gets an estimated location X at a meter-level precision from the location server. Since the

fingerprinting localization is subject to error, let us suppose that its actual locationis X’. In step

6, the robot starts to move to the landmark Y. Its actual trace is shown by the bold arrow, while

it thinks that its trace is the dotted arrow. At point Y, the robot is unable to find the landmark
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Figure4.5: (a) Typical probability distribution of the actual location obtained by the fingerprint-
ing localization. (b) An example of spiral search.

Y. Hence, it starts atier-two localization using a spiral search to find the landmark Y instep 7.
Once the landmark is found, the robot positionsitself at centimeter-level precision.

Also note that in A3, the robot may not need to movein astraight line in order to get to the
next target point. To avoid accumulating too much error while moving, it may choose to land
on some intermediate landmarks before reaching the target point. The problem of inserting
appropriate intermediate landmarks can be done by a geographic forwarding algorithm, such
as those in [27][65], where one can continuously choose the next landmark which is within a
tolerable distance from its current location and is nearest to the target point. Fig. 4.4 shows an

example, where landmarks A and B are selected as intermediate points.

4.3.3 Spiral Search Scheme

In our tier-two localization, a search mechanism is needed to find atarget landmark in step A7.
We proposeto use aspiral search because it can gradually expand its search range. The problem
ismodeled asfollows. After the fingerprinting localization, the PDF of the actual location of the
robot with respect to the estimated location is typically modeled by a bell-shape 2D Gaussian
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Figure 4.6: Different shapes of RFID tag groups and their intersection properties.

distribution, as illustrated in Fig. 4.5(a). Hence, we propose to adopt the Archimedean spiral
[3], which has successive turns at a constant separation, as illustrated in Fig. 4.5(b), to search
the robot’s surrounding.

Without loss of generality, let the current location of the robot at the beginning of the search
be the origin. The Archimedean spiral can be modeled by the polar coordinate

r=4do,

where d isaconstant. It is not hard to see that for any vector leaving from the origin, any two
consecutive intersecting points of the vector and the spiral have adistance of 27d (for example,
the distance between points z and y in Fig. 4.5(b) is 27 d, and the same for that between y and

After leaving the spiral origin, the robot will try to scan any RFID on the ground (whenever
atag isfound, the tier-two localization succeeds). In the example of Fig. 4.5(b), the robot will
missthe RFID tag A, but will find the tag B (note that successfully finding atag is constrained
by the sensing distance of the RFID reader). Because tagsare quite cheap, to facilitate the search
process, we propose to deploy RFID tags in groups, each of a certain shape. In Fig. 4.6(a),
we show a square-shape tag group. In Fig. 4.6(b), we show several other shapes of tag groups
(circle, cross, and triangle). Along the circumference of ashape, we place RFID tags uniformly,

each separated by afixed distance. Clearly, different shapes will require different numbers of
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Figure 4.7: (a) Hardware components of our self-guided robot. (b) The self-guided robot after
integration.

RFID tags (and thus different costs).

No matter which shape is used, we need to guarantee that for any orientation of atag group,
it will intersect with the Archimedean spiral. Let » = df bethe spiral. Recall that the spiral line
is separated by a distance of 27td in any location. Let us use acircle tag group with a diameter
27d asabasis. Sinceits perimeter is 272d, using the same perimeter, Fig. 4.6(b) showsthe side
lengths of different tag group shapes (72d, 27%d /3, and w2d /2 for cross, equilateral triangle, and
square, respectively). Unfortunately, as shown in Fig. 4.6(c), only the circle shape guarantees
the intersection property; the other shapes B, C, and D all fail to guarantee this property at
certain orientations. In particular, we note that the cross shape B only failsto intersect with the
spiral nearby the origin of the spiral; after leaving the origin, the intersection property can be
guaranteed at al orientations (see B’ in the figure).

It would be interesting to calculate the expected time that the robot can locate itself after
starting a search. Assuming that the robot moves at a constant velocity and the error of the

tier-one localization follows a 2D Gaussian distribution, we derive the following results.

Lemma 1. Given an Archimedean spiral » = df and a circle of radius £ centered at the origin,

they intersect at only one point and the length of the spiral from the origin to intersection point

FE 1 FE | L2 E LE?

61

is



Proof. Given any 6 value, the arc length of the Archimedean spiral from the original to point
(r,0)is
len(6) %d[@x/l T (0 + VIF ).

Since £ = r = d#, replacing 0 by %, we have proved thislemma. O
From Lemma 1, the expected value of our tier-two localization can be decided.

Theorem 1. Assuming that the error of the tier-one localization follows a (0, 02?) Gaussian

distribution such that the probability of theerror distance F is f (E) = \/2176% , the expected

search distance of tier-two localization is
/ len(g)f(E)dE.
O d

4.4 Prototype and Performance Evaluation

At the Eco-City Lab [15] in the National Chiao Tung University, we have devel oped a prototype
of proposed self-guided robot. In this section, we report our prototyping experiences and some

performance eval uation results.

4.4.1 Hardware/Software Components and Design | ssues

Fig. 4.7 shows the components of the self-guided robot. We adopt iRobot Create [25] as the
mobile platform and attach a RFID reader, an electronic compass, and a notebook with a WiFi
interface to the iRobot. The iRobot Create is a programmable moving platform with flexibility
for extension. It has a cargo bay with a 25-pin port that can be used for digital and analog input
and output. We connect an RS232 multi-port controller on the cargo bay. The RFID reader
operates under frequency 13.56 MHz and has an acceptable reading range of 5 cm. The iRobot,
RFID reader, and el ectronic compass are connected by the RS232 multi-port controller, through
which, the robot can get its (tier-two) location and orientation information. We adopt the cross-
shape (30 cm x 30 cm) RFID tag group as shown in Fig. 4.6(a) in our implementation. Each
tag contains aunigue ID and its coordinate is pre-registered to the system.

Fig. 4.8 shows our functional blocks of implementation. The implementation architec-
ture can be divided into three parts. Device Layer, Robot Controlling Layer, and Location

Server. The Device Controller Layer can get data from different devices respectively. The
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Figure 4.9: An example of communication delay.

Robot Controlling Layer contains the Two-tier Localization scheme and Moving Control mech-
anism which can get location information and tag map datafrom Location Server. The Location
Server contains a database which stores a set of RSSI readings and RFID tag map for tier-one
and tier-two localization, respectively.

There are several issues during designing and implementing our system. We discuss these

issues and solutionsin the following parts.

1. Communication delay: The mechanism to get data from the robot is polling operation.
Initially, we send arequest to start the operation. The device will execute al the time and
periodically report the current status until we send the stop command to the device. The

highest speed to send the request is 19200 bps, as the result, the communication delay is
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about 500 ~ 600 milliseconds. The communication delay can not be neglected in this
operation due to our accurate requirements. Hence, before running this system, we try
to record the delays of every kinds of operations. During running this system, we send
the stop command according the recording values beforehand to relieve the influence of
communication delays. Fig. 4.9 shows an example. Here, we send a start command
to trigger robot moving. The communication delay of sending command is5 ms. The
Device Layer periodically reports current distance to Device Controller Layer every 5
ms. Now, we want to stop the robot at 40 cm. We send the stop command (dash line
stopl) after receiving the report containing 40 cm. Due to communication delay, the
robot will stop at 50 cm. If we send the stop command (dash line stop2) at 20 ms, the
robot will stop at 40 cm.

. Heavy loading: The driving wheels mechanism of iRobot is coaxial gear. So, if we attach
too heavy objects on the robot, the robot will tilt several degrees. It will cause the moving
error after long distance moving. For example, we attach a small notebook about 1 kg
on the robot. It will cause 1 meters accumulating moving error after moving 20 meters.
Hence, we attach light weight notebook and controller modules on the robot to relieve

this problem.

. Responsetime of RFID reader: When robot moves above the RFID tags, the RFID reader
on the robot needs to negotiate with the RFID tagsto get the information. The negotiation
timeisdirect proportion with the datalength in RFID tags. Hence, we control the moving
speed of robot and limit the data length in RFID tags to avoid the negotiation fail, which
means the robot is across the RFID tags, but does not get any information. We only record

the tag type, landmark group ID, offset value, X and Y axisin the RFID tags.

4.4.2 Evaluations

In this section, we evaluate our self-guided robot by two experiments. Thefirst oneisto evaluate

the long distance moving. The second one is to evaluate the two-tier localization scheme.

Section 4.3.2 mentions that we will insert some intermediate points while the robot moves

long distance. As shown in Fig. 4.10(a) and Fig. 4.10(b), we place several RFID tags on the

ground and the number in parentheses are the location of the RFID tag. We compare the robot

moves from point A to point D, denoted as direct moving, and from A to B, C, and D, denoted
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asindirect moving. Fig. 4.10(c) showsthat indirect moving can avoid larger accumulating error
than direct moving. Hence, if we apply the self-guided robot to the high accuracy application,
we should insert more intermediate points to reduce the accumulating moving error.

Next, we evaluate the two-tier localization scheme against the WiFi fingerprinting local-
ization algorithm [7]. As shown in Fig. 4.11(a) and Fig. 4.11(b), we deploy the RFID tags as
triangle and rectangle, respectively. The robot traverses these RFID tags in order by two-tier
and fingerprinting localization schemes. For fingerprinting algorithm, we define a threshold
value § = 390 cm. When the robot moves to the target, it will relocate itself by fingerprinting
algorithm if the accumulating moving error greater than 6. Fig. 4.11(c) and Fig. 4.11(d) show
the result of triangle and rectangle deployments, respectively. The two-tier localization scheme

can guarantee the robot guided itself and the moving error islower than fingerprinting scheme.

443 Case Studies

Our system proposes a robot can guide itself in the indoor environment. It can apply to many

kinds of scenariosin our daily life. In the following, we present two case studiesfor our system.

1. Guiding system: There are many large exhibitions in our daily life. In the exhibition,
people want to know the contents of these exhibits. Also, everyoneisinterested in differ-
ent kinds of exhibitsin an exhibition. To solve this problem, we can apply our system in
this scenario. We deploy landmark RFID tags, exhibit RFID tags, access points, location
server and self-guided robot in the exhibition. The landmark RFID tags and access points
are used to tier-two and tier-one localization, respectively. Except the landmark RFID
tags, we aso deploy exhibit RFID tags containing the ID of exhibits nearby the exhibits.
The location server contains the map information, landmark RFID tags information and
the exhibits RFID tagsinformation. The self-guided robot can guide the usersto visit the
exhibition and also can dynamically plan the visiting routes according to users' preference

exhibits.

2. Automatically constructing today’s radio map: For indoor localization, a globally usable
solutionis still missing. Here, we are interested in the fingerprinting-based solution, such
as [7][31][44]. The major drawback of the fingerprinting approach is its labor-intensive
training process, especially in alarge-scale field. Further, sincethe RF signal isinherently

unstable, the radio map collected earlier may deviate significantly from the current one
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Figure 4.12: An implementation scenario of our self-guided robot.

[67]. Manually calibrating radio mapsis error-prone. Besides, environment may change,
furniture may be moved, and beacons may be reconfigured or upgraded anytime [30]. The
radio signal strength may vary at different times. Thismay result in non-negligible errors
when positioning objects. Hence, we adopt the self-guided robot to collect the signal
strength automatically. The robot can move around to automate the training process and,
more importantly, to frequently update radio maps to reflect the current RSS patterns.
This not only significantly reduces human labors but also improves positioning accuracy.
Fig. 4.12 shows our implementation scenario in Nation Chiao Tung University Eco-City
Lab[15].
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Chapter 5

Conclusions and Future Directions

This dissertation contain four works. Thefirst oneisan energy conservation system which con-
struct aframework of smart living space. The second oneisthelight control system considering
users' lighting requirements and energy consumption. The third one isthe air conditioners con-
trol system considering users' temperature requirements and energy consumption. The last one
is the mobile services platform to provide indoor location-based services.

In Chapter 2, we propose an iPower system designed for energy conservation in an intel-
ligent building and provision of personalized services for environment control. The iPower
system can detect if there is possible waste of electricity by WSNs and then turn off these un-
necessary electric appliances viathe power-line control devices with auser-friendly design. The
iPower system also provides personalized services in which electric appliances can be automat-
ically adjusted to satisfy users’ requirements. We have presented the design and implementation
details of iPower. Prototyping experiences and design issues are al'so given in thiswork.

In Chapter 3, we propose two control systemsin Section 3.3 and Section 3.4, which consider
both users' requirements and energy consumption. In Section 3.3, we present an autonomous
light control system. Both whole and local lighting devices are considered. For controlling
whole lighting devices, two decision algorithms are proposed. For controlling local lighting
devices, a novel surface-tracking scheme is proposed. Our system can dynamically adapt to
environment changes and improve our earlier works by eliminating the requirement of tracking
users current locations. We evaluate our algorithms by simulations under different configu-
rations. Besides, we have developed prototypes and deployed the whole system in a room to
verify its effectiveness under real conditions. The results do show high consistency. In Sec-
tion 3.4, we present an intelligent air conditioners control system. Through the training data,

we construct the temperature models by regression functions. Then, similar to light control,
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two models are considered and two control mechanisms are proposed to adjust the air condi-
tioners quickly and satisfy users temperature requirements. The simulation results show that
our schemes can quickly adjust the air conditioners to satisfy users' requirement and achieve
energy saving.

In Chapter 4, we propose a two-tier |ocalization architecture for indoor mobile robots. The
indoor mobile robot can guide itself via our proposed two-tier localization scheme. We also
discuss the different shapes of RFID tag groups and the expected searching distance of the
robot. Besides the theoretical results, we also implement the whole system and evaluate our
system viaseveral experiments. Finally, we propose two case studies to apply our systemin our
daily life.

Based on the results presented above, several issues which can be discussed and improved

are summarized as follows.

e Dueto environmental noises or errors, the readings of sensor nodes may not be accurate.
Thismay misslead the control server to make incorrect decisions. To solve this problem,
we may apply the solutions in [10][53][68] to alleviate the effects of these inaccurate

sensing readings or improve above works to get more accurate sensing val ues.

e For the iPower, light control, and air conditioners control systems, there is a basic limi-
tation in our system. We enforce that users must carry sensors to measure their current
light or temperature values. Thisis due to the nature of light or temperature propagation.
Without these sensors, our system can not get any information nearby the users. There
are some alternatives, such as using motion sensors or thermal sensors to detect users
locations or rough light environments, respectively. Unfortunately, such approaches till

can not provide satisfactory solutions so far.

e For light and air conditioners control systems, we adopt Gaussian functions to represent
users satisfaction levels. However, the utility to human, in terms of light intensity or
temperature value, is still an unknown factor. This may deserve further study in the
medical science field.

e For light control and air conditioners control systems, we only use the light intensities of
lighting devices and control levels of air conditioners to represent the energy consump-

tion. In the future, we will develop the wireless power meters to measure the energy con-
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sumption in practice. Through the wireless power meters, our control server can monitor

the actual power consumption of lighting devices and air conditioners.
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