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ABSTRACT

Withsthe development-of multimedia, communication system and semiconductor
progress, the functions of mobile video applications-are getting stronger and stronger,
resulting in the problems on huge volume of data transmission, storage and battery
endurance concerns. Under the‘constraints of limited storage components; bandwidth
and battery ‘capacity, most of the applications of mobile ‘video devices.are restricted.
Therefore, the algorithm.which can achieve high quality and little storage space with
high efficiency of data coding.and.decoding is very important.

We propose a lossy embedded compressor/de-compressor which is suitable for
embedding into mobile video devices to reduce the data transmission between chip and
external memory, in order to reduce utilization of bandwidth, volume of external
memory and power consumption.

In the proposed algorithm, we adopt Modified Bit Plane Truncation Coding
(MBPTC) and Predefined Bit Planes (Patterns). Under the premise of compression
ratio as 2, we compress one 4x2-pixel array from 64 bits to 32 bits into one packet. The

Modified Bit Plane Truncation Coding (MBPTC) calculates the Start Plane (SP) of the

vii



4x2-pixel array first. Then, selecting Patterns Comparison Coding (PCC) or 1x and 2x
Average according to the coding threshold we setup to compress residual bit planes and
last, packs the compressed pixels to external memory. The average PSNR loss of
proposed algorithm is 5.98 dB.

The hardware architecture we proposed is able to support HD 1080@100 MHz of

30 frames per second for HDTV specification and HD 720/HD1080@150 MHz of 30

per frames second in double layers

0 d \/( doy L(
random access of Motior MC).
To compre /

takes only

64/SVC specification. Because the

compression ratio is fixe address and support

.\. a_Macro block

leading to

save conside ar consumptic

viii



P

—En\;
i

RIS MBS S R 2R S - A
~ LR Y R Hﬂﬁﬁﬁ&fﬁnﬂw?{%ﬁ ° Tt @*ﬂﬁiﬁﬁﬁﬂfﬂﬂ
¥l 7 SI12 Lab Elflﬁﬁ%'i_&w?i s FIIE?FJEJ ! JIEFI TRNET S g ST
O, BT S PR MR B J'EF"J Bl

EEEEtiELE -ﬁ’"_""‘%n AP LD B e
ELab s 2T g AR Sipalige i - 2 t S RS
SRR Er ST T B R NS e
el

PG
_'—Elfjé]gé

\Y_%illl\

P 4 -
« ZF ~ Navi ~

Bl S 1R
Sharon ~ KiKi ~ Jessie ce ay ~Jamie BB AV e BOGI

5~ Ju ~ NES S R (PRl J ¢
SSRGS 03 1 g B ISR 5 AR * g o
1 O () ] TR 0 R



Index

CHAPTER 1 INTRODUCTION .....ooiiiiiiieiieie et 1
1.1 IMOTIVATION .ottt bbbttt bbbttt 1
1.2 THESIS ORGANIZATION ....oiiuiiiiiiiiiieeitieresiee st et 2

CHAPTER 2 PREVIOUS WORKS ...t 3
2.1  LossLESS COMPRESSION,M By 3

2.2 Lossy COMPR ON MET! . ol 4
2.2.1 ompression MEthOTS ......... s reseelfial e, 4
2.2.2 fferential Pulse C . ESSION b 5

..................... 6

................ 12

.............................. 13
............................................ 13
...................... 16

321 ns‘Comparison Coding..........cccvenee. n TR 17
3.2.2 tterns Compari i A, R 20
3.2.3 Patterns Comparis M MBPTC Coding ......cccovvvvvvieiieiinne 21
3.24 Reduced Patterns Comparison and Average Coding..........ccccceeveveevnucnns 23
3.25 FOIMUIA. ..o 26
3.3 SUMMARY ...itiieiiteie et stee st e st e e ssta e e st e e e sbb e e e ba e e ebae e s nte e e anbe e e snseeeenbaeeannaeennees 28
CHAPTER 4 PROPOSED ARCHITECTURE ...ttt 32

4.1  ARCHITECTURE OF ENCODER.......ciiiitiiiiiiieiiiessiieesstteessireessiressnneeesnseessnnaesnnneas 32
4.1.1 Architecture of Modified Bit Plane Truncated Coding Encoder............. 33



4.1.2 Architecture of the Reduced Patterns Comparison Coding.................... 33

4.1.3 Overall ENCOUEr DESIGN.......ccuviieieiieiiesie et 34
4.2 ARCHITECTURE OF DECODER ....ceitititeieteritninisieiene st sssestese e snes 35
421 Data REAITANGE. .......eeeiieeiiie ettt 36
422 Overall DecOder DESIGN .....cceiveieiiiisiieieieie e 36
4.3 IMPLEMENTATION AND VERIFICATION ...t 37
43.1 Implementation.............. TP P T UR TR RPR PR 37

432 Verification®.... Y 38

CHAPTER 5 SYSTEM INTEGRATION ..ol e e 41

5.1  ADOPTEDH.264 HARDWARE SYSTEM...cciue.irieesnnitiersensiaihaiinnne s 41
9.2 ACCESS ANALY SIS i it ke i il et bbb 80 43
.......... 48

.............................. 48

5.3 PROCESSING CYCLE ANALYSIS. .aftuiiuiiuiauiauauasuesathieeseenneneeneeseesesban st e 51
......................... 52

.................... 53

CHAPTER 6 CONCLUSION AND FUTURE WORKS.. i b 56
6.1  CONCLUSION ......uifuiseeduns b deanetearenias e sandes it sishss et 56
6.2 FUTURE WORK ...ttt ettt st e e nnnee s 57

Xi



Figures List

FIGURE 1: BLOCK TRUNCATION CODING (BTC) ALGORITHM ..cvviiiieiiaiienieeiesiiesieenie s 6
FIGURE 2: THE CODED FORMAT OF BTC ALGORITHM ...voviiiiiiiisiiniieieeienee e 7
FIGURE 3: 64 PREDEFINED BIT PLANES [8] ...eeiiiiiiiiiiiiiie e 8

FIGURE 4: THE CODED FORMAT OF BTC ALGORITHM WITH 64 PREDEFINED BIT PLANES

[9] oo el b B b n e 9
FIGURE 7: BIT PLANE TRUNCATION.CODING (BPTC) ...t bl 10
FIGURE 8: THE CODED FORMATOFBPTC ALGORITHM .....ooth oo ithe e s sist@ilhe e 11
FIGURE 9: PIXEL-BASED AND BLOCK-BASED........cceosiftasr ciftiuneaunaiiinaaine e daes bt eianeieeeens 14
FIGURE 10: AN EXAMPLE OF DATA FETCHINGOVERHEAD............c.co e tbeveton hrravernenesienns 15

FIGURE 11:RELATIVITY BETWEEN OVERHEAD AND CODING BIT-RATE SIMULATION

(STEFAN . SEQUENCE) uttttuesresiianaessaasusssaesnansssssassanssesnnesssasunsseessessssbanebanivnseseeseseesees 15
FIGURE 12: FLOW CHART OF PROPOSED EMBEDDED COMPRESSION ... & ciue vt 17
FIGURE 13: FULLY PATTERNS,COMPARISON CODING ALGORITHM ifeeiticoververeareneeeenenieens 18
FIGURE 14: 8 2X2-BASED PATTERNS......... oo i el e nee s 19
FIGURE 15: PROBABILITY OF 2X2-BASED PATTERNS ..o . veveveieriatesieneeesie e esresieseesesne e 19

FIGURE 16: THE CODED FORMAT OF FuLLY PATTERNS COMPARISON CODING ALGORITHMZ20

FIGURE 17: PATTERNS COMPARISON AND AVERAGE CODING ALGORITHM .....vcevviviennininnne 21

FIGURE 18: THE CODED FORMAT OF PATTERNS COMPARISON AND AVERAGE CODING

ALGORITHM ...ttt ettt ettt et e et e et e e e bb e e enbe e e nnbe e e nnbeeennneeans 21

FIGURE 19: PATTERNS COMPARISON AND MULTI-MBPTC CODING ALGORITHM............. 22

FIGURE 20: THE CODED FORMAT OF PATTERNS COMPARISON AND MULTI-MBPTC

Xii



CODING ALGORITHM ettt eetteettttessseeeseeessssssssseesssess st s sesesesessssstrsessreesrrrnnrrreesees 22

FIGURE 21: PROBABILITY OF 4X1-BASED PATTERNS......ccteiiiieiiieesieeesneeesineessseeeanseeesnnas 23
FIGURE 22: REDUCED PATTERNS COMPARISON CODING ALGORITHM ....covviviiiiiieiireesnnnns 24
FIGURE 23: EIGHT 4X1-BASED PATTERNS .....eeiiititeiitieeiieeesieeesteeesaeessnseeessneesssseeansenesnsns 25
FIGURE 24: REDUCED PATTERN COMPARISON CODING ALGORITHM .....cvvvvivieiirieiineennenns 25

FIGURE 25: THE CODED FORMAT OF REDUCED PATTERNS COMPARISON CODING

AALGORITHM L.ttt s e ms 144222kt e e s b e e e e e be e e nbeenneeeneesnneennee e 26
FIGURE 26: DISTRIBUTIONOF PSNRLLOSS IN 4X1-BASED PCC ALGORITHM .......cceennene. 28
FIGURE 27: WORST CASE IN-DIFFERENT ALGORITHMS ...t i eibfenne e b veeeeenneenieeninens 30
FIGURE 28:BEST CASEIN DIFFERENT ALGORITHMS ....ftuveiueeatheveeeeiabe itaneeeesseesneeneeenennns 31
FIGURE 29: OVERALL DIAGRAM.OF.EMBEDDED COMPRESSOR .ebu. ..o ied ceiiinne e 32
FIGURE 30:THE HARDWARE ARCHITECTURE OF MBP TGl it il 33
FIGURE 31: THE HARDWARE ARCHITECTURE OF RPCC.....oiuiiiieine it iat i 34
FIGURE 32: ENCODER DESIGN .iuttiuteiuesaifiues e sifiannssinesnsssneshecnneeeenieesseeneessesins anesssanesensennes 35
FIGURE 33..THE OVERALL DIAGRAM OF EMBEDDED DECOMPRESSOR.... Au. fevestiin e 35
FIGURE 34: DECODER DESIGN........cesuesueseeneane cbenne 00 et i i eaiBine e 36
FIGURE 35: FLOW OF VERIFICATION .....cceiuiiiiiesieenneesieesneesseesnnesdhonsdaanslin e tenseesneenieesinens 39
FIGURE 36: BLOCK DIAGRAMOF THE.VIDEO DECODERSYSTEM ...ctbyvvevveviaririeenieenenns 42
FIGURE 37: THE SYSTEM INTERFACE FOR EMBEDDED CODEC...........ccoiiieiiieieenneenieeninns 43
FIGURE 38: DATA FLOW OF RELATED ACCESSES OF EC ....ovviiiiiiiiiieeee e 44
FIGURE 39: SCHEMATIC DIAGRAM FOR COWARE SYSTEM ....ccuviiiiiiiiieieesneeniee e niee e 45
FIGURE 40: COMPLETE BLOCK DIAGRAM FOR COWARE SYSTEM ......coviiiiieniieiieenieeninens 46
FIGURE 41: BLOCK DIAGRAM IN COWARE SYSTEM ....cciuiiiiiiiiesieesreesiee s esiee e snee e 47
FIGURE 42: EMBEDDED COMPRESSOR WAVEFORM OVER COWARE SYSTEM........ccovuvennens 47
FIGURE 43: DATAACCESS TRACE .....ciitieitiiiiiesiie st ettt sneesnneenneesnneas 48
FIGURE 44: WORST CASE ON FETCHING.....ciutiitiiiiiesiiesiteesiie et siee i ste e e snee e 50



FIGURE 45: BEST CASE ON FETCHING ...iiiuviiiiiiiiiiie sttt 50

FIGURE 46: AN EXAMPLE OF SPECIAL CASES (ALIGN, NOTALIGN) ....ceivviieiierieaiesieenens 51
FIGURE 47: POWER ANALYSISON CIF @ 4.8 MHZ ..o 54
FIGURE 48: POWER ANALYSIS ON HD 1080/AVC @ 100 MHZ........cccccviiiiiiiiiiciieee 55
FIGURE 49: POWER ANALYSIS ON HD 1080 + HD 720/SVC @ 150 MHz ...........ccovnuee. 55

Xiv



Tables List

TABLE 1: OVERHEAD WITH EC BLOCK-GRID FOR EACH SEQUENCE .....cccvvieiiiiiiirriieeeeeen, 16
TABLE 2: RATIO OF ERROR RATE PER POSITION IN EACH 4X1 BIT PLANE ......ccceevivieeinnen, 27
TABLE 3: WEIGHT UNDER DIFFERENT THRESHOLDS .....ecvviivieteesiesieesiesseesteesiesneesreeseesseens 27
TABLE 4: COMPARISON OF PREVIOUS ALGORITHMS ....uvviiiiiieiiieessireessieessineesneeesneessnnees 29

TABLE 5: SPECIFICATION OF HARD SIGN 12t fEEneveeeeeeeeeeeeeeeeeeeseseneneeenenenennrnnes 37
TABLE 6: ALL CASES OF R EA F ‘ {/WITHOUTEC................ 49

TABLE 7: ALL CASE

XV






Chapter 1
Introduction

1.1 Motivation

To improve the video coding efficiency, diminishing xthe data correlation of the
temporal redundancy ineach frame is widely used in the latestwideo.coding standard,
such as H.264/AVC [1]-[2]. However, it causes a large amount of data.transmission
between chip and external-memory. In addition, the rapid and huge amount of data
accesses from Motion. Compensation (MC) consumingthe majority of system power is
another serious problem.

For 'a mobile video device, power consumption is the most critical issue that
people conecern about. Many.dow power techniques have already been proposed to
reduce power.consumption, but ‘data transmisSion “still“dominates huge amount of
system power. Hence; reduce data access between chip and.external memory is the
critical consideration'in‘a mobile video device.

Although the mobile video devices are suffered from limited battery capability,
the visual quality requirement is not as high as high resolution applications. Therefore,
the embedded compression is suitable to lessen the volume of data access and the size
of off-chip memory under the premise of maintaining acceptable visual quality.

The mobile video devices are more and more important due to their various
functions at the present time. Reducing the usage of bandwidth and the required

resource of hardware in the mobile video devices is a critical topic.



1.2 Thesis Organization

This thesis is organized as follows. In Chapter 2, we introduce the basic
compression methods and review previous works. Chapter 3 explains the proposed
lossy embedded compression algorithm. To integrate the proposed design into

H.264/AVC and H.264/SVVC decoders, there are some restrictions which must be

specified. Under these restrictio oposed algorithm needs to be modified to fit
for them, and the implementation=and ations  of proposed design are
described in Cha ental results are

shown in Chg



Chapter 2
Previous Works

In general, the embedded compression methods are classified into two categories:
lossless embedded compression and lossy embedded compression. The algorithms that
have been proposed before” are briefly. described in Sections 2.1 and 2.2 and

summarized in Section 2.3:

2.1 Lossless Compression-Method

Many lossless compression methods havebeen proposed before. It'is obvious that
lossless compression methods [3] reserve the information while truncating the size of
data, so there'has no quality loss of data.

However,.some problems of lossless compression aré so fatal that it’s not suitable
for system integration application. The lossless compression suffers from variable
length of lossless compressed. data.that we cannot.regularly control the compression
ratio, frame memory size and bandwidth requirement. These disadvantages are also
attributed to the needs of memory to prepare for the worst case of data access and the
unknown size of data. For the reasons mentioned above, we decide to develop a lossy

embedded compression method in this research.



2.2 Lossy Compression Method

There exists an important characteristic of lossy compression methods [4]-[15]
which differs them from lossless compression methods. The characteristic of fixed
compression ratio allows us to improve the disadvantages of lossless compression
methods mentioned previously. Although lossy embedded compression algorithm
will sacrifice tolerable visual quality, the reduced power consumption memory size

and bandwidth requirement Is more-attractive for.mobile video devices.

2.2.1 Transferm-based-Compression methods

Thepmain, function of transform-based compression methods is to convert the
signal from' time domain ‘to frequency demain. In addition, transform-based
compression methods can gather the energy to up-left corner. In human visual system,
the lower requency component IS more Important than the /highery frequency
component. It_is a critical feature that we can employ to efficiently, compress the
amount of data, suchas in[4]=[5].

In [4], the researchutilizes thesHadamard transform and the quantization of
Golomb-Rice Coding (GRC). Golomb-Rice Coding is an efficient compression scheme
because it can provide the compression ability which approximates the Huffman
Coding by selecting K factors. Hence, this paper focuses on low complexity so it fixes
the K values based on simulation. It can be operated at 100 MHz and the processing
cycle of a macroblock (MB) on embedded encoder/decoder is 16/16 cycles,
respectively.

To improve the performance of [4], [5] proposed another transform-based

4



compression method. It adopts Discrete Cosine Transform (DCT) instead of Hadamard
Transform and Modified Bit Plane Zonal Coding (MBPZC) instead of Golomb-Rice
Coding. The compression ability of Bit Plane Zonal Coding depends on distribution of
“1” in each bit plane. In [5], it exploits a Variable Length Coding (VLC) codebook to
improve the performance of BPZC. It can be operated at 100 MHz and the processing
cycle in a macroblock (MB) on encoder/decoder is 72/34 cycles, respectively.
Although [5] increases the value of PSNR,. it also increases the overhead of hardware

complexity and coding latency heavily.

2.2.2 Differential Pulse.Code Modulation (DPCM) Compression

Theoretically, there exists approximate difference between each-two neighboring
pixels inforiginal pictures. Therefore, Differential Pulse Code Modulation (DPCM)
compression:utilizes previous feature to achieve high compression efficieney, but also
causes the strong data dependency.over correlated data.

In [6], the research adopts'DPCM as basic compression scheme. It improves the
performance of DPCM,. compression through exploiting the intra prediction modes
from H.264 video coding standard to'searchsthe best course. The modified DPCM is
much more adopted than [4] and [5] in each video sequence.

However, DPCM compression needs to gather each difference into limited data
budget and those differences are not always as small as we expect. Moreover, to derive
the best performance, the DPCM-based compression method needs several repetitions
to obtain the best quantization level for every difference. These disadvantages make
the algorithm unable to exploit the pipeline scheme and lead to longer coding latency.

In the view point of system, we need to increase the operation frequency or reduce the



system throughputs to achieve the DPCM-based compression method. That’s why we

do not adopt it into our proposed algorithm.

2.2.3 Block Truncation Coding (BTC) Compression

The traditional Block Truncation Coding (BTC) [7] compression is a two-level
non-parameter quantizer. As shown'in Figure 1, BTC algorithm partitions an input
image into several 4x4<sized blocks-and each block:is coded respectively. It computes
the average value‘of pixels (AVG) within each block by (1)."For each pixel with value
is Py, within a'block./Firsty the-values of pixels greater than AVG are marked as “1” and
the rest are.marked as “0” to-form-the Bit=Mapx Then, the average value of:1-marked
and 0-marked pixels will be generated as High Eigen-value of Group (EQG) and Low
EOG, respectively. Finally, each 4x4-sized block.can be compressed into High-EOG,
Low-EOG.and Bit Map. The data coded format of BTC algorithm is shown.in Figure

2.

0 1 2 3 (0] 0 0 (0]
A8 LBV AT 0/, 1,/1/0
8’6 391 o PifMap/ g

12 /13 /14 / 15 0 0 0

>

Eigen-value
of Group

Figure 1: Block Truncation Coding (BTC) Algorithm
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16 .3
8 Bits 8 Bits 8 Bits 16 Bits
- L -t -t >
BTC [Average| H_EOG | L_EOG Bit Map
g -

Header Information
(HI Bits)

Figure 2: The Coded Format of BTC Algorithm

Thereexist hardware requirements and coding latency problemsin BTC
algorithm_that it’s not suitable to be embedded into the H.264/SVC system. In
hardware 'design, multiplication and division operations will increase the requirements
of hardware: Besides, the Bit-Map occupied 16 bits is another serious problem for
limited compressed data budget.

Therefore, [8] proposed a.method to improve the BTC algorithm with predefined
bit planes as shown in Figure 3. To invert.these 32 predefined bit planes, we can obtain
the other 32 patterns. By comparing each Bit-Map with 64 predefined bit planes to get
the highest similar index of predefined bit planes, we can reduce the amount of data.
The coded format of BTC algorithm with 64 predefined bit planes is shown as Figure

4.
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Figure 3: 64 Predefined.Bit Planes [8]
8 Bits 8 Bits 8Bits 6 Bits
-t >t > > >
Average| H_EOG | L_EOG GG
Predefined Bit Planes
- >

Header Information

(HI Bits)

Figure 4: The Coded Format of BTC Algorithm with 64-Predefined Bit Planes [8]

However, comparing each Bit-Map with 64 predefined bit planes may increase the

coding latency. In [9], it reduced the 64 predefined bit planes of [8] to 10 patterns as

shown in Figure 5. By shifting and rotating, we can obtain the complete 32 predefined

bit planes from 10 patterns. By reducing the number of predefined bit planes, [9]

maintains acceptable visual quality to reduce the amount of data and coding latency.

The coded format of BTC algorithm with 32 predefined bit planes is shown in Figure

6.
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Figure'5:'10.Patterns for 32 Predefined Bit Planes [9]
8 Bits “8Bits 8 Bits 5 Bits
- -t e > >
Index of 32
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9 — — Predefined Bit Planes

Header Information
(H1 Bits)

Figure 6: The Coded Format of BTC Algorithm with 32 Predefined Bit Planes [9]

Both [8] and [9] are limited by BTC algorithm; the coding latency is still too long
to be well-embedded into the target H.264/SVC system. However, through [8] and [9],
we find a way to utilize the predefined bit planes to reduce the coding latency and the

amount of data.



2.2.4 Bit Plane Truncation Coding (BPTC) Compression

[7]-[9] imply the compression schemes from different viewpoints in [10]. As
shown in Figure 7, BPTC algorithm partitions one 4x4-sized block into 8 bit planes
first. Then, it starts to search for the Start Plane (SP) which is the highest plane without
all-zero from MSB to LSB. Finally, BPTC algorithm will save Magnitude Bit Planes

with 60 bits and truncate the rest.datas

Pixes 0O 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
MSB /0 /1 /2 /3 mse|o|o|lo|lo|lo|lo|lo|lo|lo|o]|o]|o|o]|o]|o]o
\/4 5/6/7 ololoflo|lo|lo|lo|lo|lo]lo|lo|lo|lo|lo]o]o
8,/9/10/11 F?;‘:r:; 1o falalafalalafafa]lalafa]2]a]2

12 /13 /14 / 15
ol1flofofo 0 ololo o121
1jojojo Magnitude Bit 1[rjogo
olo]of1 Planes 1]o0f1]o0
olof1]o ol1|ofo

LSB

iselo|l1|lol21]ololol21|o]2]|2]o]2]o]o]1

Figure 7: Bit Plane Truncation Coding (BPTC)

As shown in Figure 8;.thexBPTC algorithm _isssimilar to lossless compression

method, but the coding latency is shorter.
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Index of . . .
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P>

Header
Information
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Figure 8: The Coded Format of BPTC Algorithm

2.2.5 Other Compression-Methods

There are, more and more lossy compression’ methods proposed, such as the
adaptive [IDPCM in [11], the adaptive Vector Quantization (VQ) in [12], and the
down-sampling based compression scheme‘in [13]. Discrete Wavelet Transform (DWT)
with Set 'Partitioning of Hierarchical™ Trees (SPIHT) in [14] provides another
transform-based compression approach which 'is able to perform lossy and lossless
with the same architecture.,[15] proposes two lossy compression‘methods and adopts a
pre-determining mechanism to, select=whichone to-utilize. It declares that the
mechanism can reach better performance by selecting adaptive algorithm to suit for
different video sequences.

According to the above discussion, no matter which one of lossy compression
methods it is, the characteristic in common is to preserve the visual quality as complete
as possible within limited data budget to avoid drift effect. Therefore, how to preserve
complete visual quality under the restriction of maintaining compression ratio (CR) is

the critical challenge of lossy compression methods.
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2.3 Summary

In previous discussions, we classify the existing compression methods into two
basic categories and introduce them briefly. In lossy compression methods, there are
two main advantages of fixed compression ratio and the amount of coded data.
However, higher visual quality usually accompanies with huge time consumption
while low complexity brings lower visual quality. Most of preceding compression
schemes derives higher performance from enlarging requirement of buffer and
processing cycle,“but it magnifies the obstruction to embed the extra function into a
H.264 system.wEven though~slowing the operation frequency s able to fix prior
problem, the former compression schemes still raised »other problems: such as
decreasing coding throughput.. It is easy to be embedded.into a H:264 decoder system
that some of lossy compression methods are low complexity and coding latency.

For real time and mobile videodevices, low latency and power consumption are
the basic ‘requirements. " Diminish™the overhead from original system s another
objective. Therefore, an optimal trade-off among low latency, lowpower consumption,
low complexity <and “high. performance is our design.challenge: on embedded

compressor/de-compressor:
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Chapter 3
Proposed Algorithm

3.1 Overview

Data compression_has, been developed for a“long time.. From those proposed
algorithms, we know that-enhancing the complexity can:obtain high performance.
According to, the restrictions of embedding an extra function into H.264 decoder
system in chapter 2, low latency-and power consumption are the basic requirements. In
this chapterpwe will discuss those in detail.

Actually, because blocked-based compression.methods match the block-oriented
structure 'in"H.264 system, they are the'most.compatible schemes. However, overhead
is another serious problem in H:264/SVC system embedment. The overheadvis defined
as follows: theratio between the. number of pixels that are actually accessed during the
motion compensation of a block and the number of pixels that are really useful in the
reference block [5]. Originally, thesratio is always 1.for thespixels.accessed on demand.
In the system with block-based algorithms, the ratio is always superior to 1 due to the
individuality of block-based compression method. The notion of pixel-based and

block-based compression methods are shown in Figure 9.

13



Pixel-based Data Fetch 1x1

Block-based Data Fetch 4x4

»
e loc
Int ard of H.264, (MB) can be ed into
several 8x8, or 16x8 blo ion Compe MC). In
addition, a ckc to 4x4, 8x4- -blocks in
= ®
advance. An e*d . Th is occurred
while the compen is not aligned on the co id. The four coded
blocks need to be loade uired data. It must be
loaded 256 pixels to obtain the quired pixels if the compensated block is

4x4-sized block and the EC method is 8x8-sized block-based. In this example, the
overhead is 16 cycles. The relativity between gain of memory access and compression

ratio of EC is not direct due to the overhead.
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Figure 10: An Example of Data Fetching Overhead

In [15], it provides therstatistic_material of overhead. The relativity between

overhead and coding bit-rate_simulation with Stefan Sequence in, three kinds of EC

block-grid is shewn in<Figure 11. Tablesdssummarizes the statistical.result simulated
with six sequences:

-
-
-~
g+ ——-—-——- - M ™ ddeodng F—— — —— — m e e e — o —
0 -,;"
[—xd coding "_,
=== "18x16 coding
so0d - ST oo o ________ S ___
-
-
3 -r
u -
E4Mt+r--—-——-——-—"—-—"—"—"—"—"—"—————— - —— — ——— — — -—-——-—-—-—-—- - —_-—_-—————— ==
g _..-l"
a -
-
_______________ e o e e e e e e e e -
3 -..;'l
-
-"-’
-#
T T T T T T T T T T T T T T T e ——
—-—
'---:-l_-—t---------u----l------—- s 4 mE s E = m= --e
- o= m =
iWw+---------—- - """ -"—"—-"-"—-"-—"-—"-—"-————— - ——— - — —— —— —— — — —— — — — —
0,0 T T T T
15 200 250 A 350 400 450 500 550 600
Bit-rate (kbits/s)

Figure 11: Relativity between Overhead and Coding Bit-rate Simulation (Stefan
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Table 1: Overhead with EC Block-grid for Each Sequence

Sequence 4x4 Block-grid 8x8 Block-grid |16x16 Block-grid
Foreman 1.31 1.77 3.69
Flower 1.30 1.74 3.77
News 1.14 1.51 2.78
Silent 1.17 1.50 3.22
Stefan 1.51 2.44 6.95
Weather 1.17 1.49 3.18
All (Average) 1.27 1.73 3.93

3.2 Algorithm of-Embedded Caompression

Under-the restriction of mobile video devices, we know that low latency and
power consumption are the basiC requirements. Although utilizing transform-based
algorithms,such as [4], [5] and. [14], as the first step befare compression methods can
derive higher visual.quality, we need to adopt other algorithms to lessen the coding
latency.

We adopt pattern-based and 4x2"block=grid as the proposed coding algorithm
including Modified Bit Plane Truncation Coding (MBPTC) and Patterns Comparison
Coding (PCC). The main reason relies on the lower overhead than the statistical results
described in previous section. In MBPTC algorithm, we define to search the Start
Plane (SP) in 4 continuous layers which are close to MSB with 2 bits. We also change
coding unit to improve the PCC algorithm.

To combine MBPC with PCC is the basic notion of the proposed algorithm.
Modified Bit Plane Truncation Coding (MBPTC) and Reduced Patterns Comparison

16



Coding (RPCC) algorithm are the critical features. No matter Multi-MBPTC or RPCC
is considerably efficient and suitable to be utilized in software and hardware. The flow
chart of proposed algorithm is shown in Figure 12. There contains no iteration in the
proposed algorithm which is a single-way and open-loop coding method. The bit
planes are coded by Multi-MBPTC to search the SP. Then the remaining bit planes are
coded by RPCC to derive the Pattern Indices (PIs). Development of the proposed

algorithm will be introduced in the following sections.

Multi-Modified Reduced Patterns
4x2 Pixels Bit'Plane Comparison and Data
(64 Bits) Truncation Average Coding Packing
Caoding Encoder Encoder
32-bit System
Segment Bus
External
Memory
32-bit System
Segment Bus
Multi-Modified Reduced Patterns
4x2 Pixels Bit Plane Comparison and Data
(64 Bits) Truncation Average Coding Unpacking
Coding Decoder Decoder

Figure 12: Flow Chart of Proposed Embedded Compression

3.2.1 Fully Patterns Comparison Coding

As shown in Figure 13, fully Patterns Comparison Coding algorithm includes
MBPTC and 2x2-based PCC. Because PCC can preserve and compress five bit planes,
we just compress the residual bit planes. Therefore, we adopt MBPTC algorithm to
compress the 4 bit planes which are close to MSB.

There are 65536 (2*°) kinds of patterns in each 4x4 bit planes. [8] and [9] employ
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64 and 32 patterns to compress the amount of data, respectively. The more quantities of
patterns there is, the better performance there will be. However, it will make
comparison more difficult. Therefore, the 2x2-based patterns are proposed which are
shown in Figure 14 to improve the problem. A bit plane is partitioned into four
2x2-sized parts and compared with them with the proposed 8 patterns at the same time.
As the simulation result shown in Figure 15, while the error rate occurred, there is a
1-bit error in a part at most. We exploit, previous method to extend the quantities of
patterns close to 4096 (2'%).categories in each bit plane. Hefice, we reduce the coding
latency to 4 cycles and.maintain acceptable visual quality underCR as 2. We show the
coded format of data for Fully Patterns Comparison Coding. in Figure 16. PSNR loss of
this algorithmyis 8.18 dB for.simulation“in H.264 system with the following video
sequences:w.akiyo, flower,~football, ‘foreman, mobile calendar, carphene, canoa,

coastguard, waterfall and tempete in CIF format:

o/1/2 /3
A%A5BIoEK T 87 8 /i
8 / 9 7’10 11 12/'1"3\" 1 / 5!
13 /1 C

4 /15 D> @ding :

12

Figure 13: Fully Patterns Comparison Coding Algorithm
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Figure 15: Probability of 2x2-based Patterns
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Figure 16: The Coded Farmat of Fully Patterns Comparison Coding Algorithm

3.2.2 Patterns.Comparison and Average Coding

Altheugh Fully Patterns*Comparison Coding algorithm provides acceptable visual
quality, it'is a serious problem that the frames are not'very smooth. That is because the
2x2-based patterns cannot contain all cases 1n‘a sequence causes. Hence, we exploit the
average coding to smooth'the frames and show it in Figure 17, We partition'the four bit
planes which are close to MSB into four parts and employ 2x2-based PCC algorithm to
compress them to obtain, the Pls. Then we partition the residual‘bit, planes into four
parts and compute the average value with 4 bits in eagh part. The .coded format of data
for Patterns Comparison and Average Coding Algorithm is shown in Figure 18.

According to the simulation result, PSNR loss is 7.80 dB in this algorithm.
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Figure 18: The Coded Format.of Patterns Comparison and Average Coding Algorithm

3.2.3 Patterns Comparison and Multi-MBPTC Coding

With the respect of system, the higher the coding latency is, the higher overhead

there will be. Therefore, we still need to reduce coding latency. According to Table 1,

we know the smaller block-grid there is, the less overhead there will be. Hence, we

exploit the feature to reduce coding latency and adopt the 4x2 block-grid. Although the

2x2-based PCC algorithm is suitable for 4x2 block-grid, the MBPTC algorithm needs
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to be modified. We propose the Multiple Modified Bit Plane Truncation Coding
(Multi-MBPTC) algorithm to replace with MBPTC algorithm. In Figure 19, we divide
a 4x4 block into four 2x2-sized parts which are partitioned into eight bit planes in
advance. Multi-MBPTC algorithm searches the SPs in each part which is close to MSB
and the 2x2-based PCC algorithm compress each part which is close to LSB. The
coded format of data for Patterns Comparison and Multi-MBPTC Coding algorithm is
shown in Figure 20. Although the coding latency is lessened, the PSNR loss is also

enlarged to 8.95 dB.

Figure 19.Patterns Comparison and Multi-MBPTC Cading Algorithm

2 Bits 2 Bits 2 Bits 2 Bits 12 Bits 12 Bits 12 Bits 12 Bits
Vv SP of | SP of | SP of | SP of Pl of Pl of Pl of Pl of
er- 3|part A|Part B|Part C|Part D First Layer |Second Layer| Third Layer | Forth Layer

A
\ 4

Header Information
(HI Bits)

Figure 20: The Coded Format of Patterns Comparison and Multi-MBPTC Coding

Algorithm
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3.2.4 Reduced Patterns Comparison and Average Coding

In previous algorithms, we know that Multi-MBPTC algorithm can reduce the
coding latency and average coding can smooth the frames. However, to overuse
Multi-MBPTC algorithm will reduce visual quality. Therefore, we propose a 4x1-based
PCC algorithm which is combined with average coding, as called Reduced Patterns
Comparison Coding (RPCC) algorithm to improve previous disadvantages.

In practice, the higher the hit-rate is, thethigher PSNR we get. Additionally,
according to simulation result, it achieves higher hit rate in 4xd-based patterns as

shown in Figure 21. Thusjwe adopt 4x1-based patterns to modify the PCC algorithm.

Probability of 4x1-based Patterns

Error Rate
27%

Hit Rate
73%

O Hit Rate B Error Rate

Figure 21: Probability of 4x1-based Patterns
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As Figure 22, we partition 4x1 section with 4 bits into four 4x1 layers. According
to the threshold, RPCC algorithm will adopt left or right strategy. While we set the
threshold to level 2, RPCC algorithm compares layer 1 and layer 2 with eight
4x1-based patterns, as shown in Figure 23, at the same time. If there is no error in layer
1 and layer 2, RPCC algorithm will adopt left strategy to compress the 4x1 section.
Otherwise, RPCC algorithm will adopt right strategy. According to the simulation
result with different thresholds, while the right strategy is adopted, the right strategy is
often in worse case. We exploit this feature to_ improve the drawback in 4x1-based PCC

algorithm.

4x1 Section

4x1-based
Level 1 PCC 1x Average

4x1-based
Level 2 PCC 1x Average

4x1-based
Level 3 PCC 2X Average

4x1-based
Level 4 PCC 2X Average

Figure 22: Reduced Patterns Comparison Coding Algorithm
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Figure 23: Eight 4x1-based Patterns

The proposed algorithm is including Multi-MBPTC, RPCC and average coding

algorithm. As shown in Figure 24 2 block into eight bit planes which

gorithm compresses four
ections. Finally, we

ach 2x2 part

are coded by MBPTC algorith 0 deri " Then Rl

bit planes whic
compute the
with 2 bitsaThe at of dat OPOSE is she nFigure 25.
Strategy b e coded by

RPCC al . i educes F 98 dB 5 aintains

Figure 24: Reduced Pattern Comparison Coding Algorithm
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Figure 25: The Coded Format of Reduced Patterns. Comparison Coding Algorithm

3.2.5 Formula

We derive the formula (2) from the simulation result. It is about the PSNR loss of

4x1-based PCC algorithm. 1 is the number of 4x1 error bit plane. P, is the error rate

shown in Figure 21 and Pyis the ratio of error rate per position in each/4x1 bit plane as

described insTable 2. As,described in the previous section;-we can Setup the different

thresholds (Level 0~4).in 4x1-based PCC algorithm to get correspending weight (W;)

as described in Table 3. We can exploit the formula to_estimate for.the PSNR loss in

4x1-based PCC algorithm while the.previous-parameters are modified. Figure 26

shows the distribution of PSNR loss in all thresholds. It helps us to simplify the

improving procedure in the algorithm.

PSNR Loss (4x1-based PCC) =)’

4
=0

26
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Table 2: Ratio of Error Rate per Position in each 4x1 Bit Plane

Table 3: Weight Under: Different- Thresholds

Error Total
P, Rate Ratio

(%) (%)
Po 8.68 32.54
P, 4.65 17.43
P, 4.65 17.43
P; 8.70 32.60

W; | Level O | Level 1 | Level 2 | Level 3 | Level 4
Wo 0] 0] 0] 0] 0]
W, 240 112 48 16 0]
W, 720 224 48 0]
W3 720 112 0] 0]
W, 240 0] 0] o) 0]
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Distribution of PSNR Loss in 4x1-based PCC
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Figure 26: Distribution-of PSNR Loss in 4x1-based PCC Algorithm

3.3 Summary

In this section, we show all results and focus on-comparing the visual quality with
those above-mentioned algorithms. Table 4 shows the comparison‘results. Figure 27 is
the worst case and Figure 28.is the best case in different algorithms.

In Figure 27, there are many bright spots in the coded sequence of fully Patterns
Comparison Coding (PCC) algorithm. Although the value of PSNR is acceptable, the
visual quality is not enough to accept. Therefore, we employ average coding instead of
MBPTC to smooth the frames as shown in Figure 27. Even though it lessens the PSNR
loss and smoothes frames, we still cannot clearly to recognize the details in frames.
Multi-MBPTC algorithm provides a method in recognition of edge. Nevertheless, to
overuse the Multi-MBPTC algorithm will enlarge PSNR loss heavily. Thus, the

algorithm we proposed is to combine the advantages of these previous algorithms.
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With the respect of system, we adopt 4x2 block-grid to reduce coding latency further.
Fig. 27 shows the details of the proposed algorithm in frames which are clearer than

those previous methods.

Table 4: Comparison of Previous Algorithms

Algorithms PSNR Loss (dB)
[8] 13.63
[9] 16.46

Fully Patterns

Comparison Coding 8.18
Patterns Comparison 7 80
& Average Coding ’
Patterns Comparison 8.05

& Multi-BPTC Coding )
Proposed 5.98

29



11218 141516 17
% g

Proposed
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Proposed

Figure 28:Best Case in Different Algorithms
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Chapter 4
Proposed Architecture

In sections 4.1 and 4.2, the hardware design of the proposed embedded
compressor and de-compressor are introduced separately. The implementation and

verification are described in section 4.3.

4.1 Architecture of Encoder

The overall diagram of the proposed embedded compressor is shown in Figure 29

and we will introduce these blocks in the following sections.

4x2-Plane
Register |[(Component
Input 4x2 gggg
Pixels 7 l
————
/7
|_MBPTC
Start
Plane
y
RPCC Average
Cod tl 4x1 Cod tl ax1
ode 573 ode X
SP StrBai:zgy Section A for Section B for l:";Grt Zf ‘:,\;Grt gf
RPCC RPCC
2 Bits 2 Bits 12 Bits 12 Bits 2 Bits 2 Bits
l< o
I I
Header
Information
(HI Bits)

Figure 29: Overall Diagram of Embedded Compressor
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4.1.1 Architecture of Modified Bit Plane Truncated Coding Encoder

The hardware design of MBPTC is improved from original BPTC. It is a
combinational block to deal with 4x2 pixels to obtain Start Plane (SP) and 4x2-plane
component for each 4x2 array. In Figure 30, we employ three 8-input OR gates as
thresholds to control the value of SP. The bits of layer 1, 2 and 3 are used to be input of

8-input OR gate individually.

Figure 30: The Hardware Architecture of MBPTC

4.1.2 Architecture of the Reduced Patterns Comparison Coding

RCPP is a combinational block to deal with coded data by MBPTC. As shown in
Figure 31, SP selects four layers to be compressed and threshold is exploited to choose
the strategy to be adopted. The SP is produced by MBPTC and the threshold is defined

by users with different levels as described in Table 3. (Here we adopt Level 2)
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Figure 31: The Hardware Architecture of RPCC

4.1.3 Overall Encoder Design

The actual architecture of compressor design is shown in Figure 32. It takes one

cycle to deal with 4x2 block. Here each Macro Block takes 16 cycles to be encoded.

34



|
RPCC :

Y

Data |32-bit
Packing | Data

Average :

|< 1 Cycle >|

10

Block ] MBPTC
I

Y

and we will

7596

12 Bits 12 Bits 2 Bit 2 Bits

P

Coded 4x1 Coded 4x1
Section A for Section B for
RPCC RPCC

AVG. of | AVG. of
Part A | PartB

+V Y Y V+

Data Rearrange

!

4x2 Pixels
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4.2.1 Data Rearrange

Data unpacking is a simple reverse process of encoding. The less calculation
needed on decoder and the information is ready are the main dissimilarities and lead to
smaller gate count compared with encoder. Thus, decoder focuses on putting the data
on proper positions.

According to coded data formg acts the initial bit plane of decoding.

The continuous four layers a en placec corresponding pesitions depending on

strategy bits. Afte ntinuous two bit

planes after t

422 am:(
For providin

support high \

eeds to
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Figure 34. A 4 n, each Macro

Block takes 16 cycle

|
|
32-bit Data |

Segment
I
I

I
I
Data Rearrange —»:
I
I

}4 1 Cycle

Figure 34: Decoder Design
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4.3 Implementation and Verification

In this thesis, we propose a flexible algorithm to achieve good coding efficiency.
It reduces the usage of bandwidth and the required resource of hardware in the mobile
video devices is a critical topic and it suits to be integrated into any mobile video

decoder. We will introduce the Specifications of the proposed hardware design and

verification in the following sections.

4.3.1 Implementation

The specifications of -the~proposed.architecture are described in' Table 5. The
proposedarchitecture is synthesized with UMC 90-nm €MOS standard-cell-library and
operated _at ‘5, 100 and 150 MHz for  different specifications, respectively. For

compressor/decompressor,the gate counts are 1.8/1.3 K respectively and the latencies

are 1 cycle per MB.

Table 5: Specification of HardwareDesign

Specification

Synthesis UMC 90 nm
Process
Function Unit Compressor Decompressor
CIF @ 5 MHz
F::pz’::i HD 1080 AVC @ 100 MHz
quency HD 1080 / HD 720 SVC @ 150 MHz
Latency / MB 1 Cycle 1 Cycle
Gate Counts 1.8 K 1.3 K
HOT 228 uW 130 uW
Consumption
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4.3.2 Verification

Figure 35 shows the flow of verification. We utilize software and hardware to
verify the proposed algorithm. The patterns are created by software and applied as the
input of hardware designs. Then the software calculates the answer to be compared
with result of hardware and the result is stored in memory. Afterward the coded data is

accessed by software and hard < rom memory. We check the coded

data to confirm the result i
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The previous MHT work [4] costs 20K gate counts in dealing with a 1x8 pixels
array and previous DCT work [5] costs 30K gate counts in dealing with a 4x4 block
while the proposed architecture costs 3.1K gate counts in dealing with a 4x4 block.
The peak power consumption of proposed embedded codec @ 100 MHz is 358 uW.
Thus, the proposed algorithm not only gains 5.95 dB in quality loss but achieves an

area-efficient and power-aware hardware implementation.




Chapter 5
System Integration

In this chapter, we show the experimental results including the cycle analysis,

bandwidth and power consumption. In addition, we will discuss the problems occurred

during integration in detail

Figu d H.264
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bandwidth of syste
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Figure 36: Block Diagram.of the Video Decoder System

The embedded codec can‘be considered as aninterface between the chip and
external memory« The system interface for embedded codec is shown in Figure 37.
Because deblocking Filter/sends,out four-pixels-per cycle, the best processing latency
for each pipeline stage of embedded compressor is less or equal to four cycles to avoid
idle delay at the input of embedded compressor. In addition, the input bandwidth of
MC in original system is 4 pixels per cycle, thus the embedded decompressor outputs
four pixels per cycle at least. Due to the fixed compression ratio as 2, the address

converter is easy to implement.

42



Interface to Interface to

IP Block System Bus
Address form =
Deblocking Filter "

. 20: Address 29 .| Address
Mapping/Calculation | © | for SDRAM
Address for =
Motion Compensation "
Form 33 o Embedded 33 .| To

Deblocking Filter 7 - Decompressor 7 7| Bus

To 33 o Embedded P 33 From

Motion Compensation 7 ' Decompressor -7 Bus

43



Bus

Y

AHB Master / Slave Interface & SVC Arbiter

: :

Embedded Embedded
Decompressor Compressor

and all of
them ai ‘ most of

performance fication from

system level. iti ) G s ad/write
accesses on with the

complicated pra functions to

simulate a complete sys

n and the user-defined means us

44



ARM
Processor
Family

45



Embedded Embedded
Decompressor Compressor

Motion De-blocking
Compensation Filter

): Co!plete Block Diagram for CoWar

Figure 41 shows the b liag re ‘ 2m in practice. SI2 H.264
video decoder employs single bus/memory. The external memory is adopted 128Mb
Mobile LPSDR: MT48H4M32LFB5-6 [17] produced by Micron and the bus protocol

exploited AMBA 2.0 with 32bits width.
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Figure.41..Block Diagram in.CoWare System

We adopt CoWare to verify our design.as shown in Figure 42 and Figure 43

shows the data access trace.

cddence

» % haddr_buf[7:0]
= hbursf2:0]
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Figure 42: Embedded Compressor Waveform over CoWare System
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521 Write

are easy
to be analyzed nal system.

The redu

The required read access aresmuch more complex. MC requests data
which is based on Motion Vector ’ eof x and y in MV (x, y) are
classified into three categories: align, not align and sub-pixel.

(1) Align: the value is quadruple. It fits with a 4x4 coded block-grid.

(2) Not Align: the value is not quadruple but is an integer. It may span two 4x4

block-grids due to needed four pixels.

(3) Sub-pixel: the value is not integer and accurate at 1/2 or 1/4. It needs nine

pixels to be interpolated into four pixels.

48



As we discussed in the previous chapters, embedded compressor confronts

overhead problems and the overhead ratio connects to the coding unit directly. Because

the block-grid of our system is 4x1 block-based not pixel-based, the overhead

problems can be simplified and analyzed as described in Table 6 and we will simply

introduce two cases: the worst case and the best case.

Table 6: All Cases of Read Access.Required by MC with/without EC

Access Cycles

Access Cycles

for for Reduction of Probability
Case of MV (x, y) . Access Cycles |of Each case
System System With Without EC ( % ) (%)
Without EC | proposed EC
( Align, Align ) 4 2 50 33
( Align , Not Align ) 4 2/3 50/ 25 0.4
( Align , Sub ) 9 5 44.4 5.1
( Not Align , Align ) 8 4 50 4.5
( Not Align , Not Align ) 8 4/6 50/ 25 0.4
( Not Align, Sub ) 18 10 44.4 5.4
( Sub, Align) 12 6 50 23.5
( Sub, Not Align) 12 6/9 50/ 25 1.81
(Sub, Sub) 27 15 44.4 25.8
AVG. 13.2 6.8 ~ 6.9 49.1 ~ 48.3

The worst condition is the sub-pixel case as shown in'Figure 44. Both x and y are

not integers in MV (X, y). The 4x4 block in worst case needs a 9x9 block to complete

the motion compensation. While original system needs 27 cycles to deal with this case,

embedded compressor takes 15 cycles to do that.
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Pixel 1x1

Block 4x4

Target of MC 4x4

& Required Data 9x9

% Original Data Fetch 4x1

EC Data Fetch 4x2

Figure 44: Worst Case on Fetching

We show the best case.in.Figure 45. If the required 4x4 blocks of MC are aligned
with the coded 4x4 blocks, original system with/without embedded compressor needs

2/4 cycles to deal with the case.

EC Data Fetch 4x2

 Pixel o
Block i
Target of MC 4x4

=  Required Data ax4

i~ original pata Fetch 4x1

e

Figure 45: Best Case on Fetching
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There are three special cases including (Align, Not Align), (Not Align, Not Align)
and (Sub, Not Align). In Figure 46, we explain one of these special cases as an
example. If required data of MC is not fit for 4x2 block-grids as the proposed

algorithm adopts, it may increase an extra access.

Pixel 1x1 Required Data
Original Data
Block Fetch 4x1
Target 4 etch 4x2
| |
Figu of Special C lign)

The probabilities of each case are obtained from simulation on four sequences
(Akiyo, Foreman, Stefan and Mobile Calendar) which are formed by GOP 30, three
hundred frames each. According to the probabilities, the average reduction rate on read

accesses is 50% of original accesses.

5.3 Processing Cycle Analysis
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There is a main restriction in this original system that we do not respect to modify
the data input mechanism of MC. Under this constraint, we need to insert a register
between MC and embedded decompressor. Because this solution will increase latency,

we must recalculate the processing cycles as described in (3).

Processing Time for MC with EC =

Delay for EC Decoder + Processing Time for MC without EC )

We can derive the'new. processing cycles for.all cases from (3) as described in
Table 7. MC withEC areimuch less than 25 cycles excluding.the (sub, sub) case. The
average processing cycles for MC with EC are 17.4 cycles. Although<the (sub, sub)
case moresthan 25 cycles,-there-are available.cycles from_other modes.«Thus, the

proposed EC can be embedded into original system in practice.

Table 7: All cases of Processing Cycle Analysis for. Embedded Compressor

. Delay for Redu_cti(;n Proclessfing Proclessfing Probability
Cre @kt 3,17 oliuBToc?(rs Dour 22 Dell:;a;/tlf(())ro our I\/(I:g (\:N(?'fhgl:t M%/\(jv(ieti gtrjr @ [EEn G2
ecoder EC (%) EC EC (%0)
( Align , Align) 1 2 50 4 6 33
( Align , Not Align ) 2 2 60 4 6 0.4
(Align , Sub) 3 3 40 9 12 51
( Not Align , Align ) 2 3 40 8 11 4.5
( Not Align , Not Align ) 4 4 42.9 8 12 0.4
( Not Align , Sub ) 6 6 14.3 18 24 54
(Sub, Align) 3 3 50 12 15 23.5
(Sub, Not Align ) 6 6 33.3 12 18 1.81
(Sub, Sub) 9 8 11.1 27 35 25.8
AVG. 4.1 4.2 31.1 13.2 17.4

5.3.1 Ratio of Access Reduction

The access ratio is defined as (4). According to the simulation result, the ratio of
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read accesses with/without EC is 51.7%, and the ratio of write accesses with/without
EC is fixed as 50%. In addition, the average ratio of read/ write accesses is about 3.51.

Thus, the overall ratio of access (with/ without EC) is recalculated as (5).

Mem_ Read EC + Mem _ Write EC

Access Ratio = : . . 4)
Mem _Read_Ori. + Mem_ Write _ Ori.
overall Access Ratio = 0.517 x ( Mem_Read_Orl_. ) + 0.5x( Mem_erte_Orl. )
Mem 'Read | Ori. + Mem _ Write _Ori. (5)
_ 0817 %x(851) +05x (1) 4o
351 + 1
Thus, the reduction ratio"on"memory accesses is shown in (6).
Average Reduction Ratio =1 - Overall Access Ratio ©)

=1 - 0.513=48.7 %

The average reduction ratio is‘about 48.7%.

5.3.2 Simulation Result'on Power Consumption

We adopt the system-power. calculator as [16] as<power model of external
memory and set the parameter according to [17]." The" utilization of memory is
simulated on CIF @ 4.8 MHz, HD 1080 / AVC @ 100 MHz and HD 1080 + HD 720/
SVC @ 150 MHz. We show the results in Figure 47, Figure 48 and Figure 49
respectively. There are core power of H.264 decoder, SDRAM background power and
SDRAM access power (read/write) which are operated at different frequencies.
Although the EC operated at 5 MHz, 100 MHz and 150 MHz consumes 0.0116 uW,
0.238uW and 0.358 uW respectively, it reduces power of each for 1 mW @ CIF (37 %),

16.15 mW @ HD 1080 / AVC (28.4 %) and 32.8 mW @ HD 1080 + HD 720 / SVC
53



(38.4 %). It is very obvious that the average available cycles for a 4x4 block on these
video formats are the same. In addition, the access ratio on read/write is slightly
different due to different test sequences. Thus, the amount of reduced power is almost

proportional to the frame size.

Power Distribution @ 4.8 MHz ( CIF)

Power_Ori._System Power_EC_System

O Power_SDRAM_R/W B Power_EC

L _icusy
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Power Distribution @ 100 MHz ( HD 1080 /7 AVC)

Power_Ori._System Power_EC_System

O Power_SDRAM_R/W B Power_EC

r)

Power Distribution @ 150 MHz ( HD 1080 + HD 720 )

Power_Ori._System Power_EC_System

O Power_SDRAM_R/W B Power_EC

Figure 49: Power Analysis on HD 1080 + HD 720/SVC @ 150 MHz
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Chapter 6
Conclusion and Future Works

6.1 Conclusion

In this thesis, we have proposed‘a flexible algorithm whose compression ratio is
fixed as 2. This“coding efficiency suits for any mobile video.device. With these
advantages of the proposed-EC_engine, we can lessen the size of external memory and
bandwidthswtilization to achieve' the goal of power saving. Due to-the fixed
Compression; Ratio, the proposed function is easy to be integrated with an H.264
system. The proposed architecture Is synthesized with 90-nm CMOS standard-cell
library and the gate counts «of _the proposed . algorithm for wembedded
compressor/decompressor. are 1.8K/3.1K respectively. The average PSNR loss of
proposed algorithm. is, 5.98 dB: The working frequencies are 5 (CIF), 100 (HD 720)
and 150 (HD 1080 + HD720) MHz depending on different-operation modes. The
proposed algorithm compresses a.IMB takes 16 cycles while to. decompress a MB takes
only 16 cycles. It saves 48.7% of memory accesses on the average, leading to save

considerable power consumption.
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6.2 Future Work

The main objective is improving coding efficiency because reducing quality loss
is the only way to improve error propagation. Thus, we proposed two improving
directions of coding efficiency.

First, we combine the 4x1-based Patterns Comparison Coding (PCC) and average

coding into the proposed Reduced Patte omparison Coding (RPCC) method. With
the adopted threshold, although average codinge / SO e worse cases of PCC
methods in visua e can develop a
more efficie edded methods
which can be.mo

Second part i d algorit s 4x1-based PCC
and avers: cording
to simulation re nes. Thus,
we can i ent patterns for

PCC.
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