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Abstract

IEEE 802.16e is a recently proposed standard for high speed wireless
transmission. Orthogonal Frequency Division Multiplexing (OFDM) and
Multiple-input Multiple-output (MIMO) technical is adopted in 802.16e. OFDM is a
kind of multi-carrier modulation and data are divided into several differential and
orthogonal subcarriers. MIMO is a kind of transmission way with multiple
transmitting antennas and multiple receiving antennas. In this thesis, we focus on
sampling clock offset (SCO) of 802.16e and build a simulation platform using C
language. This platform contains carrier frequency synchronization, timing
synchronization and frequency domain channel estimation, and we simulate SCO
effect on this platform. We propose two kinds of model to illustrate SCO effects
proposes three architectures to compensate SCO on OFDM and MIMO system.
Finally, we propose a memory-efficiency architecture for sampling clock offset
compensation. This architecture reduces the usage of memory by 85 %. This
architecture can perfectly compensate SCO effect when SCO value is below 20 ppm,
and make the BER less than 0.01 when SCO value is 40 ppm. However, without
compensation, under 20 and 40 ppm SCO, the BER is 0.15 and 0.36 respectively.
Thus, the proposed memory-efficiency architecture for sampling clock offset

compensation improves the BER of the system significantly.
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Chapter 1

Introduction

1.1 Overview of Wireless Systems and 802.16e

Wireless communication systems are prevailing everywhere recently and their
function extends from basic voice services to advanced picture, video, and data
service. Thus, the requirement of high speed wireless transmission is growing quickly.

IEEE 802.16 Working Group is for Broadband Wireless Access (BWA)
established in 1998, which is responsible to the development of IEEE 802.16 standard.
The original 802.16 standard was completed in December 2001 [1]. It was based on
the fixed light-of-sight (LOS) operation in the 10 GHz-66 GHz range. In the physical
layer (PHY), only single carrier modulation is supported. IEEE 802.16a [1] standard
is an amendment to 802.16 in 2003. It provides the capacities of point-to-multipoint
connection and non-line-of-sight (NLOS) transmission in the 2GHz-11GHz frequency
band. Three modulation schemes of PHY are supported: SC, Orthogonal Frequency
Division Multiplexing (OFDM), and Orthogonal Frequency Division Multiple Access
(OFDMA).

IEEE 802.16-2004, also known as IEEE 802.16d, is only for fixed broadband
wireless and has upgraded to all prior versions in June 2004 [1]. An industry
consortium, the Worldwide Interoperability for Microwave Access (WiMAX) adopted
IEEE 802.16-2004 as the first solution of fixed applications. IEEE 802.16e-2005 [2]
amends 802.16-2004 to add mobility support. It enables mobile speed up to 120km/h,
but also be backward compatible to support the fixed mode in 802.16-2004. Operation

in mobile mode is limited to the licensed bands between 2GHz-6GHz, on the other



hand, operation in fixed mode is limited to 2GHz-11GHz. IEEE 802.16e-2005 is
usually referred to as mobile WiMAX. In this thesis, we will focus on this standard.

OFDM attracts much attention in that it can combat frequency-selective fading
channels, which is a severe challenge especially in wideband system. Another popular
way to improve transmission ability is using multiple antennas, which are now widely
termed as the multiple inputs and multiple outputs (MIMO) system. Space-time block
codes (STBC) [6] is one of the types which MIMO systems may be implemented to
provide spatial diversity and thus improve power efficiency.

In OFDM and MIMO transmission systems, there are several steps to
reconstruct signals in a receiver. In the digital domain, the first step will be
synchronization, which means to extract the signal timing information so that a
receiver can get the correct signal. The second step will be channel estimation and
compensation to recover the distortion from the channel between a transmitter and a
receiver. The third step will be de-mapping which is used to recognize the point in
constellation. In synchronization, sampling clock offset (SCO) caused by the different
sampling rate between a transmitter and a receiver, has a significant effect on the bit
error rate (BER).

802.16e supports MIMO, STBC and OFDM and these features make the system
increase the data rate and more spatial diversity in channels. However, on the other
hand, the system is more complicated, and is more difficult to analyze the received
data in digital domain. In wireless mobile systems, the challenge will be that the
channel in a varying environment will fade, making SCO very difficult to estimate.

This thesis is mainly to demonstrate the synchronization of OFDM and MIMO
systems, and analyzes SCO effect in a MIMO OFDM system. Then, a new scheme to

compensate SCO in 802.16e system will be proposed.




1.2 Motivation of SCO Compensation

The inaccuracy in oscillator may make the sampling frequency higher or lower
in receiver than in the transmitter. Moreover, the specification of 802.16¢ is for high
mobility. For a high mobile system, Doppler effect, which means the relation between
a moving receiver and a moving transmitter will plays an important role. Doppler
effects have the following consequence: not only the change of frequency but also the
fade of multi-path channel. Moreover, both of these effects will change the sampling
rate that we expected and introduce SCO. Therefore, SCO shall be carefully analyzed
and find a way to reduce the effect by reasonable hardware architecture with less
complicated design.

The effect of SCO is coupled with other effects such as channel noise, phase
noise, etc. For the convenience of analysis, we separate the SCO effect into 2 parts —
sampling timing difference in a symbol (STDS), which causes inter-channel
interference (ICI) and fractional symbol timing offset (FSTO), which causes phase
rotation. Both of these effects will be illustrated in Chapter 2. The way to compensate
SCO can be either using analog circuit or using digital circuit, and Chapter 3 will
discuss the proposed scheme in detail. In our design, we choose the compensation in
digital circuit to reduce the cost of an accurate voltage control oscillator (VCO).

In this thesis, we propose two kinds of SCO estimation and compensation
architecture: one is compensated in time domain, and the other one is compensated in
frequency domain. The ideal time domain compensation can eliminate ICI effect and
phase rotation, whereas the ideal frequency domain compensation can only eliminate
the effect of phase rotation. The ICI effect and phase rotation effect caused by SCO
will be introduced in Chapter 2. In Chapter 3, we will find that the effect of phase

rotation is much more important than the effect of ICI, so the effects of the two



compensation ways are almost the same. However, the hardware cost of time domain
compensation is much more than that of frequency domain compensation. These two
ways of compensation will be discussed detailed in Chapter 4. Further more, the way
to compensate in frequency domain can be simplified to reduce the usage of memory.
Thus, the hardware to compensate in frequency domain can be reduced to a very
small architecture. All algorithms in frequency domain compensation need to compute
absolute value and trigonometric functions. We use flexible architecture like
Coordinate Rotation Digital Computer (CORDIC) to make hardware more reusable. A
CORDIC-based rotator reduces the complex multiplier (four multipliers and two
adders) by a conversational rotator. However, the realization in CORDIC may makes
the loss of precision due to finite word length effect, and it can be compensated by a

method that will be introduced in Chapter 4.

1.3 Thesis Organization

The rest of this thesis is organized as follows. In Chapter 2, the principles of
OFDM will be introduced. The MIMO system in 802.16e and SCO effects will be
introduced in Chapter2. In Chapter 3, SCO effects will be well analyzed and the way
of estimating and compensating SCO will be illustrated. The architecture and

hardware design is discussed in Chapter 4. Finally, Chapter 5 is our conclusions.



Chapter 2
Principles of MIMO OFDM and
SCO Effects

2.1 Principles of OFDM

2.1.1 OFDM Technology Overview

OFDM used in 802.16e will be briefly introduced in this section. OFDM is based
on the idea of frequency division multiplexing (FDM). The concept of using parallel
data transmission was published in the mid 60s [8]. In FDM, the total frequency
bandwidth is divided into N non-overlapping sub-channels which are modulated with
a separate symbol. In order to prevent from the adjacent channel interference,
frequency spacing is allocated between sub-channels. However, this is inefficient to
use the spectrum. In OFDM, the total frequency bandwidth is divided into N
overlapping sub-channels which are mutual orthogonal. The orthogonality allows
simultaneous transmission of a lot of subcarriers without interference from each other.

The sub-channels in FDM and OFDM are shown in Fig. 2.1.

ATATATATATATATA
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Fig. 2.1 Sub-channels and bandwidth in (a) FDM (b)OFDM



2.1.2 OFDM Specifications in 802.16e

In 802.16¢ standard, lots of different frequency sinusoidal wave with finite
length will be stacked up in time domain as shown in Fig. 2.2. On the other hand, the
wave in frequency domain will be stacked up with lots of Sinc wave, since the length
is finite making the corresponding wave in frequency domain become a Sinc function.
DC gain will be zero as shown in Fig. 2.3, because there is no DC component in time
domain. In order to keep the orthogonality in frequency domain, the frequency of
higher frequency sinusoidal wave will be a multiple of that of the lowest sinusoidal

wave.

Fig. 2.2 Time domain representation of OFDM

Y
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Fig. 2.3 Frequency domain representation of OFDM
In 802.16e standard [6], there are several processing units specified in the PHY

layer of OFDMA. They include one-dimension domain units and two-dimension



domain units because of data allocated on both time and frequency. An essential
OFDMA symbol is based on the format of OFDM symbol and the most basic unit is
“subcarrier”. The “subcarrier” is the one-dimension unit and consists of three types as
shown in Fig. 2.4 and Fig. 2.5:

1. Data subcarriers: for carrying data.

2. Pilot subcarriers: for the purpose of channel estimation, channel tracking and
synchronization.

3. Null subcarriers: no power is allocated to the DC subcarrier and guard
subcarriers. The frequency of DC subcarrier is equal to RF, and this will
induce the local oscillator re-radiation effect such that this subcarrier is not
suitable to carry data. The reason for guard band is to reduce the interference

between adjacent channels.

P B D

-420~-1 1~420

Fig. 2.4. Data subcarriers in 802.16e

Pilot subcarriers Data subcarriers

AT T L

Channel
Guard band Guard band

Fig. 2.5 Subcarriers in 802.16e
A set of subcarriers in frequency domain are grouped as a ‘“‘subchannel”.
Two-dimension units from large number of subcarrier to small number of subcarrier
are “frame”, “sub-frame”, “zone”, “segment”, “burst”, “slot” and “cluster”. Brief
definitions are described as follows respectively and the relationship between these

units is shown in Fig. 2.6:




subchannel logical number

E+L

Frame: It is an essential packet format of transmitted data sequence.
Sub-frame: It is a component to make up a frame and is identified as
downlink and uplink.

Zone: A zone is the region of contiguous OFDMA symbols with the same
data allocation method. It is allowed to have different zones in a sub-frame.
Segment: It is a subdivision of the set of subchannels for certain particular
allocation zone. The content of the Medium Access Control (MAC) layer is
the same in a segment.

Burst: It is a region which includes the contiguous subchannel and OFDMA
symbol to transmit the broadcast or unique data for corresponding users.
Slot: It is the minimum possible data allocation unit and described in both
time and subchannel dimension. It contains 48 data subcarriers for all
subchannelization schemes, but their arrangement is different in different
schemes

Cluster: It contains 14 adjacent subcarriers over 2 contiguous symbols with 4

pilot subcarriers in partial usage of subcarriers (PUSC) permutation scheme.
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Fig. 2.6 Frame structure[2]




Table 2.1 shows the adopted specification of 802.16e. We choose the FFT size
1024 and QPSK mode for our system. Thus we follow the specification of 802.16e
with FFT size 1024. In the specification, there are 1024 subcarriers in a symbol. In
1024 subcarriers, there are 720 subcarriers for data, 120 for pilots, and 184 for guard
band. The guard time for a symbol is 11.4 us, and useful symbol time is 91.4 us. Thus
symbol duration is about 102.9 us. Each subcarrier requires 10.94 kHz bandwidth, and
total system requires 10MHz bandwidth.

Table 2.1 Adopted 802.16e system specifications

Parameters Deriving formulas

FFT size (NFFT)
System channel bandwidth (B)

Sampling factor (n) n=28/25 if B is a multiple
of 1.25 1.5 2 2.75MHz
n=8/7 for the other cases
Sampling frequency (F;) floor(n- BW/8000)x8000 | 11.2 MHz
Subcarrier spacing (Af) Fs/ Nrpr 10.94 kHz
Useful symbol time (Ty) |7ANS 91.4 us
Guard time (Ty) G-Ty 11.4 us
OFDMA symbol duration (Ts) Ty +T, 102.9 us
Frame duration (TF) 5 ms
Number of OFDMA symbols (N) floor(Tg/Ts) 48

DL Number of null subcarriers (N,) 184

PUSC | Number of clusters (N.) (Nrpr-Ny)/14 60
Number of subchannels (Ng) N2 30
Number of pilot subcarriers (Np,) | Ncx2 120
Number of data subcarriers (Ng) | Nex12 720
Modulation mode QPSK
Raw data rate 13.6 Mbps
Coding rate 3/4 CC
Peak data rate * Ngx2x3/4x(N-2)x1/ T 9.93 Mbps

* Assuming 46 data OFDMA symbol in a frame



2.2 Principles of MIMO

2.2.1 Concepts of MIMO

The technology of MIMO is supported in WMAN, which provides several
benefits as described below:
1. Increase the system reliability.
2. Increase the achievable data rate and enhance system capacity.
3. Increase the coverage area.
4. Decrease the required transmitting power.

For different application purposes, different MIMO schemes are adopted such as
beamforming, spatial multiplexing and space-time code since these schemes usually
conflict with one another. For example, increasing the data rate will decrease the
reliability or increase the transmitted power.

1. Beamforming:

When multiple antennas are used in the closed-loop mode, the transmitter will
know the channel state information. Thus, the interference caused from directional
noise signals can be reduced by the technology of adaptive antenna systems,
beamforming. A beamformer is similar to the spatial filter, which adjusts the strength
of the transmitted and received signals based on direction as shown in Fig. 2.7. Two
principles of beamforming, direction of arrival (DOA) based and eigenvalue

beamforming based are generally used.

10
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Fig. 2.7 Concepts of MIMO
2. Spatial multiplexing:

Spatial multiplexing is a technique to increase the throughput rate by using
multiple antennas at both ends. The transmitted data stream is divided into N,
independent sub-streams. Multiple sub-streams are parallel transmitted through
multiple antennas. If these data sub-streams can be separated successfully in the
receiver, the data rate and system capacity will be higher than single antenna system.

3. Transmit diversity:

Transmit spatial diversity means that the transmitted signals can pass through
different transmit antenna to overcome the deep fading channel. The transmit
diversity is attractive for subscriber stations, because the cost of multiple antennas is
on the transmitter. The space time block code (STBC), a transmit diversity technique,
proposed by Alamouti in 1998 [6] is supported in WMAN. The case of 2*1 antenna

system is described in Section 2.2.2 and is realized in our system.

2.2.2 STBC for MIMO

In the case of 2*1 antenna system, S; and S are two consecutive symbols, and
S, and S, mean complex conjugate of S; and S,. A, is the channel response of antenna
0 to Rx, and 4, 1s the channel response of antenna 1 to Rx. The receiver will receive

data h;S;+ hyS, for the first time slot, and -4 1S+ hy S;” for the second slot. The

11



relation between transmitter and receiver is shown in Fig 2.8. The matrix in Fig. 2.8 is
orthogonal in nature.

AntennaO{Sl —S;} ] \hlA

Antenna 1| S, §,

g
S, S
- 5 ) STBC hy t Receiver
Time Encoder i/

S, -8

Fig. 2.8 Transmit diversity

2.2.3 Symbol Representation of STBC and Effects in 802.16e

In 802.16e, pilots play an important role for detection, such as symbol boundary,
channel estimation, and SCO. However, the pilot representation in 802.16¢ has
predefined rules, and by using STBC, the consequence will be more complicated.

The pilots in subcarriers are shown in Fig. 2.9, and the location of the pilots
repeats every four symbols. In each symbol, the pilot location repeats every fourteen
subcarriers, and different antennas and time slots make the location of the pilots
different in four consecutive symbols as shown in Fig. 2.10. For example, antenna 0
transmits pilots in the (9+147) subcarriers in the first symbol time; in the (5+14i)
subcarriers in the second symbol time; in the (13+14i) subcarriers in the third symbol
time; in the (1+144) subcarriers in the forth symbol time. Antenna 1 transmits pilots in
the (5+14i) subcarriers in the first symbol time; in the (9+14i) subcarriers in the
second symbol time; in the (1+14i) subcarriers in the third symbol time; in the
(13+14i) subcarriers in the forth symbol time. The receiver will receive signals which
are the sum of antenna 0 and antenna 1. Therefore, the pilots in the receiver will be in
the (5+14i) and the (9+14i) subcarriers in both of the first and the second symbol time;
in the (1+14i) and the (13+14i) subcarriers in both of the third and the forth symbol

time. This arrangement makes an important decision in the estimation for SCO, which
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will be introduced in Section 2.3.6 and Section 3.3.

®@ OO OOOOOOOOO@G O  symbls
©O O 0000000000 @O  symblk

Time
OO 00 @0 0O000 0000 O  symblk
CHONCRON NONCGHON NONOCHORON® Symbol 4k
> Subcarrier
() Datasubcarrier
. Pilot subcarrier from antenna 0
O Pilot subcarrier from antenna |
Fig. 2.9 Pilots in MIMO 802.16e
Symbol 4% Symbol 44+1 Symbol 4k+2 Symbol 44+3
antenna 0 (h0) So -Si S: -Ss
pilot: 5+14i pilot: 9+14i pilot: 1+14/ pilot: 13+14i
antenna 1 (k1) S So S; S
pilot: 9+14i pilot: 5+14i pilot: 13+14 pilot: 1+14i
rx_signal SotS; S, +8y" Sr+Ss -S5+Ss"

Fig. 2.10 Format of STBC in 802.16¢

2.3 Sampling Clock Offset (SCO) Effects

2.3.1 Synchronization in 802.16e

The synchronization in 802.16e mainly compensates the effect of symbol timing
offset (STO) and carrier frequency offset (CFO) [5][6]. The following algorithm of
estimation and compensation of SCO will use the concept of compensation of STO.

The effect of symbol timing offset is introduced in Section 2.3.4.

2.3.2 Introduction of SCO

The effects of SCO is caused by the difference of transmitter sampling rate and

13



receiver sampling rate, as shown in Fig. 2.11. This means the sampled data will be
different between the transmitter and the receiver. In a system, with large SCO, there
will be lots of errors in the received data. The way to estimate SCO and compensate

SCO will become an important issue.

time domain data

R R

Tx sample rate

¢ Rx sample rate

Fig. 2.11 The effect of different sample rate

2.3.3 SCO Effects on ICI and Phase Rotation in Frequency Domain

In fact, the effects of SCO are complicated to describe in frequency domain. For
the convenience of analysis, we divide the SCO effects into two parts as shown in Fig.
2.12:

1. Fractional symbol timing offset (FSTO) cause phase rotation in frequency

domain.

2. Sampling timing difference in a symbol (STDS) cause inter-channel

interference (ICI) in frequency domain.
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Fig. 2.12 Separations of SCO effects

In Fig. 2.13, we separate a general SCO effect in time domain as shown in Fig.
2.13(d), into the timing offset of the first sample time (Fig. 2.13(b)) and the difference
of sampling rate while the first sampling time is the same (Fig. 2.13(c)) between Tx
and Rx. The timing offset of the first sample in time domain for each symbol will
cause FSTO. Since SCO will cause the difference of the sampling point in time
domain, the timing offset of the first symbol and the second symbol will be different.

This difference can be accumulated by the accumulation of SCO. The difference of

sampling rate while the first sampling is the same will cause ICI.

Time domain

T
IR

0 1 O O O

combination of FSTO and STDS

|
AR EERA T

The difference between different sampling rate

Fig. 2.13 FSTO and STDS illustration
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In Eqn. (2.1), x; is the first symbol from Tx, x; is the second symbol from Tx, x;
is the third symbol from Tx, x;’ is the first symbol after sampling in Rx , x,’ is the first
symbol after sampling in Rx , x;3’ is the first symbol after sampling in Rx , n is the
sample index in time domain, € is FSTO,® is SCO, and N is the number of
subcarriers with guard interval, Eqn. (2.2) shows that the accumulation of & will

become the change of £.

x,(n)=x(nT)

x,(n) = x((N +n)T)

x,(n) =x(2N +n)T)

x'(m)=x'nT)=x&T +n(1+OT)=&ET + T +nT)

x,'(n)=x"(N+n)T)=x(NT +&T +n(1+OT) = x&t + N1+OT + n(1+ST)
=xgt+(N+ndDT+(N+n)T)

X' (n)=x'(N*2+n)T)=xQCNT +&T + n(1+O)T) = xEt +2N(1+OT + n(1+)T)
=xgt+Q2N+nDT+(2N+n)T)

where £ =5+N> and & =g +2NO (2.1)

2.3.4 The lllustration of ICI Caused by SCO Effect

ICI occurs when the first sample is correct but other samples are incorrect. This
means ICI effect only affected by STDS & as shown in Fig. 2.13(c).

In order to figure out this phenomenon and effect, we use a simple example as
shown in Fig. 2.14 to illustrate how the sinusoidal wave behaves when sampling
frequency change. In fact, OFDM system is the sum of different frequency and phase
sinusoidal wave as shown in Fig. 2.2. The example shown in Fig. 2.14 can be easily
extended to multiple carrier case as that in OFDM system. In Fig. 2.14, we can see
that, if a multiple of sampling frequency change in continuous time domain, it can be
thought as the boundary is changed so that there are more or less waves of the origin
signal in the region. That is, the original sinusoidal wave becomes faster or slower in

the region, and all different frequency sinusoidal wave will become faster or slower
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by the factor of change of sampling rate, since the change of waves follows this rate.
So it will become a change of location change in frequency domain, and the change is
the same as the change of sampling frequency. This means we can think it as the

expansion or shrink by the multiplication in frequency domain as shown in Fig. 2.15.
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Fig. 2.14 Frequency change illustration

origin
» frequency domain
with sampling frequency
change
» frequency domain

Fig. 2.15 Expansion or shrink in frequency domain
In our system the data are in the discrete domain. In order to figure out the

relationship between digital domain and analog domain, the relations between Fourier
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Transform and Fast Fourier Transform shall be mentioned. The relationship is shown

in Fig. 2.16 [7].
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Fig. 2.16 Time and frequency domain relationship

In baseband, we represent the signal in x(n) or X(k). In conventional digital
signal process, we can transform from time domain signal x(n) to frequency domain
signal X(k) by Discrete Fourier Transform (DFT) and transform from frequency
domain signal X(k) to frequency domain signal x(n) by inverse Discrete Fourier
Transform (IDFT). If we need to resample a signal in discrete frequency domain, the
basic idea to resample is to transform signal to time domain x(n), reconstruct it to
analog domain x(?), resample it to digital time domain x’(n), and then transform it to

frequency domain X’(k). However, the computation will become very large, if we
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need to simplify and show the process just in frequency domain, we just follow the
processes in frequency domain corresponding to those in time domain. In time
domain, copying multiple finite length data to infinite length data corresponds to
using Sinc function to reconstruct in each tone of digital data in frequency domain.
Making digital infinite length data becoming analog data in time domain corresponds
to making the data in frequency domain periodically.

From the relationship discussed above, we know to explain the signal behavior in
frequency domain and it just need 3 steps:

1. Use Sinc function to reconstruct continuous signal.

2. Make it periodically in frequency domain to expand from finite length to

infinite length.
3. Resample it by the new sampling rate for the wanted length.

Fig. 2.17 shows a general condition of resampling in frequency domain.

OO

with SCO

consider the aliasing effect

Frequency Domain

aliasing

LT

" » Frequency Domain
resampling rate

.

»  Frequency Domain

with SCO

Fig. 2.17 ICI effect illustration
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From Fig. 2.17, we know there will be aliasing on the higher frequency. However,
in 802.16e the guard bands on higher frequency are all 0. So this effect can be
neglected. So the effect is that the variant of sampling rate breaks the orthogonality in

frequency domain. This causes ICI effect.

2.3.5 The Relationship between SCO and Symbol Boundary

In order to introduce the symbol boundary synchronization algorithm, the effect
of symbol timing offset is derived in advance. STO means the estimated symbol
boundary does not locate on the accurate location. It consists of two possible cases,
earlier or later than the actual boundary index. If the estimated boundary is earlier
than the ideal index but not locates at the channel response region, it means we choose
the data in cyclic prefix (CP), which is the copy of final symbol data (Fig. 2.18); it
induces the constellation of signals to rotate in the frequency domain, but can be
compensated by channel estimation. On the other hand, the later case means we
choose the data in the next symbol, and that means the irrelevant data is introduced,
so the data is irrecoverable. In order to describe the earlier case, the received signal
with this timing offset in mathematics is derived in Eqn. (2.2), where k is the
subcarriers index, n is the sample index in time domain, and N, is the number of

subcarriers in an OFDM symbol. If symbol timing offset is & then we have

X(k)=X(k) €™ which means the phase rotation is proportional to subcarrier

index k.
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Another way to illustrate this phenomenon is by graph. In Fig. 2.19, we can see
if the symbol boundary shifts the start phase of waves will be changed with a ratio of
the wave frequency. This is a key point that the phase will rotate in frequency domain
with a ratio of the frequency as shown in Fig. 2.20. That is when the frequency of
sinusoidal wave higher the same length of boundary offset will insert more waves in

that length. So the phase change will be larger.
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2.3.6 Phase Rotation Caused by SCO

For SCO, the FSTO part, which can be accumulated due to SCO, means the
difference of boundary that shown Fig. 2.21. The main difference between FSTO and
ISTO is the boundary offset is a fractional or an integer of sample rate The ISTO
effect will makes the received data rotate in constellation, and the FSTO will make the

phase rotate.

ae DATA
Integer symbol timing offset CP DATA
| (ISTO)
Ng Nsc

| |
| |
| | N
|CP DATA |
[ [
| |

Fraction symbol timing offset
(FSTO)
Fig. 2.21 Symbol timing relationship
This conclusion makes an important role on detecting SCO. Since FSTO will
change by the accumulation of SCO. SCO value can be generated by the difference of
phase rotation in two consecutive symbols in the system. The best way to detect the
difference may be from the fixed value data such as pilots. In next section (Section

2.3.6), the challenge using pilots in 802.16e MIMO system will be discussed.

2.3.7 Challenge on a MIMO System

In 802.16e, pilot locations repeat every four consecutive symbols. In four
consecutive symbols, pilot location differs from the next symbol as shown in Fig. 2.22.
For example, pilot in antenna 0 arise in the (9+14i) subcarriers for first symbol, but

arise in the (5+14i) subcarriers for the second symbol, in the (13+14i) subcarriers for
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third symbol, in the (1+14i) subcarriers for fourth symbol. On the other hand, pilots in
antenna 1 arise in other different locations.

Though the pilot regulation of 2*1 antennas STBC in 802.16e as shown in Fig.
2.9, it seems that we can compare two consecutive symbols easily, for the pilots are in
the same subcarrier location but from different antennas. However, in fact, the
channel delay and channel response from two antennas are different as shown in Fig.
2.22. And this may cause different phase rotation in frequency domain as shown in
Fig. 2.23., so that the phase rotation of two consecutive symbol are not with the same
base phase rotation, and the difference of the phase of two symbols become
meaningless. For the reason we decide to compare the phase every four symbols.
However, the channel would vary; if we assume the channel does not change in four

symbols, the phase rotation with channel response will be discussed in Section 3.1.
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Fig. 2.22 Different channel delay for two antennas
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Fig. 2.23 Different phase rotation in 2 antennas

Fig. 2.23 shows that the locations of pilots from antenna 0 in symbol time 0 will
be replaced by pilots from antenna 1 in symbol time 1. But the different basic phases
of pilots are caused by the different channel delay and multipath gain. So as we can
see, the pilot in corresponding location will be in different phase. Thus, although these
two consecutive symbols have the same locations of pilots, the different basic phase

makes the comparison meaningless in two consecutive symbols.
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Chapter 3
SCO Estimation and Compensation

In 802.16e

3.1 SCO Estimation

From the discussion in Section 2.3.2, we know SCO effects can be separated into
ICI and phase rotation in frequency domain. The following section will mainly focus
on the part of phase rotation for estimation and compensation. There are two reasons
that we just control the part of phase rotation:

1. SCO effect on ICI is much smaller than that on phase rotation.

2. It is easy to estimate and compensate phase rotation effect, but the ICI effect

is more complex.

The first reason will be simulated in the following graph (Fig. 3.1). In this figure,
phase rotation effect is obvious more than ten times bigger than ICI effect in 802.16e
for a 42 symbol frame without channel effect. The second reason is discussed in

Section 2.3.2, and both of the effects have been illustrated.
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Fig. 3.1 Simulation of effect of ICI and phase rotation caused by SCO (perfect channel and no noise)

3.1.1 Detection of Phase Rotation in Frequency Domain

The phase rotation caused by SCO will change the phase of each subcarrier in
the baseband of receiver. The subcarriers in the receiver are obviously through a
channel. The final values of subcarriers in frequency domain with perfect
synchronization will be multiplied with channel response and phase rotation as shown

in Fig. 3.2.

information in
phase rotation subcarriers
from Rx

information in
channel

subcarriers

response
from Tx p

Fig. 3.2 Relations of Tx and Rx data in frequency domain with perfect synchronization
It is important to get the pure phase rotation without effects of channel response.
However, in our baseband design as shown in Fig. 3.3, the channel estimation is after

the part of synchronization, and the SCO estimation and compensation is before the
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part of channel estimation. If we need to resolve the phase rotation effect from the
information of channel response, there must be a feedback loop in our design. Else we
needed to change SCO estimation and compensation after the channel response.
However, both of the solutions are not reasonable, for the feedback loop will cause
requirement of speed in hardware, and the effect of will be interfered after channel

estimation

SCO
L L channel
synchronization estimation& . demapper
. estimation
compensation

Fig. 3.3 802.16¢ baseband overview

3.1.2 Algorithm to Estimate SCO by Using Pilots

In order to estimate SCO, we must remove the channel response from the
original value of subcarrier to get pure effect of SCO since the information of Rx is
the multiplication of information of Tx, channel response, and phase rotation as
shown in Fig. 3.2 shows. There is an easy way to get rid of unwanted information
mentioned above. If we assume the channel responses do not vary very much in two
consecutive symbols, then both of the channel responses in two consecutive symbols
can be viewed as the same. Thus, the channel effect in phase can be eliminated by
some operations. The pilots are good for SCO estimation, because the values of them
are known. So, we can get the information of channel from by the pilots in the
receiver by two consecutive symbols. If we take a multiplication of this time symbol
with conjugated pre-symbol, as the following equations (Eqn. (3.1)) shows, the phase

caused by pilot and channel responses will disappear.
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where / is the symbol index, & is the subcarrier index, Zy is for finding value of phase,

Ry is the OFDM symbol after FFT with pilot only, Py is the transmitted pilot signal,

H, 1is the channel response of k™ subcarrier, and S is the sampling timing offset,

¢ 1s the accumulation of sampling clock offset, which means the difference in starting
symbol timing, in other words FSTO discussed in Section 2.3.4. We can get sampling

clock offset® by solving the equation. Eqn. (3.2) is the way to get the value ofO.
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k=—1 k=—1 k=-1

1
o= K K (¢1,1 - ¢2,1) (3-2)
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3.1.3 Pilots Regulation in 802.16e and Solution

From the discussion above (Section 3.1.2) and pilot regulations in 802.16e
mentioned in Section 2.3.6, we know the pilots are not very regular in two
consecutive symbols, so Eqn. (3.1) and Eqn. (3.2) can not be used directly. Fig. 3.4
shows the difference in four symbols, where s is the transmitted signals, V" is the SCO
effects, and ch0 and chl is the channel responses of two Tx antenna to Rx antenna. It

is obviously hard to find some regulation to solve V' (SCO effects) directly. So the
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finding function is modified as Eqn. (3.3), which means when the pilots repeat every

four symbols as discussed in Section 2.3.6, and assumes the channel response would

not vary in four symbols much.
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Fig. 3.4 Phase rotation with channel response

3.2 SCO Compensation

The way to compensate SCO effect can be mainly partitioned into two kinds.

One is time domain compensation which compensates the difference in time domain;

the other is frequency domain compensation which rotates back the phase change

caused by SCO.
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3.2.1 Time Domain SCO Compensation

Time domain compensation can be viewed as resampling as shown in Fig. 3.5.
We can use Sinc function to transfer the data from discrete time domain to continuous
time domain, and then resample them with accurate frequency. However, in hardware
design, especially in digital design, it is hard to make a real Sinc function to
reconstruct the continuous signal. So some practical structures such as Lagrange
Cubic filter will be introduced in Section 4.3.

¥ A

W Time domain

T original signal [ resampled signal
Fig. 3.5 Resample in time domain

3.2.2 Frequency Domain SCO Compensation

The compensation in frequency domain means only to compensate the effect of
phase rotation in frequency domain. As SCO effects mentioned in Section 2.3.3, it can
be partitioned into ICI and phase rotation. The simulation in Fig. 3.1 shows that the

phase rotation effect is much larger than ICI effect.

3.2.3 Comparison of Time and Frequency Domain Designs

The ideal time domain compensation can eliminate ICI effect and phase rotation,
whereas the frequency domain compensation can only eliminate the effect of phase

rotation.
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However, the time domain compensation is usually non-ideal, for a ideal low
pass filter or a ideal Sinc function is hard to implement in hardware. So time domain
compensation suffered from the error of some simplified design of filter. Frequency
domain compensation is easier for implementation but suffered from the accuracy of
phase rotator based on the design of CORDIC, because it need to rotate the angle and
then transfer it to a complex number.

Fig. 3.6 shows the simulation of four different types of compensation with
perfect known SCO value: ideal time domain compensation, ideal frequency domain
compensation, Lagrange Cubic time domain compensation, CORDIC frequency

domain compensation.
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—— with SCO effect and ideal frequency domain compensation | |
—W%— CORDIC frequency domain compensation
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Fig. 3.6 Simulation and comparison of time and frequency domain compensation (Eb/N0=16dB 120km/hr)

3.3 Combination of SCO Estimation and Compensation

3.3.1 Difficulties in Time Domain Compensation

The way to estimate SCO by detecting phase rotation is in frequency domain.
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However, if the time domain compensation method is chosen, it will cause a problem:
the difference of domains for estimation and compensation. As the baseband receiver
architecture proposed in 802.16e, FFT is a separator between time domain and
frequency domain, and the calculation of frequency domain is after the calculation of

time domain .Therefore, it needs a feedback loop as shown in Fig. 3.7.

»

SCO channel

synchronization . FFT imati demapper
compensation / SCO estimation estimation

Fig. 3.7 Feedback from estimation to compensation

In our design it seems perfect if the SCO value is known, but in reality this
structure does not work well. The reason is the un-fair comparison on the pilots which
means some of the pilots are compensated and some of them are not, and this effect is

shown in Fig. 3.8.
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Fig. 3.8 Errors caused by feedback
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If we get SCO value from the first symbol time and the second symbol time, it
will be corrected (¢), and then the third symbol time will be fixed, so SCO value
gotten from second and third symbol will be 0. Thus, the forth symbol will not be
fixed in reality.

This shows that if in the first symbol the subcarriers are fixed by the estimation
value, but in the second symbol the subcarriers are not, the latter value of estimation
will not be what we expected. In fact, it fixes about half only. In order to prevent this
phenomenon, it requires more registers or memory to store the value of pilots which is

not compensated. However the cost by doing so is large.

3.3.2 Frequency Domain Compensation

In order to estimate and compensate subcarriers in the same symbol time, large
number of memory are needed, since the SCO value is acquired by phase rotation
detection. So it needs all pilots in this time symbol to calculate, and thus the data in
frequency domain need to be stored until the time when the SCO value is calculated

so that the data can be fixed in time

o Memory SCO channel
synchronization FFT mpensation timation demapper
SCO estimation compensatio es 0

Fig. 3.9 Large memory frequency domain compensation

3.3.3 A Memorye-efficiency Method in Frequency Domain Compensation

However the cost of using memory to save all subcarriers is large, if we can use
the SCO value estimated in previous symbol to fix the current symbol, the memory
will not be necessary as shown in Fig. 3.10. However, the condition is that the SCO
value can’t change very much among symbol time. In our simulation as shown in Fig.

3.11, we will find that if the variation of SCO between two symbols is below 5 ppm,
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the performance degradation of using memory-reduced method can be neglected, and
it is reasonable for our design, since the SCO value would not vary very much
between two symbols, because the cause of SCO is mainly from timing jitter of

oscillator and Doppler effects. These phenomenons do not vary much in time scale.

synchronization FFT SCO . cl.lann.el —
SCO estimation compensation estimation

Fig. 3.10 Memory-efficiency frequency domain compensation
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Fig. 3.11 Comparison of register and register-reduced way (perfect channel and no noise)
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Chapter 4

Architecture Design

4.1 Overview of Baseband Receiver

The overall block diagram of 802.16e OFDMA baseband is shown in Fig. 4.1 [5].
It mainly contains four parts: synchronization, SCO compensation, FFT, and channel
estimation. In the following, we will focus on SCO compensation circuits. The main
issue now is hardware complexity and architecture. For example, many complicated
mathematic operations which cost mass of hardware and power are used in these
algorithms, such as angle computation. It may be implemented by using look-up table
method which needs a lot of memory to store the values of angle. Therefore, we use
coordinate rotational digital computer (CORDIC) scheme instead of the memory
based circuit. It will only use adders, shifters and multiplexers to realize the angle
calculation. Additionally, some mathematic and logical simplifications also
successfully reduce the hardware cost and power. The detailed methods about

implementation will be discussed in the following sections.
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RX . i -gtion STBc
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Y
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hrorizal detection & Coarse | | T 1
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Y
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y

Data
Output

(x

NCO

Fig. 4.1 Overall block diagram of baseband
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4.2 Overview and Architecture of CORDIC

In our design, the phase of a complex number is needed for the estimation and
compensation. So a good architecture to transform from complex number to phase or
from phase to complex number is important for our hardware. The COordinate
Rotational DIgital Computer (CORDIC) [12][13] algorithm is a well-known Digital
Signal Processing (DSP) algorithm for computing between phase and complex

number.

4.2.1 Mathematical Representation

The basic idea of CORDIC is phase rotation as shown in Eqn. (4.1), which rotate
the vector (X;,,yix) With a phase ©O. By taking the cos© from the matrix, we have
Eqn. (4.2). As cos© is a positive number between -90 to 90 degrees, it does not affect
the phase of new value of (Xous, Your) Without normalization. By assuming the tan© in
the matrix is power of 2. We get Eqn. (4.3), which forms a basic vector rotation unit,
where x is the unit (+1 or -1) to determine whether tan©®is +2” or -2”. A general
phase can be approached by the multiply of lots of tan© which is power of 2 as
shown in Eqn. (4.4). Therefore, the total phase rotation contributed by the
multiplications of tan© with power of 2 can be obtained by the accumulation of
phase corresponding to each multiplication of tan© as shown in Eqn. (4.5). Thus, the

final way to get the phase of a complex number by CORDIC can be shown as Eqn.

(4.6), as K; (cos©®;) =v/1+27* only affects the length of a complex number but not

the phase of a complex number, so it can be neglected when we just want to know the
phase to reduce the complexity of operations. In Eqn. (4.6), z(i) is the residue of angle
at i" rotation. The CORDIC algorithm has two operation modes, the phase to complex

number mode and the complex number to phase mode. In the phase to complex
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number mode, a vector is rotated by an angle © to obtain the new vector. In every
iteration 1, the elementary angle is determined by angel remainder z(i) for added or
subtracted. On the contrary, the complex number to phase mode tries to calculate the
angle and the magnitude of the vector. For this propose, the vector is rotated toward

the x-axis and x; is determined by the sign of y(i).
X e cos@ —sinf]| [x, |
=| . : (4.1)
Y out sind cos 0] |y, |

1 ~tan@| [x,,
=cosd . (4.2)
out tan 0 1 yin

(l)out 1 ' _,Lliz_i . x(i)in (4 3)
y(l)out 2_1 1 i y(i)in
N-1 1 _ '2—1' )
|: :| |: \~ ﬂz :|'|:xmi| (44)
yout i=0 /’li 2 1 yin

N-1
6=> utan'(27) (4.5)
i=0

><

xX(i+1) = x(0) = 4,27 ¥(i)
Y@ +1) = 1,27 x(0) + y(0) (4.6)
z(i+1)=z(@)— u tan"' (27)

From the equations, there is one important element tan™'(27) that is not easy to
calculate. So we need to establish a table to record the value of tan~'(27). However
it is worth doing because for an N iteration calculation, we only need to record N
values, but it needs lots of memory if we get the phase of a complex number by a look
up table. The table of tan™'(27') is shown at Table. 4.1. From the table the least error
of phase must less than the smallest value of tan™'(27), so if the iteration is high

enough, the error will be small enough.
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Table. 4.1 Values of tan'(27)

i 27 (DEG)

0 1.000000000 45.000000
1 0.50000000 26.565000
2 0.25000000 14.036000
3 0.12500000 7.125000
4 0.06250000 3.576300
5 0.03125000 1.789900
6 0.01562500 0.895170
7 0.00781250 0.447610
8 0.00390630 0.223810
9 0.00195310 0.111900

10 0.00097656 0.055953

4.2.2 Folded and Unfolded Structure

There are two possible structures to implement CORDIC: folded and unfolded. It
need n iterations to approach the phase we want to solve, the folded structure means
using one structure to execute each iteration by just changing the variable in each
iteration as shown in Fig. 4.2, whereas unfolded structure means using n times of
hardware to calculate the value of phase as shown in Fig. 4.3 .

Fig. 4.2 shows the detailed structure of the folded structure of CORDIC, in this
structure we needs n iterations to solve the phase, every time after a phase rotation,

the value of Xn, Yn and Zn will be recalculated and the sign of Yn will be used to

determine the direction of rotation in the next loop.
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Fig. 4.2 Folded structure
Fig. 4.3 shows the detailed structure of the unfolded structure of CORDIC, it
pass variables from one stage to another. It contains more hardware, but without

registers and can be pipelined to speed up the throughput rate.
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4.3 Architecture of SCO Detector

Generally, the architecture of detector for SCO is based on the estimation
method discussed in Section 3.1 and is shown in Fig. 4.4. Because the value of SCO is
obtained by the difference of phase from the same pilots’ time slots, the detector
consists of a phase accumulator to accumulate the change of SCO in each time slot, a
CORDIC to transform from complex number to phase, and a divider to get the
average of estimated phase. However, transformation many times by CORDIC many
times may corrupt the data, since the CORDIC is not lossless. There are two ways to
reduce this effect: one is to replace addition in phase by multiplication in complex
number, the other one is to use large word length in CORDIC to get more precise

phase.

time slot

FFT

Detector SCO value

Register

Fig. 4.4 Concept structure of detection
SCO value can be obtained by the difference of phase in symbols. Each time we
compare the phase difference of pilots between two consecutive time slots as
mentioned in Section 3.1, we get the value of SCO in this time slot. However we have
to accumulate SCO value in this time slot with previous SCO values to get the total
effect on phase rotation for us to do the compensation easily. The hardware of SCO

detector is shown in Fig. 4.5. Inside the detector, there are three main parts: phase

41



comparison, registers to store previous symbol pilots, and the architecture to average
and normalize the value of SCO caused by phase comparison; the other hardware is
the phase accumulator to implement the remembrance of total phase caused by SCO

mentioned above.

Detector

CORDIC
complex
>>>

(average
and
ormalize

Shift register

» Accumulated phase rotation value

Pilot value T

phase)

Fig. 4.5 Structure of detector

4.4 Foundation and Architecture of Interpolator

4.4.1 Introduction

In our design, an interpolator is needed for time domain compensation which
means compensate the error between time scales as shown in Fig. 3.5. The ideal time
domain compensation can eliminate the ICI effect if SCO value is known, whereas the

frequency domain compensation can not.
4.4.2 Ideal Low Pass Filter — Sinc Function Filter

The best way to reconstruct signal is using Sinc function, which means the ideal
low pass filter in frequency domain. From the sampling theory [8], the ideal low pass
filter is needed to resample. Fig. 4.6 shows a Sinc function is used to cover the

sampled signal to the original analog signal.
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RS TA AN A

Fig. 4.6 Reconstruction of analog signal by Sinc function
The following mathematical representation illustrates the effect above. The
sampled digital signals x(n7s) go through the DAC and become an analog impulses, as
shown in Eqn. (4.7). The impulses are filtered by a low pass filter, as Eqn. (4.8). Then,
the continual analog signals are resampled at sample period 7;. Finally, the resample

signal x(kT;) is shown in Eqn. (4.9).

x, =r(t): ié‘(f—nTS)

=—c0

= 3 r(nT)- (¢ ~nTy) (4.7)

X(t)=x,()® Sinc(t)

o0

= Y. x,(nT)Sinc(t —nT)) (4.8)
X(kT) = i x,(nT)Sinc(kT, —nT,) (4.9)

However, it is difficult to implement Eqn. (4.9) in hardware architecture, for the
following reasons:
1. It is difficult to generate Sinc function by simple computation.
2. The difference in time is a variable, so it can not use a table to generate Sinc
function.

3. It needs infinite Sinc function to add up for generating the resampled value.
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4.4.3 Lagrange Cubic Filter

The other way which is easier to implement in contrast to Sinc function is using
Lagrange Cubic filter. However it is not an ideal low pass filter in frequency domain,
and at higher frequency it has more variance in magnitude. However, in OFDM
system, higher frequency is the guard band so it is appropriate to use in OFDM the
system.

The original ideal low pass filter is shown in Eqn. (4.9), if we define
i=|kT/T, |-n, m =|kT,/T,| and u, =kT,/T,-m,,

Then, Eqn. (4.9) becomes Eqn. (4.10)
y(kT;) = [x(nT)][Sinc((i +u,)T,)] (4.10)
The impulse response of ideal interpolation is Sinc function. To compute
approximate coefficients of Sinc function, we replace it with /(n), the well known
polynomial based interpolation [16]. The Lagrange interpolation is a simple way to

implement polynomial based interpolator.

The simplest FIR filter is the Lagrange interpolation [16] as shown as Eqn. (4.12):

L J—
h(i) = HP k,i=0,1,2 ..... L (4.12)
k=0,ki i—k

where L is the order of coefficients of the filter, D is the fractional delay () , #(n) is
the interpolation coefficients. For L = 3, it is so called Lagrange Cubic interpolator

and the interpolation coefficients are:

. (D+DD(D-D 1 1
h(-2) = ; = D= D 4.13)
pen=PHDPD=2) 15 1 (4.14)

(-2) 2 2
p(oy= LEDD=DD=2) 15 5o 15 (4.15)
(-2) 2 2
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DID-HD=2) _ 1,5 1., 1, (4.16)
(=6) 6 27 3 '

h(1) =

Increasing the filter length of an interpolator can get better performance, as
shown in Fig. 4.7 [16]. In 802.16e system, guard band is from 0.8 to 1 in normalized
frequency, so the worst condition in this filter will not affect the performance
seriously. A longer length interpolator also increases the hardware complexity. In the

simulation platform, a four tap (L=3) Lagrange Cubic interpolator is adopted in.

(a) Magnitude and (b) phase delay responses of Lagrange interpolating filters of length £=2,3,4,5,6 with d =0.5
Fig. 4.7 Distortion of Lagrange filter in frequency domain [16]

An efficient implementation was proposed by Farrow [17] as shown in Fig. 4.8.
The advantage of Farrow structure is to reduce the number of multipliers. The Farrow
structure of Lagrange Cubic interpolator is shown in Fig. 4.9. According to different
fraction delay, the interpolator needs to compute the corresponding filter coefficients.
However, the generation of filter coefficient needs a lot of multipliers. The Farrow
structure shares the multipliers in the generation equation. Hence, the Lagrange Cubic

interpolator only needs three multipliers for coefficient generation.
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z (output)

X (input)
X d (delay)

Fig. 4.8 Farrow structure

h(0)

h(1)

Fig. 4.9 Farrow structure of Lagrange Cubic filter

4.5 Architecture of Phase Rotator

4.5.1 CORDIC Based Rotator

Phase rotator is used to rotate each subcarrier with the angle caused by SCO

effect. CORDIC based rotator is using another mode in CORDIC to transform from
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phase to complex value instead of general mode to transform from complex value to
phase. CORDIC is used to generate the phase from the complex number in detector,
but it can transfer in another way, just adding little hardware to check the sign value
from the angle instead from complex value as shown in Fig. 4.10. In the following
CORDIC, there is another control signal to determine which mode is used. In fact, if
we select the phase to complex value mode, in each stage, we determine the phase is
higher or lower, and then rotate complex number by adders and shifter from Eqn.

(4.6).

—» Xn

—® Zn

Fig. 4.10 CORDIC with phase to complex number mode

4.6 Architecture of Two Proposed Solutions

4.6.1 Compensation in Time Domain

Compensation in time domain method as shown in Fig. 3.7 needs a feedback loop
to correct the signal as mentioned in Section 3.3.1, so it is not a real-time
compensation method. The un-fair comparison effect in Section 3.3.1 can not be
cancelled easily without adding lots of hardware. Fig. 4.11 shows the hardware

architecture to eliminate both non real-time and un-fair comparison effect. However,
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it needs two FFTs and the hardware cost of FFT is very high .Thus, a reasonable
architecture of compensation in time domain is shown at Fig. 4.12. It uses only one
interpolator, FFT, one register file, and one detector. However, the performance of this

architecture is about half of the perfect compensation for the un-fair comparison

FFT Detector
Registers

SCO ur.lco.mpensatec.l symbol SCO value
in time domain

Registers Interpolator FET SCO compensated syl.nbol in
frequency domain

Fig. 4.11 Architecture of compensation in time domain with two FFTs

effect.

A4

Interpolator

Detector —

Y

L  Registers

- SCO compensated symbol in
frequency domain

SCO value

Fig. 4.12 Architecture of compensation in time domain
4.6.2 Compensation in Frequency Domain

The architecture of compensation in frequency domain is shown at Fig. 4.13. It
needs register files to delay and store previous symbol subcarriers in frequency
domain. It is a real-time compensation. The hardware of detector and rotator can be

shared for they are almost the same.

|

Registers

A4

SCO uncompensated symbol

SCO compensated symbol in
in time domain FFT

Rotator .
frequency domain

Y

Detector )

| I

Fig. 4.13 Architecture of compensation in frequency domain

4.6.3 Complexity Comparison

The complexity of compensation in frequency domain is much lower than
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compensation in time domain. From the discussion in Section 3.2, the most accurate
way of compensation is the architecture of compensation in time domain with two
FFTs, and it needs 1 symbol register, 1 pilot register, 2 FFTs, 1 CORDIC and 1
Lagrange Cubic filter. The worst compensation performance is the architecture of
compensation in time domain with one FFT, and it needs 1 pilot registers, 1 FFT, 1
CORDIC and 1 Lagrange Cubic filter. The most efficient architecture is compensation
in frequency domain, it needs 1 symbol register, 1 FFT and 1 CORDIC.

It is possible to reduce the memory usage in Fig. 4.13, and the way of memory
reduction is mentioned in Section 3.3.3. The memory-efficiency architecture is to
replace symbol register with pilot register which means only to store pilot values
instead to all subcarriers in a symbol, but it will become a non real-time compensation
which means using pre-symbol SCO value to fix current symbol. This architecture
works when the variance of SCO of two successive symbols is within 6 ppm, as
discussed in Section 3.3.3. Fig. 4.14 shows the modified architecture. It needs 1 pilot

register, 1 FFT and 1 CORDIC.

Y

SCO uncompensated symbol

e - SCO compensated symbol in
in time domain

Rotator .
frequency domain

Detector

Fig. 4.14 Architecture of compensation in frequency domain with reduced register

4.6.4 Reduced Complex Multiplier Architecture

A general function for a complex multiplication expansion is shown at Eqn.
(4.17). It needs two multipliers and one adder to calculate the real part and two
multipliers and one adder for the imaginary part. Since the hardware cost of a
multiplier is much large than the hardware cost of an adder. We can replace the

calculation of imaginary part by the result of real part, and thus we need only one
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multiplier for imaginary part. The expansion can be further rewrite as Eqn. (4.18) to
share the hardware of calculation for the real part. The reduced hardware architecture

of complex multiplier is shown as Fig. 4.15.

(A+ Bi)x(C - Di) (4.17)
=(AxC+BxD)+i(BxC—-AxD) (4.18)
=(AxC+BxD)+i[(A+B)x(C—D)— AxC+BxD]

Complex

Multiplier Complex Multiplier
A ° e - real out A - real out
’ “‘ —_—> |
C X W —» image out C :)mmage
p/Z (%) D

Fig. 4.15 Complex multiplier reduction

4.6.5 Conclusion

The compensation and estimation of SCO needs CORDIC structure. We choose
reduced complex multiplier architecture to realize CORDIC in our system. The
discussion of hardware cost in Section 4.6.3 can be replaced by the adders and
multipliers. Thus, we replace the hardware of CORDIC and Lagrange Cubic filter by
adders and multipliers for comparison. Table 4.2 shows the hardware complexity of

each proposed solution of architecture.
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Table 4.2 Hardware cost comparison of three architectures

Architectures

Time domain

Frequency domain

Frequency domain

compensation compensation compensation with
Hardware cost reduced memory
Adders 97 60 60
Multipliers 9 0 0
FFTs 2x1024size 1x1024size 1x1024size
Memory 1242x20bits 1034x20bits 138x20bits
Shifters 48 36 36
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Chapter 5

Conclusions

In this thesis, we build an 802.16e simulation platform using C with floating
point. This simulation platform contains symbol boundary detection, carrier frequency
synchronization, sampling timing synchronization and frequency domain channel
estimation. All synchronization loop works in digital domain. SCO compensation in
802.16¢e suffered some challenge from the diversity of pilots, and we take longer
observation time to avoid it. In the simulation platform, although the phenomenon of
estimating SCO is complicated in frequency domain, there is a simple way to estimate
and compensate by phase rotation, and the errors between the simple method and the
ideal method are small enough (less than 5%). Thus, SCO is estimated and
compensated by CORDIC-base derotator. Besides, the architecture of SCO
compensation can be further simplified if we choose the memory-efficiency version to
implement. It works when SCO variance is below 6 ppm. This memory-efficiency
algorithm reduces the usage of memory on subcarriers, and only pilots are stored in

the memory. Thus, the usage of memory is reduced by 85 %.
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